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A B S T R A C T

In order to study how early emotional experiences shape infant development, one approach is to analyze
the emotional content of speech heard by infants, as captured by child-centered daylong recordings, and
as analyzed by automatic speech emotion recognition (SER) systems. However, since large-scale daylong
audio is initially unannotated and differs from typical speech corpora from controlled environments, there
are no existing in-domain SER systems for the task. Based on existing literature, it is also unclear what is
the best approach to deploy a SER system for a new domain. Consequently, in this study, we investigated
alternative strategies for deploying a SER system for large-scale child-centered audio recordings from a neonatal
hospital environment, comparing cross-corpus generalization, active learning (AL), and domain adaptation
(DA) methods in the process. We first conducted simulations with existing emotion-labeled speech corpora
to find the best strategy for SER system deployment. We then tested how the findings generalize to our new
initially unannotated dataset. As a result, we found that the studied AL method provided overall the most
consistent results, being less dependent on the specifics of the training corpora or speech features compared
to the alternative methods. However, in situations without the possibility to annotate data, unsupervised DA
proved to be the best approach. We also observed that deployment of a SER system for real-world daylong
child-centered audio recordings achieved a SER performance level comparable to those reported in literature,
and that the amount of human effort required for the system deployment was overall relatively modest.

1. Introduction

Speech contains a vast amount of information other than the lin-
guistic content of speech, such as the speaker’s health state, attitude,
emotions, and personality (Batliner and Schuller, 2013). In speech
emotion recognition (SER), the aim is to recognize the emotional state
of the speaker from a speech signal (Batliner et al., 2010). Deter-
mining the emotional content of speech is particularly interesting in
the study of infants’ auditory environments, where the early affective
and social experiences of infants can impact their later cognitive and
socio-emotional development.

Preterm infants are commonly deprived from normal vocal com-
munication with their parents during their first months when they
require hospital care. Hospitalization for a premature infant can last
from a few weeks up to several months. During hospital care, both the
quantity and quality of vocal communication is likely to be different
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compared to home environment. Preterm infants have an increased
risk for abnormal cognitive development including language develop-
ment (Nyman et al., 2017), as well as for emotional problems such as
depression (Upadhyaya et al., 2021). These problems are partly caused
by early parent-infant separation and a lack of parents’ participation in
the care of their infant. In this context, parents’ positive vocal expres-
sions in a neonatal intensive care unit (NICU) environment have been
shown to be linked to the interaction with their infant (Filippa et al.,
2019). Furthermore, it has been shown that the expressed emotions
during this interaction can be detected from the parents’ speech pat-
terns (Filippa et al., 2019). However, the associations between parental
emotional speech and subsequent development of a preterm infant have
not been studied.

To better understand the effect of parental proximity and com-
munication on the long-term development of preterm infants, a large
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audio corpus of hundreds of hours of child-centered audio recordings
from two NICUs in Finland and Estonia has recently been collected
as a part of a so-called APPLE study (Ståhlberg-Forsen et al., 2021).
To analyze the emotional characteristics of speech in the dataset, a
SER system is essentially required. However, there are no existing in-
domain SER systems for child-centered audio data nor for Finnish or
Estonian real-world audio. In the absence of speech emotion labels,
traditional supervised learning methods cannot be applied for this
dataset without human labeling efforts. This raises the question of how
to most efficiently deploy a SER system for this new domain. Despite
the advances in techniques such as domain adaptation (DA; e.g., Ben-
David et al. (2009)) and active learning (AL; e.g., Settles (2012)), the
existing literature is not clear on what is the most practical approach
to deploy a SER system for data from a new domain, especially when
the amount of required manual effort is weighed against the obtained
SER performance.

To this end, the aim of this paper is to explore the applicability
of cross-corpus generalization (CCG) and state-of-the-art AL and DA
methods as alternative approaches for developing a SER system for real-
world unannotated child-centered audio. We compare these methods
in out-of-domain system deployment by conducting simulation exper-
iments using four already existing labeled SER corpora, followed by
application of the best identified practices and model settings to the
Finnish subset of the NICU audio data (from now on ‘‘NICU-A’’). As a
result, we obtain a functional SER system for the NICU-A data, enabling
future research (and potential interventions; see Swain (2017)) on
infant emotional environments. To the best of our knowledge, this
is the first functional SER system for child-centered LENA data, and
the first one for real-life daylong audio. In addition, the simulations
and the case study with NICU-A provide new knowledge on how to
approach SER system deployment in the future for unannotated data
with unknown statistical properties, and how well an effective strategy
could be identified using prior simulations on already labeled datasets.

This study is continuation to our previous work in Vaaras et al.
(2021), where we briefly introduced NICU-A and reported SER system
performance on the final NICU-A test set. Here we expand on that
work by thoroughly describing our simulation-based investigations and
discussing their findings for out-of-domain system deployment. We also
introduce the NICU-A dataset, its properties and its annotation process
in a more complete manner. Taken together, the study aims to provide
new knowledge on best strategies for developing a novel SER system for
a new data in general, and for our present NICU-A dataset in particular.

2. Related work

Perhaps the most straightforward strategy to develop a novel SER
system is CCG, which has been examined in multiple SER studies
(e.g. Schuller et al. (2010), Schuller et al. (2011b), Zhang et al. (2011),
and Zhang et al. 2019). CCG values simplicity over complexity by
relying on the naive assumption that the statistical properties of one
or multiple labeled training corpora are close enough to those of an
unlabeled test corpus; i.e., it is possible to train a well-performing
classifier that generalizes from the labeled corpora to the test data.
Schuller et al. (2010) performed extensive intra- and inter-corpus CCG
experiments using six frequently-used SER corpora of various lan-
guages. Their study highlighted many issues with cross-domain SER,
such as CCG-based SER being feasible only with certain corpora and
emotional classes, even with corpora of similar cultural backgrounds.
This same domain mismatch issue has been perhaps the most com-
monly occurring problem with CCG-based SER methods, and has been
denoted earlier (Schuller et al., 2011b; Zhang et al., 2011). In order to
counteract domain mismatch, Zhang et al. (2019) proposed a novel loss
function to preserve label similarities in a learned feature space. They
showed that by combining their loss function with a traditional cross-
entropy loss, they were able to significantly outperform a reference
method which only utilized a cross-entropy loss.

For more advanced strategies to tackle the problem of domain
mismatch, various DA methods have been developed for SER. For
example, Sagha et al. (2016) studied a multi-language cross-corpus SER
setting using four corpora. They presented a novel DA method that
tries to find a common representation space for the source and target
language. Through extensive testing, they showed that their method
improved the average classification performance compared to the state-
of-the-art DA method for SER at the time. Deng et al. (2017) proposed
adding a Universum loss to the reconstruction loss of an autoencoder-
based classifier for unsupervised DA. Abdelwahab and Busso (2018)
proposed a deep neural network (DNN)-based unsupervised adversarial
DA method for SER. Their method learns a domain-invariant feature
space between labeled data from a source domain and unlabeled data
from a target domain, while simultaneously maintaining good perfor-
mance on the primary SER task. As pointed out in Kouw and Loog
(2021), the success of DA can be very sensitive both to the chosen
algorithm and its hyperparameter configuration on a particular dataset.

Another common strategy that has been successfully used in SER
is AL. In AL, human annotation effort is reduced by using automatic
algorithms to identify a subset of the most informative samples that
the human should annotate for machine learning system deployment.
Zhang and Schuller (2012) presented two iterative AL methods which
efficiently reduced the required number of annotations in their experi-
ments. The first method selects instances for human annotation which
the method predicts as a sparse class, and the second method chooses
the instances for which the method predicts a medium confidence score
for annotation. Zhao and Ma (2013) proposed an iterative AL algorithm
which utilizes conditional random fields to quantify the uncertainty
on each unlabeled sample, and the most uncertain samples were then
selected for human annotation. In most cases, their method outper-
formed random sampling for sample selection. Abdelwahab and Busso
(2019) examine various AL methods that are based on uncertainty
and maximizing the diversity in the training set to simulate limited
annotated data in DNN classifiers. Their experiments reveal that the
tested AL methods outperform random sampling-based methods when
selecting samples for annotation.

Only a handful of studies have been conducted on large-scale SER
datasets. Jia et al. (2019) studied SER with a vast 7-million-utterance
internet voice corpus. They pretrained their two novel DNN-based
models with 90,000 unlabeled utterances and then fine-tuned and
evaluated their models on 3000 randomly selected utterances from the
same dataset. Their experiments revealed that both proposed methods
outperformed traditional SER models. Fan et al. (2021) presented a
large-scale SER dataset with a little over 147,000 utterances from 820
test subjects with a total duration of over 200 h. They proposed a novel
SER model containing pyramid convolutions which outperformed other
models that were tested on the dataset. Furthermore, they showed that
existing models are prone to overfit to small-scale datasets which limits
the ability of these models to generalize for real-life data. As far as we
know, no systematic work has been conducted on performing SER for
child-centered audio recordings in general, nor for speech recordings
collected from the vicinity of preterm infants in a hospital environment.

3. Methods

The main goal of our methodology was to deploy a SER system for
the automatic analysis of infants’ auditory environments for the NICU-A
data. Since there was an absence of labeled target domain data, alter-
native machine learning-based approaches, namely CCG, AL, and DA,
were compared in the present experiments. The present CCG approach
acted as our ‘‘naive’’ baseline approach, while the AL method, medoid-
based active learning (MAL) (Zhao et al., 2017), and the DA method,
Wasserstein distance-based domain adaptation (WDA) (Drossos et al.,
2019), of the present experiments were selected based on their state-
of-the-art performance in their respective audio-related tasks. Fig. 1
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Fig. 1. A block diagram of the present experimental setup in which MAL, WDA, and
CCG methods are compared in both the simulation setup and the NICU-A experiments.

depicts a block diagram of the present experimental setup. First, al-
ready existing SER corpora, referred to as the simulation corpora, were
thoroughly experimented with in pilot experiments to find suitable
hyperparameters for the tested methods in the SER task. Then, simula-
tions were carried out using these hyperparameters with the simulation
corpora in order to compare the different methods, and to estimate how
much data needs to be annotated for SER when using MAL. Next, NICU-
A was partially annotated based on these findings. Finally, experiments
similar to the simulations were carried with NICU-A data to create
a SER system for NICU-A. The results of these NICU-A experiments
were also compared with the results of the simulations to test the
generalizability of the simulated results.

3.1. Medoid-based active learning

For situations when there is a limited number of labels that can
be manually assigned, i.e. a limited labeling budget, and when the
annotations add up to only a small portion of the data, Zhao et al.
(2017) proposed MAL as an AL method for sound event classification.
Since this is also the premise of the annotation process of the present
study, MAL serves as the foundation for the AL method used in the
present experiments. The MAL algorithm can be divided into three
consecutive stages: (1) obtain an affinity matrix that contains the
pairwise similarities between each sample in a dataset, (2) perform
𝑘-medoids clustering using this affinity matrix, and (3) starting from
the largest cluster, query for human annotations for the medoids in a
descending cluster size order.

In the first stage, the similarity metric used in the present ex-
periments was selected based on pilot experiments with MAL using
existing SER corpora. To obtain the affinity matrix, 𝐴, each sample in a
dataset is first represented as a 600-dimensional utterance-level log-mel
feature representation (see Section 4.1). Then, a 32-dimensional latent
representation of the log-mel features is obtained using a DNN-based
autoencoder with six layers (see Section 4.3.3). Finally, 𝐴 is defined by
computing Pearson distances (Immink and Weber, 2014), 𝑑𝑃 , for the
bottleneck features across all the samples.

In the second stage, 𝑘-medoids clustering is applied to the data.
First, a random sample is selected as a member of a set of medoids, 𝑆,
after which 𝑘 − 1 additional samples are added to 𝑆 using the farthest-
first traversal algorithm. Here, the distance from a sample, 𝒂, to the set
𝑆 is defined as

𝑑𝑃 (𝒂, 𝑆) = min
𝒃∈𝑆

𝑑𝑃 (𝒂, 𝒃) . (1)

Then, the samples in 𝑆 are used as the initial medoids for a 𝑘-medoids
clustering algorithm (see e.g. Park and Jun (2009) for a detailed
description) to assign each sample into one of the clusters.

In the final stage, the clusters are sorted in a descending order based
on the number of elements in each cluster. The cluster medoids are then
presented to human annotators for labeling. In the present experiments,
we examined two different strategies for using these labels: (i) assigning
the annotated medoid label for all samples in a cluster (as in Zhao et al.
(2017); referred to as ‘‘cluster labels’’), or (ii) only using the annotated
medoid samples for classifier training (‘‘medoid labels’’; a condition not
studied in the original MAL paper (Zhao et al., 2017)). Based on pilot
experiments, a suitable value for 𝑘 was found to be 𝑁

3 , where 𝑁 is the
number of samples in a corpus.

3.2. Wasserstein distance-based domain adaptation

The DA method of the present experiments is based on the WDA
method proposed by Drossos et al. (2019), originally designed for
acoustic scene classification. In WDA, a neural network classifier is
adapted to a target corpus, 𝐷𝑇 , by using labeled data from a source
corpus/corpora, 𝐷𝑆 . This classifier, aka the source model 𝑀 , consists
of two parts: a feature extractor, 𝐹 , and a label classifier, 𝐶𝐿. The
adaptation process of WDA involves two steps, which are depicted in
Fig. 2.

The first step (Fig. 2, top) consists of training 𝑀 using 𝐷𝑆 samples,
𝑋𝑆 , and their respective labels, 𝑌𝑆 , to obtain the initial trained feature
extractor, 𝐹𝑆 . This is achieved by using binary cross-entropy (Drossos
et al., 2019) as the loss, defined as:

𝐿𝑀 (𝒙, 𝒚) = −
∑

(𝒙,𝒚)∈(𝑋𝑆 ,𝑌𝑆 )
𝒚𝑇 𝑙𝑜𝑔10(𝐶𝐿(𝐹 (𝒙))). (2)

In the second step (Fig. 2, bottom), 𝐹𝑆 is adapted into 𝐷𝑇 to obtain
the adapted feature extractor, 𝐹𝑇 . This is done by minimizing the
Wasserstein-1 distance, 𝑊𝑑 , between the distributions of 𝐷𝑆 and 𝐷𝑇
using an adversarial training formulation, namely a WGAN frame-
work (Arjovsky et al., 2017). In the process, 𝐹𝑆 is adapted into 𝐹𝑇 by
finding a common feature representation for 𝐷𝑆 and 𝐷𝑇 by iteratively
minimizing the two loss functions:

𝐿𝐶𝐷
(𝒙, 𝒛) =

∑

𝒙∈𝑋𝑆

𝐶𝐷(𝐹𝑆 (𝒙)) −
∑

𝒛∈𝑋𝑇

𝐶𝐷(𝐹𝑇 (𝒛)) (3)

𝐿𝐹𝑇 (𝒙, 𝒚, 𝒛) =
∑

𝒛∈𝑋𝑇

𝐶𝐷(𝐹𝑇 (𝒛)) + 𝐿𝑀 (𝒙, 𝒚) , (4)

where 𝐶𝐷 is the domain discriminator and 𝑋𝑇 are the target corpus
samples. The parameters for 𝐶𝐷 and 𝐹𝑇 are updated in turns, where
Eqs. (3) and (4) are the losses for updating the parameters of 𝐶𝐷 and
𝐹𝑇 , respectively. The output feature representation of 𝐹𝑇 acts as the
input features for 𝐶𝐷. In addition, the parameters of 𝐹𝑆 are the initial
parameters of 𝐹𝑇 . As shown in Drossos et al. (2019), the minimization
of 𝐿𝐶𝐷

and 𝐿𝐹𝑇 is shown to minimize 𝑊𝑑 between the distributions
of 𝐷𝑆 and 𝐷𝑇 . In order to account for the performance degradation of
𝐶𝐿 during the adaptation, the authors of Drossos et al. (2019) added
𝐿𝑀 into Eq. (4). For a detailed formulation of the WDA algorithm, see
Algorithm 1 in Drossos et al. (2019).

In addition to unsupervised WDA, a semi-supervised variant which
was not part of the original WDA paper (Drossos et al., 2019) was ex-
amined. This version utilizes a small subset of target corpus labels, 𝑌𝑇 ,
to compute the label classification accuracy after each training iteration
of the adaptation process. The model with the highest accuracy on this
subset of 𝑌𝑇 is then selected as the final adapted model.

3.3. Cross-corpus generalization

In our CCG baseline approach, 𝑛 labeled source corpora are merged
into one training set 𝑆. Next, a classifier is trained with 𝑆 using super-
vised learning. Finally, the trained classifier is tested on an unlabeled
target corpus 𝑇 , where 𝑇 ∉ 𝑆.
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Fig. 2. The two-step adaptation process of WDA. In the first step, the source model 𝑀 consisting of 𝐹𝑆 and 𝐶𝐿 is trained using source corpus samples 𝑋𝑆 and their respective
labels 𝑌𝑆 to classify 𝑋𝑆 into emotion categories. In the second step, 𝐹𝑆 is adapted into 𝐹𝑇 with 𝑋𝑆 and target corpus samples 𝑋𝑇 using a domain discriminator 𝐶𝐷 in an adversarial
training process.

4. Simulation setup

Before any NICU-A data had been annotated, simulations with four
already existing SER corpora were carried out with the CCG, AL,
and DA methods of the present study. The aim of these simulations
was to simulate and compare different strategies for deploying a SER
system on a new unannotated corpus of potentially different language,
speaking style, and recording context, and to estimate the number of
samples that needs to be annotated for the SER task when using MAL.
All model hyperparameters were based on extensive pilot experiments
with the four simulation corpora. For all experiments, the unweighted
average recall (UAR %) is used as the primary evaluation measure.

4.1. Features

Log-mel, GeMAPS, and eGeMAPS features (Eyben et al., 2016) were
used in all experiments with the exception of DA experiments, where
only log-mel features were used based on their superior performance in
pilot experiments. The GeMAPS and eGeMAPS are minimalistic features
proposed by Eyben et al. (2016) as an attempt to unify features in
affective computing, including SER, and have since been used in many
SER studies (e.g. Latif et al. (2019), Trigeorgis et al. (2016), Cummins
et al. (2017)). For the log-mel features, 40 mel filters were used with
a Hann window using a 30-ms window size and 10-ms shifts. To get
constant-dimensional utterance feature representations, seven function-
als (the first four moments, min, max, and range) were taken from the
time series of the log-mel features. In addition, four functionals (the
first four moments) were applied to the first and second order delta
features, which resulted in a 600-dimensional feature representation
for the log-mel features. The 62- and 88-dimensional GeMAPS and
eGeMAPS features were extracted using the openSMILE toolkit (Eyben
et al., 2013). The features for each corpus were normalized using z-
score normalization in order to have zero mean and unit variance for
each of the features at corpus level.

4.2. Simulation corpora

Four already available speech corpora with emotion labels were
used in the simulations:

(1) The Berlin Emotional Speech Database (EMO-DB) (Burkhardt et al.,
2005) is a well-known and perhaps the most widely used SER corpus,
containing 535 spoken utterances in German from 10 actors (five male).
The actors read sentences with predefined emotions in seven emotional
labels: anger, boredom, disgust, feat, joy, neutral, and sadness.

(2) eNTERFACE (Martin et al., 2006) is an audiovisual database
consisting of 1287 video samples in English from 42 test subjects
(eight female) from 14 nationalities. Each test subject listened to six
successive short stories, each of them evoking an emotion from six
categories: anger, disgust, fear, joy, sadness, and surprise. Only the
audio tracks were used in the present study.

(3) The Finnish Emotional Speech Corpus (FESC) (Airas and Alku,
2006) consists of 450 spoken 83-word passages of Finnish prose from
nine Finnish professional actors (five male) portraying emotions of five
categories: neutral, sadness, joy, anger, and tenderness. These passages
were further split into 4254 utterances based on long silences as defined
by an energy threshold (Vaaras, 2021).

(4) The Ryerson Audio–Visual Database of Emotional Speech and Song
(RAVDESS) (Livingstone and Russo, 2018) is a multimodal database,
including a total of 7356 recordings in English from 24 professional
actors (12 male). Only the 1440 speech-only recordings were used in
the present experiments, covering eight emotional labels: neutral, calm,
happy, sad, angry, fearful, surprise, and disgust.

These corpora were selected with the aim of incorporating corpora
of different languages and sizes to the present experiments. Further-
more, excluding FESC, we wanted to select publicly available corpora
that have been popularly used in SER literature as a means to be able
to compare the achieved performance level to other SER studies. FESC
was selected in order to study if it is easier to adapt a matching Finnish-
language corpus to NICU-A using CCG or DA, and also since FESC was
the only Finnish-language SER corpus available.

The emotional labels of the simulation corpora were mapped into
the quarters of the valence-arousal plane following the mapping of
Schuller et al. (2010) (Fig. 3), which has also been used in multiple
SER studies (e.g. Schuller et al. (2011b), Zhang et al. (2011), Sagha
et al. (2016), Latif et al. (2019), Deng et al. (2014), Mao et al. (2017)).
This mapping was made for two reasons: First, in order to simplify
the task of annotating NICU-A samples (see Section 6.1) and since
the researchers in the APPLE study were interested in the quantity of
positive valence in NICU-A, the annotation of NICU-A was carried out
in terms of valence and arousal. Hence, the emotional labels of the sim-
ulation corpora were also decided to be mapped to the valence-arousal
plane in order to harmonize the differences between the emotional
labels both across the simulation corpora and also between NICU-
A and the simulation corpora. Second, the mapping was made to
simplify the classification task into two binary classifications, valence
(positive/negative) and arousal (high/low), since reliable emotion clas-
sification is easier to perform on a binary scale rather than using
fine-grained emotion categories. Table 1 shows the class distributions
of the simulation corpora.

4.3. Simulation experiments

Four types of simulation experiments were conducted using the
simulation corpora:

4.3.1. Within-corpus experiments
Each corpus was examined individually to get an estimate of the

accuracy that is achievable, if annotations for the entire dataset were
available for classifier training and evaluation. Each corpus was ran-
domly split into a training and test set in a 85:15 ratio, followed by
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Fig. 3. Mapping of emotion categories of the utilized SER corpora into the valence-arousal plane.
Source: Figure adapted from Vaaras (2021).

Table 1
The class distributions of the corpora used in the simulations.

training a support vector machine (SVM) classifier with a radial basis
function (RBF) kernel. Imbalances in the training data class distribu-
tions were countered by weighting each sample inversely proportional
to its class frequency. Optimal SVM hyperparameters (box constraint 𝐶
and kernel scale parameter 𝛾) were selected for each feature type and
for both valence and arousal individually based on a grid search using
5-fold cross-validation for the training set. Then, the trained SVM was
evaluated on the test set.

4.3.2. Cross-corpus generalization
The CCG simulation experiments consisted of two settings: 1-to-

1 and 3-to-1 CCG. In the 1-to-1 settings, all possible combinations
were tested in which one of the simulation corpora was used as the
training set and another corpus as the test set for an SVM with an RBF
kernel. In this setting, the optimal values for 𝐶 and 𝛾 were taken from
the within-corpus experiments. In the 3-to-1 setting, three simulation
corpora were used for SVM training and the fourth corpus was used
for testing. In a similar manner as in the within-corpus experiments,
optimal values for 𝐶 and 𝛾 were determined based on a grid search on
training/development data split.

4.3.3. Active learning
The AL simulation experiments were conducted in a within-corpus

manner using MAL, in which each simulation corpus was randomly split
into a training, validation, and test set in a 70:15:15 ratio (the same test

set as in the within-corpus experiments). An autoencoder was used to
compress the log-mel features into a latent representation. The encoder
network consisted of three dense layers of 512, 512, and 32 units with
exponential linear unit (ELU) nonlinearities, followed by two 512-unit
dense layers with ELU nonlinearities and a linear reconstruction layer.
For the first two layers, a dropout of 10% was used. The autoencoder
was trained with a batch size of 1024, mean squared error loss, and
early stopping with a patience of 300 based on validation loss. Adam
optimizer (Kingma and Ba, 2015) was used with a learning rate (lr) of
10−4.

After obtaining a latent representation of the log-mel features and
after clustering the data according to the MAL algorithm, the annota-
tion process for MAL was simulated for both valence and arousal using
labeling budgets of 3%, 6%, and 10% of the total samples in each
simulation corpus. The same set of samples as in the training set of
the within-corpus experiments was used for the simulated annotations.
Experiments with and without assigning the label of the medoid as the
label of all the cluster members were carried out. Then, optimal values
for 𝐶 and 𝛾 were taken from the within-corpus experiments, and the
annotated samples were used to train an SVM classifier with all three
features for both valence and arousal. The performance of the classifier
was then tested on the test set.

4.3.4. Domain adaptation
In a similar manner as in the CCG simulation experiments, the DA

simulations were conducted in 1-to-1 and 3-to-1 settings, and for both
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Fig. 4. The unweighted average recall (UAR) performance scores of the simulation experiments for valence (top) and arousal (bottom). The result of each individual experiment
is reported for each test corpus and for all three features, with the exception of only using log-mel features in the DA experiments. In the 1-to-1 CCG and DA results, the reported
value of each simulation corpus is the mean value of the results of the three separate 1-to-1 settings where the given simulation corpus is used as the test set/target corpus. For
AL experiments, the results are shown with three different labeling budgets (3%, 6%, and 10% of the total number of samples in each simulation corpus) and with either medoid
labels or cluster labels being used. Since the medoids are initialized at random in MAL, the average of the classification accuracies of five consecutive experiments is reported
together with the standard error of the mean (SEM). In the DA experiments, the results for the unsupervised (US) and semi-supervised (S-S) variant of WDA are given. For all
experiments, the mean value of the results of the four simulation corpora is given with a red dash. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

valence and arousal tasks separately. The data for each simulation
corpus was split as in the within-corpus experiments. In the 1-to-1
settings, one simulation corpus acted as the source corpus and another
corpus acted as the target corpus for WDA. Similarly, in the 3-to-1
settings, one corpus acted as the target corpus, and the training and
test set for the source data was the combination of the three remaining
source corpora. For the first step of the adaptation process, the training
set of the source data was used to train 𝑀 using the Adam optimizer (lr
= 10−4), batch size of 1024, and early stopping with a patience of 100
based on test set accuracy. The log-mel features were the input for 𝐹 ,
which consisted of three dense layers of 512, 512, and 256 units. Each
layer was followed by batch normalization, and the first two layers had
leaky rectified linear unit (ReLU) (Maas et al., 2013) nonlinearities and
a dropout of 40%. 𝐶𝐿 consisted of three dense layers of 256, 256, and
2 units, the first two layers having leaky ReLU nonlinearities and a
dropout of 30%, and the last layer was followed by a softmax function.
A unique 𝑀 was trained for both valence and arousal and for each
distinct set of source data. For the second step of the adaptation process,
the entire unlabeled source data and the unlabeled training set of the
target corpus were used for training. Following Drossos et al. (2019),
the unsupervised variant of WDA was trained until the saturation of
the first term in Eq. (4). For the semi-supervised variant, the labels of a
random subset of the target corpus training set (5% of corpus size) were
utilized. 𝐶𝐷 consisted of four dense layers of 512, 512, 256, and 1 units,
the first three layers having ReLU nonlinearities. The parameters of 𝐶𝐷
and 𝐹𝑇 were updated with RMSProp (Tieleman and Hinton, 2012) and
Adam optimizers, respectively. For 𝐹𝑇 , lr = 5 ⋅ 10−5 was used in the
1-to-1 setting, and lr = 3 ⋅ 10−5. For both settings, lr = 5 ⋅ 10−5 was used

for 𝐶𝐷. Finally, the performance of the adapted model was evaluated
on the test set of the target corpus.

5. Results on the simulation setup

Fig. 4 presents the results of the simulation setup. The achieved
performance level in both the within-corpus and CCG experiments is on
par with those of earlier literature. For example, in the within-corpus
experiments for EMO-DB, the 96.2% UAR accuracy for arousal with log-
mel features was similar to the results reported for the same corpus
in Eyben et al. (2016) (97.8% UAR) and Schuller et al. (2010) (97%
UAR). As an example of the CCG experiments, eNTERFACE with log-
mel features obtained an accuracy of 62.3% UAR for arousal. This is
close to the accuracies of 64% UAR by Schuller et al. (2010) and 58.2%
UAR by Zhang et al. (2011). However, it should be noted that the data
split and the used features were not identical between the studies, as
well as the training corpora in the CCG experiments. In all experiments,
it is notable that the classification performance with eNTERFACE as
the target corpus for both valence and arousal tasks is distinctly lower
than that of other simulation corpora. This may be explained due to
the different nature of eNTERFACE compared to the other corpora.
The emotional expressions of eNTERFACE were evoked from non-actor
test subjects of multiple different nationalities, the majority having a
different native language than the one used in the corpus, whereas
the emotions in other corpora were expressed by actors using speakers’
native languages.

When comparing the tested methods in Fig. 5, it can be observed
that there is a notable drop in classification performance without
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Fig. 5. The comparison of the tested methods in the simulation setup for valence (top) and arousal (bottom) for the log-mel features, which were (on average) the best-performing
features, and the only common features for all tested methods. For each method, the mean classification accuracy of the individual results of the four simulation corpora is reported
in unweighted average recall (UAR). For the DA experiments, the unsupervised (US) and semi-supervised (S-S) variant of WDA are compared.

labeled target corpus data available when comparing the within-corpus
and CCG results. When comparing the 1-to-1 and 3-to-1 CCG results,
the latter achieves better results overall. This indicates that a training
set consisting of multiple corpora is better for CCG than a training
set consisting of a single randomly selected corpus. The 1-to-1 CCG
experiments also suggest that having training and testing data from a
matching language family results in a better CCG performance. This is
since, in most cases, the best training corpus for a Germanic-language
corpus was also a Germanic-language corpus (see Table 5.2 of Vaaras
(2021) for detailed results). However, in general, there is clearly a need
for more advanced methods for new-domain system deployment, as the
3-to-1 CCG performance is rather low compared to the within-corpus
performance. From the 1-to-1 and 3-to-1 CCG results in Fig. 4, one can
also note that the mean classification accuracies are close to chance
level with valence, particularly with the log-mel features.

The results of the AL simulations in Fig. 5 show the effect of the
increase in the number of annotations. There is a major performance
increase when the labeling budget is increased from 3% to 6%, and
another major increase in performance when increasing the number of
annotations from 6% to 10%, albeit this increase is not as large as when
comparing labeling budgets of 3% and 6%. By further observing the AL
simulation results in Fig. 4, there is plenty of variation in the results
corpus- and feature-wise. However, on average, the use of cluster labels
in MAL leads to accuracy gains. This increase in performance was most
noticeable with smaller labeling budgets, which suggests that the use
of cluster labels provides accuracy gains most likely in situations when
the labeling budget is small. Furthermore, what stands out in the AL
experiments as unintuitive is that, in some cases, the classification
performance does not monotonically increase and the standard error
of the mean (SEM) does not decrease as the number of annotations

grows. This may be explained due to the selected distance measure and
the properties of the MAL method. The distance measure was selected
based on average performance on the simulation corpora and not the
corpus-wise performance. The distance measure, in turn, affects the
medoid initialization process in MAL.

Regarding the results of the DA simulations in Fig. 4, the 3-to-
1 adaptation setting performed better than the 1-to-1 counterpart on
average, indicating that a set of multiple source corpora is better
for WDA than a single randomly chosen source corpus. The semi-
supervised variant of WDA consistently outperformed the unsupervised
variant in all experiments. This implies that the use of a small amount
of labeled target data helps in selecting the best adapted model in the
adaptation process. However, by comparing the AL and DA results in
Fig. 5, AL with a labeling budget of 3% outperformed semi-supervised
WDA, which utilized a labeling budget of 5%. This suggests that it
is more beneficial to annotate data using MAL and use these annota-
tions directly for training a model instead of annotating data for DA
purposes.

A comparison of the used features is demonstrated in Fig. 6. All in
all, the log-mel features had the best average performance, although, on
many occasions, the lower-dimensional GeMAPS and eGeMAPS features
come relatively close in performance. In the within-corpus experiments,
the log-mel features stood out particularly well. Only when classifying
arousal with RAVDESS using a RAVDESS-trained model, the eGeMAPS
features outperformed the log-mel features. In CCG, in the GeMAPS
and eGeMAPS features worked generally better than log-mel features,
except for arousal in the 3-to-1 arousal experiments. Although the
reason for this is unclear, it is likely that the lower dimensionality of
the GeMAPS and eGeMAPS features and their tailored focus on paralin-
guistic aspects of speech might alleviate the mismatch between feature
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Fig. 6. The comparison of the tested features in the simulation setup for both valence (top) and arousal (bottom) in the within-corpus (W-C), CCG, and AL experiments. For each
reported accuracy, the mean result of the four simulation corpora is given in unweighted average recall (UAR). The results for the DA experiments are left out due to the WDA
method using only log-mel features.

distributions of training and testing corpora. Otherwise, the log-mel
features were superior compared to other features in the within-corpus
and AL experiments. These results are also in line with the findings
of Eyben et al. (2016), who found that the GeMAPS and eGeMAPS
features nearly matched or surpassed the performance level of multiple
high-dimensional feature sets in SER.

What can be concluded from the simulation experiments is that
for cases when there are no labeled data available, unsupervised DA
is superior to CCG in both the 1-to-1 and 3-to-1 adaptation settings
(Fig. 5). However, when one can afford to label a small portion of
the data (approx. 3% of all samples in a corpus), the present AL
method stood out as the best approach. Out of the features, the high-
dimensional log-mel features performed the best on average (Fig. 6).
Still, even though some general trends regarding the tested SER corpora
and methods can be identified from the simulation experiments, there
are practically always exceptions to these trends. For example, even
though the log-mel features stood out as the best classification features
for AL, they did not fare as well in valence classification of FESC
or arousal classification in eNTERFACE. This implies that although
some methods or features can be identified as being better than others
in the simulations, it is not possible to determine in advance what
will ultimately be the best performing approach on a completely new
dataset without trying them out and validating them on at least some
amount of annotated data.

5.1. Class distribution analysis

Since both CCG and DA are affected by properties of the source cor-
pus, one question is whether a mismatch in class distributions between
source and target corpora adversely impacts system performance. To
study this, we quantified the degree of distribution mismatch in class
frequencies as

𝑑mismatch(𝑠𝑜𝑢𝑟𝑐𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡) = |𝑝𝑠𝑜𝑢𝑟𝑐𝑒 − 𝑝𝑡𝑎𝑟𝑔𝑒𝑡|, (5)

where 𝑝source and 𝑝target ∈ [0, 1] refer to the relative proportion of
positive and neutral valence samples compared to all samples (or

proportion of high arousal samples in case of arousal classification) in
the source and target corpora, respectively. If 𝑑mismatch ∈ [0, 1] is 0,
both corpora have the same class proportions in the two classes in our
present binary classification tasks whereas > 0 indicates a mismatch.
The mismatch score was calculated for each possible pair of source and
target corpora (12 in total; refer to Table 1) and for both valence and
arousal tasks, resulting in a total of 24 mismatch scores. These scores
were then compared against the CCG and DA performance in each of
the corresponding source-target combinations. The performance scores
were averaged across the three compared features for CCG and using
unsupervised performance scores for DA. Also, instead of comparing
against the original UAR scores, we normalized each of the scores by
dividing it by the topline UAR for the given target corpus (the ‘‘within-
corpus’’ results in Figs. 4 and 5), as this helps to normalize for irrelevant
corpus-dependent variability in the scores. Finally, rank correlation was
calculated between the mismatch scores and normalized performance
ratings with pooled valence and arousal data points (for improved
statistical robustness), thereby testing if lower performance scores were
associated with higher mismatches in class distributions.

For AL, the process was somewhat different, as AL performance is
only (potentially) affected by the class distribution of the target corpus.
Therefore, we parametrized class imbalance of each target corpus as

𝑑imbalance(𝑡𝑎𝑟𝑔𝑒𝑡) = |0.5 − 𝑝𝑡𝑎𝑟𝑔𝑒𝑡| (6)

with an analogical definition of 𝑝target to Eq. (5). We then compared
the imbalance scores to the 8 normalized performance scores of AL for
the four target corpora with rank correlation, again pooling valence
and arousal scores, and by using the average of cluster and medoid
label performance at 10% labeling budget as the performance score of
interest.

Fig. 7 shows the results for the class mismatch/balance tests. As can
be observed, both CCG and DA performance decrease with increasing
class distribution mismatch between the source and target corpus (𝑟 =
−0.52 for CCG, 𝑟 = −0.56 for DA). For AL, there is also a negative perfor-
mance trend as a function of class imbalance, but the correlation is not
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Fig. 7. Dependency of SER performance on the class distribution mismatch between source and target corpora for CCG (left) and DA (middle), or dependency of performance on
class balance of target corpus for AL (right). For CCG and DA, each dot corresponds to a unique combination of source corpus, target corpus, and valence/arousal classification.
For AL, each dot corresponds to one target corpus with either valence or arousal classification. Correlation 𝑟 is reported for Spearman rank correlation with a significance criterion
of 𝑝 < 0.05 (with n.s. standing for non-significant correlation).

significant, likely due to a limited number of data points. Overall, the
analysis shows that class distribution mismatch does affect performance
detrimentally. This also happens in the case of DA, which is supposed
to adapt to the statistics of the target corpus. In the present case, the
mismatch explains a non-negligible part of the SER performance vari-
ance across different source-target corpus pairs, and should therefore be
taken into account whenever possible. However, a major challenge is
that the class distribution of a completely new emotional speech dataset
is not generally known, although some prior information on speaking
style and context might help to infer some above-chance priors for
different emotion categories of interest. Unfortunately, there was not
enough data to reliably estimate distributional effects for valence and
arousal separately.

6. Experimental setup with NICU-A

6.1. NICU-A child-centered audio dataset

The FinEst NICU Audioset (NICU-A) is a large audio corpus con-
sisting of hundreds of hours of child-centered audio recordings. It was
recorded in a collaborative project between Turku University Hospital,
Finland, and Tallinn Children’s Hospital, Estonia, called the Auditory
environment by Parents of Preterm infant; Language development and Eye-
movements (APPLE) study (Ståhlberg-Forsen et al., 2021). A subset of
NICU-A consisting of only Finnish speakers is used as the primary audio
material in the present study.

The subset includes families in which both parents had Finnish as
their reported mother tongue. It was recorded at the NICU of Turku
University Hospital using LENA recorders (https://www.lena.org/) to
capture the sound environment of preterm infants in an intensive care
unit. LENA consists of both software and a recording device, and
is considered as the standard for measuring vocal interactions with
children up to three years in age (Xu et al., 2008). The recorder was set
next to the child, and parents and nurses were instructed to keep the
recorder near the infant in all situations. The recordings were carried
out in relatively calm rooms of the NICU, where were only one or two
infants with their parents (primary talkers), and, occasionally, nurses
and doctors carrying out healthcare routines were present.

Parents of preterm infants were invited in the study if the infant
was born below 32 weeks of gestation and did not have acutely life-
threatening diseases (not likely to survive until the age of 12 months)
or major congenital anomalies or syndrome of clinical significance. The
recording was performed when the infant had reached postmenstrual
age of 32 weeks.

The data consisted of continuous 16-hour recordings from 43 differ-
ent participating families (a total of 688 h of audio) with a 16-kHz sam-
pling frequency. By utilizing the broad-class diarization (male/female

/key child/other child) of LENA software (Xu et al., 2008), the 16-h
recordings were split into utterances. Based on the validity study for
the same data reported in Siirilä (2019), adult speech from both ‘near’
and ‘far’ categories were included in the analyses to capture caregiver
speech, as the data were clean enough to also support the processing
on far-field talkers (see Cristia et al. (2020) for general guidelines for
the usage of LENA ‘far’ data). Utterances shorter than 600 ms were
discarded from further analysis. This resulted in a total of 129,007
utterances with an average length of 1.57 s (approx. 56 h of speech,
corresponding to approx. 8% of the recordings).

Two professionals familiar with the research project carefully se-
lected 35 families for the training set and eight families for the test
set, referred to as the gold standard (GS) set. Table 2 showcases the
demographics of NICU-A and its training and GS sets. The table includes
the number of infants using non-invasive breathing support (CPAP,
NIV-NAVA, or nasal high-flow cannula) and the number of infants using
invasive breathing support. Additionally, Table 2 includes the infor-
mation whether the infant was a singleton (i.e. non-twin) or a twin.
The sound environment of twins is different compared to singletons,
since twins are usually kept together, sometimes even in the same bed.
The criterion for selecting families for the training and GS sets was to
maximize the representativeness of both data sets in terms of covariates
presented in Table 2. After pre-processing the data of NICU-A, both the
training set and GS set were partially annotated.

For the training data (101,813 samples), samples were selected
for annotation using MAL, similar to the procedure described in Sec-
tion 4.3.3. The training and validation data for the autoencoder were
based on a random split of the unlabeled training set into two sets
with a ratio of 80:20 utterances. Two annotators performed labeling
for distinct subsets of the data, except for the first 200 samples that
were annotated by both in order to measure the inter-rater reliability
of the annotations. Each sample was annotated in terms of valence
(negative/neutral/positive) and arousal (high/low) in a random order,
and using a keyboard-controlled text interface on a computer screen.
The utterance was played before each separate task and the user was
able to replay utterances without any restrictions. Also, the annotation
could be stopped and resumed at any time. A sample could also be
labeled as erroneous, if the samples were corrupted by noise, had
overlapping speakers, had very short speech fragments, or did not
contain any speech at all. Furthermore, the annotator was able to go
to the previous utterance at any given time. For the training data,
the annotation process took approx. 19 s for each sample (approx. six
working days in total).

Similarly, GS annotations were created by three speech or clinical
experts for a randomly selected subset of samples for the test data
(27,194 samples). Each sample was independently annotated by all

https://www.lena.org/
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Table 2
The demographics of NICU-A and its training and gold standard (GS) sets at the time of birth (top) and on
the recording day (bottom). For each given statistic, either the mean (± standard deviation) is reported, or
the number of infants (N) and their proportion (%) of the given set is reported.

Table 3
The class distributions of the annotated training and gold standard sets of NICU-A.

three annotators, and the final labels were determined by performing
majority voting for the three labels. The samples for which a majority
agreement could not be determined were removed from the GS set. For
the GS annotations, the annotators had access to 10 s of audio preceding
the sample-to-be-annotated in order to obtain a contextual understand-
ing of the communicative situation. However, the annotators were
instructed to assign labels based on only the utterance following this 10-
second context. It was possible to replay utterances with and without
the context with no restrictions. For the GS set, the annotation process
took approx. 40 s for each sample, on average (approx. three working
days in total for all annotators combined).

After removing all samples which were tagged as erroneous, the
sizes of the labeled training and GS sets were 5198 and 345 samples,
respectively, corresponding to approx. 4.0% and 0.3% of all samples
in NICU-A. By labeling all samples belonging to a cluster based on the
cluster’s medoid label, the size of the labeled training set was increased
to 33,979 samples for the AL experiments involving cluster labels.
Table 3 shows the class distributions of the labeled training and GS
sets. Although the distributions for valence labels are approximately the
same for the training and GS sets, it is evident that the label distribution
for arousal is notably different between the two sets. This difference can
be explained with MAL as the algorithm selects training samples based
on acoustic dissimilarity. Here, the high arousal samples are clearly
more acoustically distinct based on the MAL dissimilarity criterion as
the algorithm prefers selecting high arousal samples for annotation.
Furthermore, considering that the researchers in the APPLE study were
interested in the proportion of positive valence over other types of
valence, the ‘neutral’ and ‘negative’ classes for valence were merged
into ‘non-positive’ for the experiments regarding NICU-A.

The training data inter-annotator agreement rate in terms of kappa
score was 0.78 for valence and 0.64 for arousal. For the GS set, kappa
scores were 0.48 and 0.28 for valence and arousal, respectively. The
kappa score was 0.77 and 0.51 for a binary decision whether a sample
was erroneous or not. These scores showcase the inherent difficulty
in annotating the emotional content of random samples of real-world
speech, even for binary or ternary emotion categories. Overall, based
on the given kappa scores, verbal expression of valence can be regarded
as more transparent in NICU-A than that of arousal. The difference
between the agreement rates in the training and GS set may be ex-
plained due to the use of MAL when selecting training samples. With
the MAL algorithm, the first 200 samples annotated by both annotators
were also the most acoustically distinct samples in the training set,

according to the MAL dissimilarity criterion. This can also be observed
by investigating the kappa scores of the first 40 samples (0.95) and the
last 40 samples (0.59) of the 200 mutual samples for arousal. With a
larger number of mutual annotated samples for the training data, the
kappa scores of the training set would most likely be closer to those of
the GS set.

The data collection was conducted with an ethical permission
from the Hospital District of Southwest Finland with decisions no.
TO8/027/16 and TO8/049/17. The APPLE study is registered at Clini-
calTrials.gov (identifier NCT04826978).

6.2. Experiments with NICU-A

Once the annotations for NICU-A had been acquired, similar ex-
periments as in Section 4 were conducted with NICU-A in order to
deploy a SER system for NICU-A and to test the generalizability of the
simulated strategies. To better correspond to the labels of NICU-A, the
emotional label mapping for the simulation corpora was modified for
valence so that ‘neutral’ and ‘negative’ were merged into ‘non-positive’.
All experiments were conducted on the NICU-A GS set.

6.2.1. Cross-corpus generalization experiments with NICU-A
For CCG with NICU-A, experiments corresponding to those in Sec-

tion 4.3.2 were explored with NICU-A in two settings: 1-to-1 and 4-to-1
CCG. In the 1-to-1 setting, each of the simulation corpora was used
individually as the training set, and in the 4-to-1 setting all simulation
corpora were used as the training set.

6.2.2. Active learning experiments with NICU-A
In a similar manner as described in Section 4.3.3, an autoencoder

was trained on the unlabeled training set of NICU-A and the MAL
algorithm was performed for each of the 35 training set families to
obtain annotations for the data (Section 6.1). Then, the labeled training
samples were used to fine-tune and train an SVM classifier with an RBF
kernel, and the trained model was then tested on the GS set. This was
done separately for both cluster labels and medoid labels.

6.2.3. Domain adaptation experiments with NICU-A
With similar specifications as in the DA simulations in Section 4.3.4,

1-to-1 and 4-to-1 DA settings were conducted on NICU-A, the former
number referring to the number of simulation corpora used as source
corpora for WDA. After training 𝑀 with the source data, the full un-
labeled data from the source corpus/corpora and the 96,615 unlabeled



Speech Communication 148 (2023) 9–22

19

E. Vaaras et al.

Fig. 8. The unweighted average recall (UAR) performance scores of the experiments conducted on NICU-A for both valence (left) and arousal (right). For each reported result,
the NICU-A GS set was used as the test set. For CCG and DA experiments, the results are reported for each variant of training/source data (one/all simulation corpora). For CCG
and AL, the results are given for all three features. For AL, medoid and cluster labels are compared, and for DA, the unsupervised (US) and semi-supervised (S-S) variants of WDA
are compared.

training samples of NICU-A were used for the second step of the adap-
tation process. The unsupervised and semi-supervised variants of WDA
were trained according to the procedure described in Section 4.3.4,
with the accuracy on the 5198 labeled training samples being used as
the model selection criterion for the semi-supervised variant. In the 1-
to-1 settings, lr = 5 ⋅ 10−5 was used, except with FESC for valence and
with RAVDESS for arousal, where lr = 7 ⋅ 10−5. For the 4-to-1 settings,
lr = 7 ⋅ 10−5 was used for valence and lr = 6 ⋅ 10−5 for arousal.

7. Results on NICU-A

Fig. 8 presents the results of the experiments on NICU-A. For
the CCG results on valence, the performance level is, on many oc-
casions, close to or below chance level. This indicates that CCG is
not a viable solution for NICU-A data for valence classification. The
lower-dimensional GeMAPS and eGeMAPS features outperform the log-
mel features, and the matching Finnish-language FESC stands out with
these features, gaining the best CCG performance for both valence
(57.3% UAR, GeMAPS) and arousal (70.8% UAR, eGeMAPS). On the
contrary, CCG with FESC performed poorly when using log-mel fea-
tures. In AL, the GeMAPS and eGeMAPS features achieve the best mean
classification accuracy for both valence and arousal. Overall, the use of
cluster labels leads to an increase in performance with these features
(approx. +1.2%-points UAR), but not with log-mel features. When
comparing the results of the matching log-mel features in CCG and DA,
the DA method consistently improves from the performance of CCG.
In addition, the DA results are on average higher than those of CCG
considering all the features, albeit the classification models for FESC
and for EMO-DB with valence are clearly not able to adapt properly
to NICU-A data. Surprisingly, the matching-language FESC was consis-
tently the worst source corpus for NICU-A in DA, perhaps due to the
mismatch between acted emotions and naturalistic affective expressions
in an infant caregiving context. Overall, DA was not able to provide a
substantial improvement over CCG for valence. For arousal, some of
the model adaptations yielded a notable improvement over the CCG
and AL results. What stands out is that the best-performing adapted
model for arousal (73.2% UAR) was able to outperform all other tested
methods by a clear margin. Furthermore, the semi-supervised variant of
WDA consistently outperformed the unsupervised variant, similar to the
simulation experiments. The confusion matrices for the best-performing
models are shown in Fig. 9. All in all, AL performed most consistently
with NICU-A and obtained the best performance for valence. However,
better results for arousal were obtained by particular configurations of
CCG and DA, which was not in line with the results of the simulations,
where AL outperformed CCG and DA in both valence and arousal tasks.
This can be speculated to be due to the properties of MAL and NICU-A
(Section 8).

7.1. Class distribution analysis on NICU-A

Given that we found significant detrimental effects of class distri-
bution mismatch between source and target corpora in our simulation
experiments (Section 5.1), we also tested if the obtained performance
scores on NICU-A were related to the mismatch in class distributions. To
this end, we repeated the CCG and DA analyses described in Section 5.1
for the four possible source corpora with NICU-A as the target corpus.
The only difference was that now the scores were normalized with
respect to the overall best NICU-A performance obtained for valence
and arousal across all the three studied methods (i.e., AL for valence
and DA with EMO-DB as the source corpus for arousal). Fig. 10 shows
the results of the analysis.

As can be seen from the figure, the performance of CCG or DA does
not decrease with an increasing mismatch with the source corpus class
distribution. Instead, there appears to be an opposite trend, especially
for DA, although correlations are not statistically significant with such
a low number of data points. This indicates that the class distribution
mismatches do not adversely impact CCG or DA when applying the
source models to NICU-A.

As for AL, there is now a higher distribution imbalance in the
valence training set (𝑝imbalance = 0.21) and to a somewhat lesser degree
in the test set (𝑝imbalance = 0.15), while there is a relatively balanced
distribution for arousal in the training set (𝑝imbalance = 0.11) compared
to the imbalance in the test set (𝑝imbalance = 0.24). In other words,
there is also a larger class distribution mismatch between training and
testing data for AL. The AL method appears to find a more balanced
set of samples with both low and high arousal for annotation, whereas
random sampling of gold standard samples in the test set likely reflects
the actual distributional properties of the NICU-A dataset. While this
shows that AL is actually operating in a desired manner for sample
selection, it may also cause AL-based classifiers to be biased towards
erroneous priors on class distributions. On the other hand, we would
have expected the same phenomenon to apply to the simulation exper-
iments, but in those AL systematically scored the best in both arousal
and valence dimensions. Hence, the reason for superiority of particular
configurations of CCG and DA over AL on NICU-A is not completely
understood purely in terms of data class distributions.

8. Discussion and conclusions

In this study, we developed a SER system for analyzing the emo-
tional content of speech for unannotated real-life child-centered audio
recordings from a NICU. To identify the best approach to deploy a SER
system for large-scale unannotated data in terms of required manual ef-
fort, three different methods were compared as alternative approaches,
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Fig. 9. Normalized confusion matrices for valence (left) and arousal (right) accuracy for the best models on NICU-A. For valence, the best model was an SVM with GeMAPS
features and cluster labels from MAL (73.4% UAR). For arousal, the best model was a neural network that was adapted using semi-supervised WDA with EMO-DB as the source
corpus (73.2% UAR).

Fig. 10. Dependency of NICU-A SER performance on the class distribution mismatch between different source corpora and NICU-A for CCG (left) and DA (right). Each dot
corresponds to a unique combination of a source corpus together with NICU-A as the target corpus. Correlation 𝑟 is reported for Spearman rank correlation with a significance
criterion of 𝑝 < 0.05, and with n.s. standing for non-significant correlation.

namely CCG, AL, and DA. First, simulations were carried out using
four already existing SER corpora to fine-tune and compare these three
methods for the SER task. Then, these methods were applied to our
primary study material, NICU-A, to test how the simulated strategies
would work in practice.

The main finding of the simulations was that unsupervised DA
worked best for cases without labeled target domain data. However,
the present AL method outperformed CCG and DA when even a small
proportion of manually annotated data was available (approx. 3% of
corpus samples). As a result, we decided to apply AL also for the NICU-
A by annotating a subset of its samples as chosen by the AL algorithm,
but also comparing CCG and DA with AL on the dataset. As a result,
we found that the AL algorithm also performed the best on NICU-
A valence classification, hence being in line with the findings from
the simulations. However, CCG and DA with specific source corpora
combinations outperformed AL in arousal classification, which was not
the case for the simulations.

There are at least three potential explanatory factors for the superi-
ority of particular configurations of CCG and DA over AL on NICU-A
arousal classification, all related to the properties of MAL and the
corpus in question. First, as observed in Zhao et al. (2017), the MAL
algorithm benefits from consistent labels, since annotating similar clus-
ters differently might lead to strong confusion between the annotated
classes. Therefore, the relatively low inter-rater agreement of NICU-A
for arousal (Section 6.1) might have lowered the performance of MAL.
Second, the expressed emotions were realistic with NICU-A, whereas
they were acted or evoked in the simulation corpora. Emotional cat-
egories are more distinguishable from each other in acted emotions
than with realistic emotions (e.g. Batliner et al. (2010), Schuller et al.
(2011a)), which might make acoustic feature-based grouping of similar
emotions into clusters more difficult and hence degrading MAL perfor-
mance. Third, as analyzed in Section 7.1, the arousal class distributions
of the training and test sets were highly dissimilar in NICU-A due to

the use of MAL for selecting annotated training samples. This may neg-
atively affect classification performance. However, a similar problem
with AL-based sampling bias is applicable to simulation experiments
with AL as well, and therefore it is unclear why the sampling bias would
specifically have detrimental effects on the NICU-A data but less so on
other tested corpora.

Taking together all our experiments with simulations and with
NICU-A data, AL performed the best on average, was the most con-
sistent performer, and was not as dependent of specific features or
training corpora as CCG and DA. The naive CCG baseline approach
performed the worst of the tested methods, and was only successful
to some extent with very specific training corpora and feature combi-
nations. The GeMAPS and eGeMAPS features worked best with CCG,
although the superiority of one over the other was very case-specific.
The DA method outperformed the CCG baseline in both unsupervised
and semi-supervised settings, but the method also resulted in large
variability in its results across testing conditions. Moreover, it was
difficult to know beforehand which source corpus/corpora will result in
a good performance, as even the matching Finnish-language FESC was
consistently the worst source corpus for NICU-A, and since data class
distributions did not seem to explain the performance variability either.
Moreover, the success of the present DA method was very dependent
on its training hyperparameter configuration. Due to this, we only
included the log-mel features in the DA experiments since we could
not get the method to work properly with GeMAPS and eGeMAPS
features. Overall, these findings suggest that AL should be the primary
approach to investigate when developing a novel SER system for similar
unannotated large-scale speech data. However, for cases when it is
simply not possible to annotate data, unsupervised DA turned out to
be the best approach.

Our best models on the NICU-A data achieve a performance level
similar to what was obtained in the simulations, which, in turn, were on
a par with those reported in earlier SER literature. In addition, the time
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it took to annotate training and test data for these models was overall
relatively modest, altogether less than 10 working days. Moreover,
to the best of our knowledge, our SER system for NICU-A data is
the first functional SER system for real-life daylong audio, and also
the first one for child-centered LENA data. Therefore, this automated
technology creates a basis for large-scale research on how the exposures
of emotional dimensions of language affect child development. This is
especially relevant in risk populations, such as preterm infants, which
are at particular risk for biased language exposures and abnormal later
development. Furthermore, SER technology opens up new possibilities
to study parenting in the NICU environment. This is because parental
expressions of positive emotions towards the infant may be indicators
of the parental bonding and activation of parental brain networks that
are related to pleasure circuits (Kim et al., 2010).

It should be noted that the present study only considered one
specific method for CCG, AL, and DA each, and only a few variants
within these methods. To further compare these three approaches in
developing a novel SER system, alternative methods should also be
tested with the same data. Furthermore, in addition to the features used
in the present experiments, other feature representations such as learn-
ing features directly from the data should also be tested. In addition,
utilizing pretrained SER models could also be applied to the present
experiments. Finally, the different experiments in the simulation setup
assumed that the annotator is always correct when performing annota-
tions. To better fine-tune these methods to be more robust to errors in
the annotations, different levels of noise could be added to the labels
in the simulations.
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