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Automatic Facial Expression Analysis as a Measure of User-Designer Empathy

In human-centered product design and development, understanding the users is essential. Empathizing with the user can help designers gain deeper insights into the user experience and their needs. However, a few studies have captured empathy real time during user interactions. Accordingly, the degree to which empathy occurs and enhances user understanding remains unclear. To narrow this gap, a study was performed exploring the use of video-based facial expression analysis during user interviews, as a means to capture empathy related to understanding vehicle driving experiences under challenging conditions. Mimicry and synchrony have been shown to be predictors of empathy in cognitive psychology. In this study, we adapted this method to study 46 user-designer interviews. The results show that the user and designer exhibited mimicry in their facial expressions, which thereby indicated that affective empathy can be captured via simple video facial recognition. However, we found that the user’s facial expressions might not represent their actual emotional tone, which can mislead the designer, and they achieve false empathy. Further, we did not find a link between the observed mimicry of facial expressions and the understanding of mental contents, which indicated that the affective and some cognitive parts of user empathy may not be directly connected. Further studies are needed to understand how facial expression analysis can further be used to study and advance empathic design.
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1 Introduction

The user-related approach has been shown to be a key to successful innovation in general [1] and in mechanical products both at the time of the launch [2] as well as later in the market [3]. Developing these innovations is an iterative design process that includes many steps, such as user understanding, ideation, and prototyping. In this article, we focus on the user understanding phase. Several user-centered and empathic methods have been popularized in non-academic design method books. These empathic methods help designers to gain deeper user understanding, identify user needs, and potentially enhance their creativity [4–6]. However, past studies do not separate empathy (generally the ability to share and understand user feelings about the design to the designer) from the rest of the user-centered design process, and thus, the link between empathy and good design remains unclear. To explain how exactly empathy contributes to design is complex and requires also quantitative studies of how empathy manifests, develops, and impacts design outcomes.

The complexity stems from the fact that empathy is an umbrella term [7], which covers many different aspects of what different people and areas of research call empathy. In psychology, there are many different definitions and aspects of it, such as affective and cognitive empathy, conscious and unconscious empathy, perspective-taking, and emotional contagion [8]. Chang-Araña et al. [7] showed how these terms do not map well to how design research (Fig. 1) discusses empathy. Surma-Aho and Hölttä-Otto [9] conceptualized empathy in the context of design (Fig. 1). They separate empathy into the external and internal aspects that relate to building empathic understanding. Empathic design methods and the resulting empathic decisions or designs themselves (design actions) are external, whereas the empathic orientation and the mental processes of the designer are internal aspects of empathy. Surma-Aho and Hölttä-Otto [9] also identified potential measures for each of these five aspects (Fig. 1).

We use this suggested operationalization and aim to explore a novel means to measure the empathic mental processes in the context of understanding user experiences under difficult driving scenarios. Common mental process measures include the use of various sensors to measure shared physiology [10]. Facial expression analysis using electromyography (EMG) is another common approach in social psychology to study mutual understanding between two people, and it has been adapted also to study user interviews [11]. We build on this past work but explore if we can measure empathic mental processes using automatic facial expression analysis from a video instead of physical sensors. Successfully measuring empathy with computer vision-based facial expression analysis could allow us to measure the underlying subconscious mental processes that are involved in developing empathic understanding in more natural environments than in a laboratory. This could enable new types of empathy research to help build a more fine-grained understanding of it, why and how empathic design methods contribute to user understanding and design in general.

2 Literature Review

2.1 Forms of Empathy. Empathy is a term that has several alternative definitions depending on the context and application. For example, empathy has been defined as knowing the affective and cognitive state of another person, mimicking another, sharing another’s feelings, or imagining what another person is feeling or thinking [12]. Often, empathy is seen as a three-component term consisting of cognitive empathy, affective empathy, and compassionate empathy [13]. Affective empathy is an identification of another’s emotional states [14] and is elicited by emotional
stimulus [8]. Cognitive empathy is our ability to correctly identify another person’s mental contents, which is related to the theory of mind in psychology [15]. It is ambiguous whether cognitive empathy is a separate process from affective empathy or whether they overlap. For example, recognizing the most basic emotions can be unconscious, but the understanding of more complex mental states requires cognitive processing [13].

As discussed earlier, the multidimensional nature of empathy in design has been conceptualized by Surma-Aho and Hölttä-Otto [9]. In their conceptualization, the goal of user research is empathic understanding, which describes the learning and new cognitive understanding that happens as a result of different empathic processes. In this article, we focus on the empathic mental processes as reflected on the person’s face and their relationship with the overall empathic understanding.

### 2.2 Measuring Empathy

Measuring empathy is challenging. Empathy is a complex dynamic activity between individuals. When empathizing with another person, we will go through conscious and unconscious mental processes, which often refer to affective and cognitive empathy. Researchers believe that affective empathy is more automatic, while identifying cognitive elements help re-modulate affective elements that we have identified [16]. Chang-Arana et al. [7] showed how different aspects of empathy identified elsewhere do not map well to how it is understood in design, further complicating measuring empathy in design.

In general, several empathy measure types have been developed, and while their applicability in design has been discussed [9], there are no generally accepted means to measure empathy. Elsewhere, measures are generally divided into trait measures, behavioral measures, and physiological measures. We briefly introduce the types in the following sections and discuss the ones we choose for this study.

#### 2.2.1 Trait Measures

Trait measures such as the interpersonal reactivity index (IRI), the empathy quotient, and the Balanced Emotional Empathy Scale (BEES) [9,17] are questionnaires that measure a person’s self-reported empathic tendencies. Of these, IRI has been applied in engineering and design [18–20]. However, a trait measure can be prone to biases and somewhat static and may thus not describe any specific design context or point in time, but rather the person’s tendency or belief of empathy in general.

#### 2.2.2 Behavioral Measures

Behavioral measures are task-based measures that are less prone to biases than trait measures and can be used to measure either cognitive or affective empathy. Affective empathy can be measured, for example, by exposing the participant to facial emotion and comparing the self-reported emotional state of the participant to the original emotional state in the picture [17]. Cognitive empathy can also be measured using behavioral measures. In such measures, the participant is exposed to a stimulus after which they conduct a cognitive empathy task. One example of a behavioral measure is MET (multifaceted empathy test) where the participant is exposed to photorealistic stimuli including complex emotions and context. Cognitive empathy is measured by asking the participant to infer the mental state of the pictured person [21].

Facial emotion recognition, the ability to identify an emotional expression, can be used for measuring both cognitive and affective empathy. While emotional contagion and the transfer of emotional expression is an automatic affective process that happens subconsciously, recognizing and identifying an emotional expression requires cognitive processing [22]. Facial emotion recognition skills might not fully correspond to cognitive empathy skills because facial emotion recognition is fully based on facial expression, whereas cognitive empathy is based on not only facial expressions but also other cues, such as speech and situational cues [17]. In addition to recognizing emotions, facial expressions can be analyzed for shared physiology, which is discussed in Sec. 2.3.3. An important aspect of emotion recognition is emotional tone, the extent to which a person’s thought or feeling is positive or negative.

In this study, we use both emotional tone accuracy, or the recognition of the positive and negative tone of the emotion, as well as a cognitive behavioral measurement called empathic accuracy (EA) [11,23] and compare the novel automated facial expression analysis to these two measurements. Empathic accuracy measures how well a person understands another person’s mental state. Thus, it measures cognitive empathy. Empathic accuracy has been previously used to measure how designers understand users and how empathy could be quantified in the design context [11,24,25]. Chang-Arana et al. [11] observed using empathic accuracy that designers are more accurate in inferring design-related thoughts and feelings than nondesign-related one, and Li et al. [24,25] found that accuracy is impacted by national cultural differences. Emotional tone accuracy, on the other hand, has been linked to improving the ability to identify important user needs [26].

#### 2.2.3 Physiological Measures of Empathy

Shared physiology, measuring physiological signals such as facial expressions or bodily movements, is a common approach to measure affective empathy or...
the mental processes related to empathy [27]. Mimicry is a related concept that refers to an unintentional and unconscious process where a person mimics accents, postures, facial expressions, or other behaviors from another person (e.g., Ref. [28]). Mimicry does not appear to be a learned behavior, but an evolutionary phenomenon that is also observed in infants and some animals [29]. It is suggested that facial mimicry supports emotional contagion, i.e., transferring emotions from one person to another. When exposed to a face with a certain emotional expression, a person tends to mimic that expression, which creates an emotional state that corresponds to the emotional state of another person [29]. Mimicry also has many different impacts on social interactions. People who are being mimicked by another person act more generously than people who are not being mimicked by another person [30]. However, mimicry leads to emotional contagion only with some emotions. According to Hess and Blairy [31], mimicry leads to transferring of emotion from person to person, only in the case of sadness and happiness. In other mental states, mimicry might still occur but does not lead to the transfer of emotional state. Similarly, Hinsz and Tomhave [32] found that smiling at another person leads to them mimicking your smile, but frowning does not lead to another person frowning back.

In physiological measures, an activity such as facial muscle movement or heart rate is measured during an interaction [12]. Mimicry can be measured using physiological measures, such as EMG. These EMG sensors can be placed on the two people of interest, and the sensor data can be analyzed for synchrony. Physiological measuring requires special equipment, which sometimes leads to small sample sizes [12]. Mimicry of facial expressions can be observed by measuring the activity of facial muscles. Different muscles are activated when a person is predisposed to a face with different emotions. For example, a happy face activates the zygomaticus major muscle, angry face activates the corrugator supercili muscle, and sad face activates the corrugator supercili muscle. These changes in muscle activity happen even when participants are not aware that they have consciously seen a face with the specific mental state [33].

Similar measures can be taken from video recordings. For example, facial muscle activity can also be measured from video recordings using the facial action coding system [34]. Facial movements are presented using so-called action units (AUs). Action units are visually distinguishable movements in the face that correspond to different muscle activities. For example, movement, where lip corners are pulled upward, indicates the activation of zygomaticus major, and it indicates that a person is smiling [35] (Fig. 3). The facial action coding system can now be readily used with automated computer programs that export the action unit data, instead of tracking action units manually from a video. Action units are calculated by tracking specific landmarks in face and observing their relative distances. For example, the lip corner pulling movement is observed by measuring the distance between the landmark points in the right and left corners of lips. This method has not previously been applied to measuring designer-user empathy. Multiple different projects and products offer software to analyze action units from a video. In this study, we used Open Face [36,37]. OpenFace is an open-source framework that provides the user with information about action units, gaze, facial landmarks, and head pose (Fig. 2). In this study, we use the action unit data, which are captured as a CSV file from the software.

2.3 Relationship Between Empathy and Mimicry

2.3.1 Relationship Between Mimicry and Emotional Contagion. While there remains a debate over whether mimicry supports emotional contagion, there are several studies that have found such a relation. It appears that the relation between mimicry and emotional contagion is bidirectional. People with stronger empathic traits show more mimicry [38], and mimicking another’s expressions creates a shared emotional state [39].

2.3.2 Mimicry and Empathic Understanding. Since mimicry is related to emotion transfer and transferring of emotions requires cognitive empathy, it seems that there is also a relation between mimicry and empathic understanding. Automatic muscle activities...
trigger emotions, which helps to understand the emotions that another person is having [40].

However, the studies are inconclusive when mimicry leads to improved empathic understanding or cognitive empathy. Neumann et al. [21] found that the mimicry was correlated more with affective than cognitive empathy. They found that EMG measures of facial mimicry correlated with how the participants empathized with the shown images, but less so with the emotion recognition test. On the other hand, Soto and Levenson [42] found that mimicry relates to both affective and cognitive type empathy. Their study was based on two different experiments where the stimuli containing positive and negative, static and dynamic expressions were shown to participants. The results showed that the facial mimicry, measured via EMG, correlated with both the shared emotional tone and the recognized emotional tone in response to others’ facial expressions. It is not known if mimicry in designer–user interaction leads to cognitive empathic understanding, affective empathy as a shared feeling, or neither or both.

In human-centered design empathy refers to user understanding in a given context; therefore, it involves a dynamic understanding process between designers and users. In this study, we aim to explore measuring empathy during this user interaction. Facial expression analysis using EMG sensors is performed in the most common approach to measure affective empathy, and it has been piloted in design [11]. Therefore, in our study, we also aim to explore facial expression analysis and affective empathy, except we present a novel automated computer vision-based approach as the means to measure affective designer empathic mental processes. We investigate the computer vision-based facial recognition relationship with cognitive empathic understanding measured as emotional tone accuracy and empathy accuracy.

3 Research Questions

While empathy has been identified as important and useful, there is no simple way to measure empathy during user interviews and evaluate the designer’s empathic performance. Some aspects of empathy can be read by observing the facial mimicry of two people, but such techniques have been mostly used in psychology and neuroscience. Also, the relationship between empathic understanding and the physiological aspect of empathy is unclear. Chang-Arana et al. [11] are a notable recent exception. They piloted facial expression synchrony measures using EMG sensors and compared them with empathic accuracy. We build on their findings and compared them with empathic accuracy. We measure emotional tone accuracy and empathic accuracy and compare them with mimicry in a video-recorded user interview. Emotional tone accuracy measures how well the designer understands if the user’s thought or feeling is positive or negative, and empathic accuracy measures how well the designer understands what the user is thinking or feeling.

4 Approach

In this study, we explore a novel automatic facial expression analysis of mimicry and study its relationship with empathic understanding measured via a behavioral empathy measure called empathic accuracy [11,24,25]. This measure quantifies how accurately a designer can understand a user when the user comes up with a thought or feeling. Both empathic accuracy and automatic facial expression analyses enable recording empathic cues during a dynamic interpersonal activity such as a user interview. It will tell us the degree to which designers understand the users during an interview. This measure has three parts: user task, designer task, and rating part.

4.1 Participants. In this study, three different designers conducted semi-structured interviews with 46 users. The interviews were about the vehicle driving experience; thus, the common criteria for all participants were that they have a driving license and driving experience. There were no other preconditions for the users such as age, gender, or nationality. In the user group, there were 26 males and 20 females. Nineteen of them were Finnish, 15 were Chinese, and 22 were from other countries including the United States, Brazil, Pakistan, India, Thailand, Turkey, Spain, Netherlands, Germany, and France. The three designers all have master-level degrees or above in design (product development or industrial design). All participants were living in Finland when participating in the experiment, and their working or studying language is English. The interview language was English. Each participant received 15 euros per hour as compensation.

4.2 Structure of the Interviews. A total of 46 participants were interviewed by zoom since physical meetings were avoided due to the COVID-19 restrictions. The interviews lasted approximately 30 min. The conversation was about the driving experience, more precisely driving in the city centers, crossroads, inclement weather, and other circumstances where there might be visibility concerns. The interviews were semi-structured. Each designer followed the same interview guide that contained introductory questions, questions about driving, and questions about specific situations while driving. The introduction lasted for a couple of minutes depending on the interview, and they were meant to let the user and the designer warm up and get to know each other before the questions related to driving. Driving-related questions were about the participants driving history, driving habits, and their thoughts about driving. Driving-related questions gave us more insight into the users’ relationship with driving, and they helped the users to freshen their memories about driving a car. This was followed by imaginary scenarios that aimed to gain information about how the user would act in different situations. The designers presented a situation such as driving in heavy rain and poor visibility in a residential area, and the participant was asked about what they would do and what kind of information they would need in such a situation. These questions provide information for another study, not reported here, where a driving-related product is being designed.

4.3 Empathic Accuracy Task for the User. The interview was recorded, and the video was sent to the user immediately after the interview. The user was asked to do the empathic accuracy
Altogether, the user activity lasted approximately 1.5 h. Briefly, the user watched the recording and paused it when they remembered having a specific thought or feeling during the interview. That thought or feeling, along with the timestamp, was then marked down by the participant on an Excel sheet (Table 1). The participant also evaluated whether the feeling was negative, neutral, or positive. This is called emotional tone (Table 1).

The users went through the whole interview collecting all the thoughts and feelings they remembered having. Finally, the user was asked to write down a few needs they would have for a driving-related product that was discussed during the interview. Altogether, the user activity lasted approximately 1.5 h.

4.4 Empathic Accuracy Task for the Designer. After the participants recorded their thoughts and feelings, the designers conducted a similar task to find the empathic accuracy of the designers. The designers watched the recorded user interview and paused at the time when the user came up with a mental content; and the designer then inferred the user’s mental content and emotional tone. As an empathic assessment, we used the quick empathic accuracy (QEA) [26] measure. This measure shortens the original empathic accuracy measure [23] by randomly selecting only ten users’ mental contents. Usually, each user will provide 10–20 mental contents during an approximately 30-min interview. To infer these mental contents, it will take each designer 1.5–2 h per user. By using the QEA, it saves approximately 1 h per user. Its reliability and validity were confirmed in a previous study [26]. QEA results in lower accuracy scores, but the accuracy distribution is similar to the full EA [26]. The randomly selected ten thoughts or feelings were not selected from the first few minutes of the interview to increase the number of thoughts or feelings that are related to the context of the interview and not to the introductive questions.

Next, we cut the video based on selected entries. To reduce the amount of work required from the interviewers, the videos were processed automatically to a form that contained only the parts of the videos that the interviewer had to see. The processed videos contained a 30-s clip for each thought or feeling. The clips started 30 s before each thought or feeling and ended at the time where the participant had marked down the thought or feeling. Processed videos also had 30-s pauses between each clip to give the interviewer time to mark down their answer. During this step, the designers watched the whole video first and then watched the cut version and completed the inferring task. The whole video provides complete information about the user interview. The cut version keeps the content before and when the user comes up with a thought or feeling and saves time and effort.

Finally, we calculate designers’ empathic accuracy by having three independent raters rate the similarity between the answers from the interviewer and the participant (Table 2). The three raters are well trained and familiar with the empathic accuracy rating. Cross-rater’s Cronbach’s alpha is 0.823, which indicates a good rating reliability. The criterion for choosing the reviewers was that they use English as their working language. The similarity of each sentence was evaluated by a three-point Likert scale (0 = completely different content, 1 = somewhat similar content, 2 = equaled similar content). The average from the three evaluators was calculated for each thought or feeling, and an average of those was calculated for each designer user pair. This empathic accuracy was expressed in percentage.

4.5 openface Measurements for Facial Expression Analysis. The interview videos were recorded using Zoom. These videos were used to analyze the action units in the designer’s and the user’s faces. Each video contains the faces of the interviewer and the participant side by side. The videos were cropped into two separate videos, where each contained only one face. This was done so that we can process each face separately and that we know which action units belong to which face. The cropping of the videos was done automatically using the FFmpeg library in PYTHON. openface software was used to track facial expressions. openface tracks head pose and gaze, but in our study, we focused on facial expressions. For this, openface tracks 68 different facial landmarks and estimates the so-called action units based on the relative distances of the landmarks.

Usually in empathy-related studies, mimicry is measured by observing zygomaticus major and corrugator supercilii muscles with an EMG. Zygomaticus major and orbicularis oculi are the muscles that activate during a smile. There are several action unit patterns of these muscles that can be captured. We looked for Action Unit 12, lip corner puller, which approximates the activation

<table>
<thead>
<tr>
<th>Time</th>
<th>Thought or feeling (Mental content)</th>
<th>Emotional tone +, 0, -</th>
</tr>
</thead>
<tbody>
<tr>
<td>6:47</td>
<td>I was: feeling happy because the best part of driving is that you do not need to wait.</td>
<td>+ 0</td>
</tr>
<tr>
<td>10:25</td>
<td>I was: thinking what is a possible way to see in a heavy rain.</td>
<td>+ 0</td>
</tr>
<tr>
<td>12:04</td>
<td>I was: feeling terrifying to drive in a city center.</td>
<td>+ 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>User’s entry</th>
<th>Designer’s inferences</th>
<th>Similarity score</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I was thinking of parking garages, which makes me anxious.”</td>
<td>He was thinking about the difficulties in a parking garage and how it is similar to parking somewhere else.</td>
<td>1</td>
</tr>
<tr>
<td>“I was satisfied of having found some solutions.”</td>
<td>He was wondering how to trust the device.</td>
<td>0</td>
</tr>
<tr>
<td>“I was thinking I hate driving in the rain so bad.”</td>
<td>He was feeling so difficult and anxious to drive in the rain, and he hates it.</td>
<td>2</td>
</tr>
</tbody>
</table>
of zygomaticus major for use in the empathy study. We also observed Action Unit 6, cheek riser, which approximates the activation of orbicularis oculi. We observed Action Unit 6 since the observation does not require any sensors, and it helped us to monitor how consistent our measurements are. Another muscle that is useful for empathic studies is the corrugator supercilii, a muscle that activates during frowning [43]. Corrugator supercilii activates during the expression of suffering [44]. Finally, another muscle is the depressor glabellae, which contributes to the feeling of anger [44]. Action Unit 4 describes both corrugator supercilii and depressor glabellae. Figure 3 shows examples of images, where OPENFACE detected particular action units. We monitored Action Units 6, 12, and 4 to capture both positive and negative emotions.

The action unit data are exported as an Excel file from the OPENFACE. The Excel file consists of 40 columns and a varying number of rows. Each row represents a frame in the video, and the columns contain information about the intensity and presence of 17 different action units. The values for presence are either 1 or 0, which indicate whether an action unit is present or not, and a value for intensity is a positive decimal number and it indicates the intensity of the particular action unit.

OPENFACE reads the action units from the person’s face. Some factors make reading impossible such as objects blocking the face or technical issues caused by bad internet connection. The exported file contains a confidence value that tells how confident the neural network is, and that there is a face in the picture. By visually observing the frames with a low confidence value, we noticed that in frames with a confidence value less than 0.95, OPENFACE failed to correctly identify the location and orientation of the persons’ face, and such frames were removed from the data.

4.6 Data Processing. To smooth the data, we calculated the moving average from the time series data. In a similar study [45], a moving average window of 0.5 s was used. We used a similar window. Because our data are from an interview, there were also some dynamics to consider. One outcome in particular that we were looking for was mimicry, more precisely here the mirroring of different expressions. However, the mirroring of expressions is delayed from one person to the other and so causes the time series not to be aligned. We took two approaches to deal with the delay between the signals. When we calculated the mimicry during the whole interviews, we used windowed cross-lagged correlation and when we looked at the individual reported thoughts and feelings, we looked at the similarity between the facial expressions of the user and the designer.

In windowed cross-lagged correlation, the two time series are divided into smaller windows, where one of the series is shifted. After the shifting, the correlation between the two time series is calculated. An example of shifting is shown in Fig. 4. Riehle et al. [45] conducted a similar analysis, where the mirroring was expected to happen within 1 s.

Figure 4 shows an example of a case, where the designer is smiling, and the user is mirroring that smile after about 0.8 s (20 frames). In the lower image, the designer data are shifted 0.8 s forward. We calculated the correlation between the user and the designer in 7-s windows.

During the individual thoughts and feelings, the mimicry was measured by observing the similarity of the user’s and the designer’s facial expressions, which indicates the shared feeling between the designer and the user. These measures were conducted in the ±5 s range relative to timestamps of each thought and feeling. The ±5 s frame was to make sure that we record the facial expressions where the thought had appeared, even if the user did not mark down exactly the right time stamp. We also did not assume that the user and the designer were smiling at the exact timestamps when the user had a thought or a feeling. However, by visually studying the data, we observed that most of the peaks in the action unit data that happen near reported timestamps happen within a time range of ±5 s from the timestamp.

4.7 Statistical Analysis. The data in this study are nonparametric. In other words, all data failed normality tests and are analyzed distribution free. We also tested for the homogeneity of variance of all data and report those in the results. For RQ1, we use windowed cross-lagged correlation to investigate the mimicry between the user and the designer. To test the significance of this mimicry, we used a Monte-Carlo test (explained in the following section). For RQ2 and RQ3, we use rank analysis of covariance (ANCOVA) [46], namely, Quade’s nonparametric ANCOVA in SPSS to investigate the difference between user-detected and self-reported emotional tone as well as designers’ correct and incorrect understanding of user’s emotional tone. We add both the user and the designer as categorical covariates in the analysis since we have ten data points (the individual thoughts and feelings from
each interview) from each design–user pair. A categorical covariate is similar to a block in analysis of variance [47]. Spearman correlation between the designers’ empathic understanding (empathic accuracy) and mimicry of facial expressions is used in RQ3.

5 Results

5.1 Mimicry Is Detectable in Smiling, not in Frowning. Our first research question aimed to see if we can find evidence of mimicry in designer user interviews using automatic facial expression analysis. We observed the mimicry between the user and the designer by calculating mimicry with different lags in all 7 s windows in all user-designer pairs. The correlation between the users and the designers smiling is highest ($r = 0.1$) when the lag between the user and the designer is approximately $-0.5$ s. The correlation was overall highest when the lag was around a few seconds (Fig. 5). This supports our hypothesis that there is mimicry that happens within a few seconds.

We used a Monte Carlo test to check whether the synchrony of smiling is statistically significant. We created 1000 sets of pseudo data that were sampled from the original data such that the designer’s and the user’s smiling data were from different interviews or from different parts of the interview. In the pseudo data, the correlation was approximately constant ($0.05-0.06$) and lower than in the real data (Fig. 5). We calculated the best correlation for each window in the real data and in the pseudo data sets to observe whether there is a statistically significant difference. Windows with no significant mimicry ($p > 0.1$) were deleted from the data, and the remaining values were normalized using Fisher’s z-transformation [45]. The average correlation for all windows in the real data was higher than in all the permuted datasets ($p = 0.00$). This suggests that there is mimicry of smiling in the real data but not in the pseudo data.

On the basis of the past research, we expected that smiling leads to mimicry, but frowning does not. We tested this by repeating the real-pseudo data comparison for frowning (AU04). The average correlation for different lags was approximately $0.05-0.06$ for both pseudo and real data. There was no significant difference between the pseudo and the real data. The average correlation of pseudo data windows was higher than from the real windows in 40% of 1000 ($p = 0.4$). This indicates that there is no noticeable mimicry when the user and the designer frown. This coincides with the past work [40,48], which showed that mimicry happens with smiling but not with frowning.

5.2 User’s Smiling and Frowning Intensity Is Not Correlated With Their Reported Emotional Tone, but Is Related to the Designer’s Guesses. Research question 2a aimed to investigate if there is a relationship between the detected facial expressions and users’ self-reported emotional tone. During the empathic accuracy task, the participants recorded the emotional tone of each thought and feeling they wrote down. They also noted the timestamp for each thought and feeling. In total, there were 419 timestamps for all 46 user designer pairs. We read the user’s facial expressions around those timestamps and estimated how well the expressions matched with the reported emotional tone. The emotional tone of the user was assessed by measuring the user’s smiling (AU12, lip corner puller) and frowning (AU04 brow lower) intensities. The intensity of the action units was measured in a 10 s period around the exact time of the user’s self-reported emotional tone.

To answer RQ2a of smiling intensity, we considered both the user and the designer as categorical covariates. The homogeneity of variance assumption is violated for the smiling intensity data ($p = 0.837$) but not for the frowning intensity data ($p = 0.399$), but since both data are nonnormal, we use Quade’s nonparametric ANCOVA. The dependent variables are smiling intensity and frowning intensity, and the independent variable is users’ self-reported emotional tone. We only consider positive and negative emotional tone since neutral emotional tone usually relates to no facial expression. We did not find any significant difference in smiling intensities between positive ($N = 134, M = 1.54, \text{Std.} = 1.23$) and negative ($N = 126, M = 1.29, \text{Std.} = 1.09$) self-reported emotional tones ($F [1, 258] = 0.674, p = 0.413$). Similarly, we did not find any significant difference of frowning intensities between positive ($N = 134, M = 0.80, \text{Std.} = 0.653$) and negative ($N = 126, M = 0.77, \text{Std.} = 0.580$) emotional tones ($F [1, 258] = 0.017, p = 0.896$).

In research question 2b, we consider smiling and frowning intensities as dependent variables, designers’ guess as an independent variable, and both user and the designer as covariates. The homogeneity of variance is violated for the smiling intensity data ($p = 0.044$) but not for the frowning intensity data ($p = 0.779$), but given both data are nonnormal, we use Quade’s nonparametric ANCOVA. In total, 186 guesses are included. A total of 112 of them are negative and 74 of them are positive. Neutral guesses are excluded. The difference in smiling intensities between positive ($N = 74, M = 1.88, \text{Std.} = 1.20$) and negative ($N = 112, M = 1.23, \text{Std.} = 1.02$) guesses was significant ($F [1, 184] = 10.874, p = 0.001$). The difference in frowning intensities between positive ($N = 74, M = 0.664, \text{Std.} = 0.528$) and negative ($N = 112, M = 0.803, \text{Std.} = 0.554$) guesses was not significant ($F [1, 184] = 2.995, p = 0.065$).

In conclusion, users did not smile significantly more when they reported a positive feeling nor did they frown more when they reported a negative feeling. However, a strong relationship was found between smiling and the designer’s guess. The smiling of a user did not indicate that the user themselves were happy, but it seems to be related to the designers’ guess that the user was happy. The designer seems to be fooled by false smiles.

5.3 Mimicry Is Related to How Well the Designer Recognizes the User’s Emotional Tone but Not How Well They Understand Mental Contents. The third research question
focused on the relationship between affective mimicry and cognitive empathic understanding, which is measured as the designers’ emotional tone accuracy and empathic accuracy. The emotional tone accuracy refers to how correct the designers can recognize the user’s emotional feeling. The empathic accuracy indicates how accurately the designer understands the user’s mental content.

When testing the relationship between emotional tone accuracy and mimicry, three dependent variables are analyzed: mimicry of all entries, mimicry of positive emotional tone entries, and mimicry of negative entries. The independent variable, the emotional tone accuracy, is coded into a binary variable (0 = wrong, 1 = correct). The homogeneity of variance assumption of overall entries is met ($p = 0.954$). The positive entries pass the homogeneity of variance test ($p = 0.101$), but the negative entries do not ($p = 0.004$). But since all data are nonnormal, we use Quade’s nonparametric ANCOVA with the designer and the user as covariates.

Overall, the average mimicry of correct predictions of all entries is 17.19 ($N = 86$, Std. = 26.96), while of wrong predictions is 16.83 ($N = 174$, Std. = 28.81), and the difference is not significant ($F [1, 258] = 0.224$, $p = 0.637$). For positive entries, smiling mimicry is higher when the designers’ emotional tone predictions are correct ($N = 37$, $M = 29.21$, Std. = 32.07) than wrong ($N = 97$, $M = 17.86$, Std. = 29.13), but the difference is not significant ($F [1, 132] = 3.811$, $p = 0.053$). Given the results are close to significance, we looked at the top and bottom 15% mimicry data and found that for top 15% mimicry, the designer is able to guess the positive tone correctly 50% of the time, whereas the bottom 15% can guess only 10% correct. The average rate of guessing positive emotional tone is 28%.

For negative emotional tone entries, we did not find a significant difference. Higher smiling synchrony is related to smaller accuracy in designer’s guesses about the user’s emotional tone, but there was no significant difference in the level of mimicry during correct ($N = 49$, $M = 8.11$, Std. = 17.90) or wrong guesses ($N = 77$, $M = 15.54$, Std. = 28.53). ($F [1, 124] = 0.741$, $p = 0.391$). Here, the average rate of guessing the emotional tone correctly is 39%, higher than guessing the positive entries on average, but it might be more static since it does not depend on the mimicry between the user and the designer as much it did for the positive entries mentioned earlier.

When testing the correlation between empathy accuracy and mimicry, we aimed to understand the correlation between empathic accuracy and mimicry of all entries, positive entries only, and negative entries only. There is no strong correlation ($r = -0.045$, $p = 0.540$). We also looked separately at positive and negative thoughts and feelings, and there was no correlation between empathic accuracy and mimicry (positive cases: $r = -0.067$, $p = 0.44$, negative cases: $r = 0.032$, $p = 0.67$).

6 Discussion

We explored the use of automated facial expression analysis to measure mimicry and the potential emotional contagion during a user interview as well as how this mimicry may be related to the designer’s empathic understanding. This research builds on the early studies in design aiming to measure affective empathy using physiological measurements [11] and begins to study the relationship between empathic mental processes and empathic understanding [9], specifically how both could be measured in a design-relevant way.

We found mimicry between the designer and the user when they were interacting with each other. However, mimicry was detected in smiling, but not in frowning, which is in line with earlier studies [40,48]. The presence of mimicry indicates that the measure can be useful in user-designer interviews. We showed how it is possible to capture at least smiling mimicry via automated facial expression analysis, which simplifies the measurement compared to the use of EMG sensors. This will enable the use of such measures also outside the laboratory and in remote video interviews such as in this study. However, the ability to detect smiling but not frowning mimicry significantly limits the applicability of the method as it is currently.

We found that users’ reported emotional tone does not relate with their smiling or frowning intensity. However, the smiling intensity was related to the designer’s prediction of the user’s emotional tone. This was interesting since the users’ facial expressions did not reveal their reported emotional tone but may have affected the designer’s guess. For smiling, this might be due to many factors, including the social norm of smiling politely during a conversation. It should also be noted that the emotional tone is based on three different sources of data: The user likely bases their self-evaluation on their experiences related to the thought or feeling in question, whereas the designer uses their conscious self-report and users’ thoughts and feelings, but the facial expression analysis only focuses on lip movements. Frowning is less sensitive to the speaking effect, but it was not detectable for mimicry (RQ1) and did not show the significance for understanding emotional tone RQ2.

It also remains unclear which way of measuring emotional tone, if any, is relevant in design. Facial expressions are, for the most part, subconscious, and thus, it can be logical that the conscious self-reported tone might be different. It is also logical that the designer may not be able to guess the user’s emotional tone (whether measured via facial expressions or self-report), but in practice, the designer is the one aiming to understand the user, and their understanding will impact the design. In psychology, often when physiological synchrony is studied, it sometimes [50] but not often [42] compared with self-rated assessment, leaving it unknown if the conscious and subconscious parts relate.

We found only a weak connection between facial expression mimicry and designers’ empathic understanding of emotional tone and only for positively reported entries. We find that during positively reported thoughts and feelings, the designer was more likely to correctly guess the users’ emotional tone if they both were smiling than when they were not. However, this occurred only during positively reported thoughts and feelings, which might be because mimicry was not detectable for negative emotions. Interestingly the designer, independent of mimicry, is able to guess the negative tone more often (39% versus 27%), but when there is high mimicry between the user and the designer, the designer is able to guess the positive feeling more often correctly (50%). This could also be due to smiling causing the designer to more often to guess that the user is feeling positive.

The difference between positive and negative emotional tone is another potential area for future research identified in this current work. In design, we often look for the so-called pain points and aim to solve user problems, but our study shows that we might be better able to detect and sometimes understand the user’s positive experience. We found that designers’ ability to correctly identify emotional tone depended on mimicry, which we were only able to capture for smiling. This study explored users’ driving experience under particularly difficult scenarios such as bad weather and poor visibility, with the expectation of finding those pain points. Despite the focus on possibly negative emotions, only the positive emotions showed detectable mimicry. It also could be
due to us not limiting our participants to particularly expressive people as done in some studies [42]. Overall, the mimicry and the difference between positive and negative thoughts and feelings should be studied further.

We also found that the mimicry between the user and the designer does not imply that the designer understands what the user is thinking or feeling. This indicates the affective and cognitive empathy, as measured in this study, may not be directly linked when forming user understanding. We found a relationship with the more abstract form of cognitive empathy, emotional tone accuracy, but not empathic accuracy of thoughts and feelings. However, these results should be verified with more data analysis because of the unbalanced nature of the data: the empathic accuracy data had a majority of cases where the empathic accuracy was zero, and the designer’s guess was different from the original thought or feeling. In an early study, we found a strong correlation between designers’ emotional tone accuracy and their performance in identifying needs that users feel are important and where they feel satisfied with a solution. These are related to users’ positive judgments [51]. Affective empathy is more subconscious and comes from human instinct, while the cognitive part involves an active reformulation of the recognized emotion [8]. Mimicry, as a subconscious physical element, seems to relate to designers’ guess of emotional tone. Whether it has a role in designers’ performance in other design steps remains unclear. Also in earlier research, the relationship between mimicry and cognitive empathy has not been clear [11,17,52], and it may depend on other interpersonal factors [52,53]. Further, it remains unclear which aspect of empathy or empathic understanding, if any, is related to better design performance, although an earlier work identified a link between emotional tone recognition and need identification [51].

Another potential avenue for future research is to explore alternative measures of mimicry and compare them with empathic understanding. In this study, we measured action units approximating the zygomaticus major muscle and corrugator supercilli muscles, since they are usually measured in similar studies. This enabled us to compare the results with the past EMG studies, but action unit-based facial recognition also enables other ways to measure emotions and empathy. For example, current machine learning models have enabled emotional tone estimations from video recordings. This kind of measures could bring more insights into the interviews and their dynamics. Further, other types of mimicry, such as gross body movements or heart rate variability [10], have also been shown to be relevant for empathy in neuroscience and psychology, so perhaps other types of mimicry than facial expression mimicry are more relevant in design. This study is only a beginning in building understanding what type of measure and what type of empathetic mental processes are or are not meaningful to measure in design.

7 Conclusion

In summary, we explored the use of automated facial expression analysis to measure user-designer empathy from video interviews. We find that the method shows some promise, since there is synchrony between the two, possibly indicating empathy. However, this synchrony was detectable only during smiling, not frowning, and this automatic affective empathy does not fully reflect the designers’ empathic understanding, which is a form of cognitive empathy. Further, we find that the user’s self-reported emotional tone does not match the one estimated by the facial expression analysis or the designer, which might be due to several factors and thus remains an area for future research.
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