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Abstract
We report the results of an in-depth study of the role of graph topology on
quantum transport efficiency in random removal and Watts–Strogatz networks.
By using four different environmental models—noiseless, driven by classical
random telegraph noise (RTN), thermal quantum bath, and bath + RTN—we
compare the role of the environment and of the change in network topology
in determining the quantum transport efficiency. We find that small and spe-
cific changes in network topology is more effective in causing large change
in efficiency compared to that achievable by environmental manipulations for
both network classes. Furthermore, we have found that noise dependence of
transport efficiency in Watts–Strogatz networks can be categorized into six
classes. In general, our results highlight the interplay that network topology
and environment models play in quantum transport, and pave the way for
transport studies for networks of increasing size and complexity—when going
beyond so far often used few-site transport systems.
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1. Introduction

Understanding and controlling the efficiency of energy and charge transport in quantum sys-
tems is crucial for furthering the developments in quantum technologies and basic energy sci-
ences. The role of the topology of the interaction network and its interplay with the detrimental
environmental effects—that influence the quantumness and the efficiency of the transport—
have been the subject of a large number of previous studies [1–40]. Their results feature many
surprising and counter-intuitive results, such as the enhancement of transport by environmental
noise [6, 7, 11] or radical increase of efficiency with removal of a single edge in a completely
connected network (CCN) [12, 15].

Many different mechanisms have been advanced to account for the efficiency of trans-
port on quantum networks in excitation and state transfer contexts. Studies on basic inter-
action networks, such as linear, star or completely connected graphs—without any external
disturbance—could be carried out analytically and provide basic understanding on the role
of interference in the transportation of an excitation or a state from a source node to the sink
node. References [8, 12, 15, 20] have shown that the efficiency of excitation transport between
any two nodes in a CCN of size N is inversely proportional to the number of nodes and could
be increased to one by simply deleting the interaction between the source and the sink nodes.
Using similar arguments, Bose et al [9] have shown that the single link removal also allows
perfect state transfer between the two nodes. The mechanism behind this counter-intuitive res-
ult is the elimination of destructive interference by removal of the single interaction [8, 9, 12,
15, 20, 40]. The problem could also be addressed by using graph spectral theoretical concepts
in terms of the eigenvalues and eigenvectors of the adjacency matrix A of the network. The
eigensystem of A for CCN of size N is easy to construct: it has only two distinct eigenvalues
of magnitude N− 1 and −1 [(N− 1)-fold degenerate]. References [32, 33] claim that null-
eigenvalue localization is the mechanism responsible for the increased efficiency. A different
approach where one tries to optimize the transport efficiency over a network with different
edge weights has been undertaken by Scholak et al [10]. Mostarda et al [13] and Walschaers
et al [16] have found that the existence of centrosymmetry in the interaction matrix and dom-
inant doublet energy structure are required for robust high-efficiency transport.

One of the important concepts, that has arisen in the efforts to explain the high efficiency
excitation transport in photosynthetic systems, is the environment-assisted quantum transport
(ENAQT), which refers to the enhancement of efficiency by interaction of the system with
its environment [6, 7, 11]. Dephasing-induced delocalization [7, 11, 41], line-broadening [8],
super-transfer and funneling [17], and super-radiance [42, 43] are some of themechanisms pro-
posed for the existence of ENAQT. Furthermore, Zerah–Harush and Dubi [27, 35] have shown
that the dephasing-enabled density gradient and mixing of the system eigenstates are crucial
for ENAQT. Recently, Chavez et al [44] have shown that more complicated noise dependence
of transport efficiencymight be observed in the nearest neighbor interacting systemwhen addi-
tional long-range hopping is added. Studies on the noise dependence of the quantum transport
efficiency phenomenon in interaction networks have considered mostly static noise [5, 11, 14,
16–19, 21, 23–25, 28–30, 34, 35, 38] or dephasing noise [6, 8, 10, 11, 13, 14, 20, 25, 27].
The effect of dynamical noise on the transport efficiency has been the subject of relatively
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fewer studies [26, 30, 37, 45, 46]. Furthermore, for some physical systems, such as photo-
synthetic energy transport apparatus, treating the environment as a single thermal bath, or
approximating it as a classical Gaussian noise, is thought to be inadequate [47]. This leads to a
crucial question: is it possible to explore an active role that a generic environment—consisting
of both dynamical noise and quantum thermal baths—has on quantum transport efficiency
within complex networks?

In the present study, we investigate the excitation transport on random removal (figure 1(b))
and small-world networks (figure 1(c)) which are in contact with a thermal bath and driven by
classical noise. Our purpose is to elucidate the effect of interplay between the topology, the
environment, and the external driving on the transfer efficiency. Random removal networks
are obtained by randomly deleting nR edges from a CCN of N vertices. We find that remov-
ing the single link between the source and the sink sites, or removing any perfect matching
of the graph [9], leads to very high transport efficiency. For the Watts–Strogatz small-world
network the highest transport efficiency is achieved when the range of interactions extends
to k= (N/2− 1)th neighbors, where N is the number of sites of the system. We have also
investigated the different types of noise response one could observe in Watts–Strogatz net-
works. It is found that while the efficiency of some realizations of these networks decreases
monotonically with the strength of the noise, one could also observe noise-degraded, noise-
enhanced (NET) and noise-independent transport (NIT) regimes on other realizations. This
indicates, e.g. that the NET-NIT regimes of [44] might be widespread. In general, our res-
ults for both the random removal and Watts–Strogatz networks indicate that a small and spe-
cific change in the network topology can lead to a very strong influence on the transport
efficiency.

The paper is organized as follows. In section 2, we introduce the model on the graph,
review the adopted master equation in the variational polaron frame, and introduce in detail
the two types of networks we study. In section 3, we present the central results for the transport
efficiency of these networks using different environmental models. Finally, we conclude and
summarize in section 4.

2. Model

We will first describe the network topology. Let us consider a graph G(V,E) which is a collec-
tion of non-empty sets of vertices (nodes) V and edges (links) E. The adjacency matrix A of G
illustrates the topology of the network by describing which nodes are connected by edges:

[A(G)]ij =

{
1 If i ̸= j and (i, j) ∈ E(G)
0 otherwise.

(1)

The aim of the current study is to investigate the transport efficiency in random removal and
Watts–Strogatz networks driven by classical noise, and also in combination with a thermal
environment. The interest lies in the question of how network topology is related to transport
efficiency within these noise bath models. Random removal networks are obtained from the
CCNwithN nodes by randomly removing nR out of the totalN(N+ 1)/2 edges (cf figure 1(b)).
There exists an interesting and well-known analytical result for the transport behavior of such a
network [8, 15]; while the efficiency in CCN is 1/(N− 1), removing only the edge between the
source and the sink nodes increases it to 1, regardless of the number of nodes in the network.
In the current study, however, we will go beyond this observation and scheme. The second
type of network that we study is the Watts–Strogatz graph [48]. This was the first network
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Figure 1. Schematic representation of the model and networks. (a) A depiction of the
open quantum dynamics model, which consists of independent thermal baths of har-
monic oscillators attached to each node, plus a perturbation to the energy of the node
given by random telegraph noise (RTN). The noise is anti-correlated between neigh-
boring sites. (b)–(c) The random networks considered in this work, with N= 10 nodes.
In the random-removal model (b), we start from a complete graph and remove n links,
picked randomly (dotted lines). In the Watts–Strogatz model, (c), each node is connec-
ted to 2k neighbors (here k= 2). Each edge is then rewired with probability p: a node
is replaced with another one, picked randomly, avoiding self-loops and edge duplica-
tion (the rewired edges are shown with a dotted line (initial target) and a blue line (new
target)).

model that successfully explains some important features of real-world or so-called small-
world networks, i.e. the average path length growing logarithmically with the network dimen-
sion.Watts–Strogatz networks are characterized by three parameters: the number of nodes (N),
the number of nearest neighbors on either side of a node included in edge connections (k) and
the edge rewiring probability p (cf figure 1(c)). When p= 0, the network is a circular graph of
N nodes of degree 2 when k= 1, and transforms into a CCN at k= N/2 (even N) or (N− 1)/2
(N odd). For a strict definition, when N is even, p= 0, and k= N/2, the Watts–Strogatz net-
work would have double edges for the farthest neighbors, which disqualifies it as CCN. On the
other hand, at p= 1, all the connections of the network are rewired randomly and one obtains
an Erdös–Rényi random graph [49].

To formally describe the quantum transport in such a network, one should derive a master
equation that defines how site populations change with time. In the present study, we will
consider a multi-site spin-boson model whose interaction geometry is described by different
realizations of two classes of widely studied geometries; namely, random removal and Watts–
Strogatz networks. Based on the variational polaron master equation for the multi-site spin-
boson model derived by Pollock et al [50], we have recently adopted this model by adding
classical noise to the site energies [51]. We showed that the adopted master equation is valid in
the wide range of system-bath coupling strengths, which allows us to have the time-dependent
site energies in the context of a multisite spin-boson model. Here we summarize the model
while more technical details can be found in [51]. A schematic visualization of the model is
presented in figure 1(a).

We consider a noisymulti-site spin-bosonmodel whose site energies are subject to a random
telegraph noise (RTN) and whose total Hamiltonian is given by

H= HS(t)+HB +HI, (2)

whereHS(t) is the Hamiltonian for the system,HB is the Hamiltonian for the quantum thermal
bath and HI is the interaction between the two:
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HS(t) =
∑
n

ϵn(t)|n⟩⟨n|+
∑
n̸=m

Vnm|n⟩⟨m|,

HB =
∑
n,k

ωn,k b
†
n,kbn,k,

HI =
∑
n,k

|n⟩⟨n|(gn,kb†n,k+ g∗n,kbn,k), (3)

where Vnm is the electronic coupling between nth and mth nodes, bn,k(b
†
n,k) is the annihilation

(creation) operator for the kth oscillator mode of the nth node whose state is described by |n⟩,
while gn,k is the strength of interaction between the mode at nth node and the kth oscillator
of its environment. We suppose that the site energy of each node is modulated by an RTN,
i.e. ϵn(t) = ϵn0 +Ωnαn(t), where ϵn0 is the static site energy of nth node and Ωn is the noise
amplitude at nth node. The RTN is a stochastic process that flips between two possible values
α=±1 with a given rate ν. It is also described by two parameters: a zero mean (⟨αn(t)⟩= 0)
and an exponentially decaying auto-correlation functions (⟨αn(t)αn(t ′)⟩= e−ν|t−t ′|). Here,
the correlation time of the noise is τc = 1/ν.

In the present study, we treat the bosonic environment of the system as a set of independ-
ent harmonic oscillators. The spectral density, Jn(ω) =

∑
k |gn,k|2δ(ω−ωk), contains all the

information to describe the system-bath interaction as well as the spectral properties of the
environment. Reorganization energy, Ern =

´∞
0 dω Jn(ω)/ω, is a measure of the strength of

system-environment coupling. For the current study, we will use a specially structured spectral
density Jcom(ω) that was developed to account for the complex environmental effects which
might be relevant for the bath-enhanced transport. It is sum of an overdamped and broad back-
ground and a discrete vibrational mode that itself interacts with an Ohmic environment with
cut-off frequency Λ [52, 53]:

Jcom(ω) = Jbg(ω)+ Jvib(ω),

Jbg(ω) =

√
π

2
Sω
σ

exp

[
−1

2

(
log [ω/ωc]

σ

)2
]
,

Jvib(ω) = Xω2 Johm(ω)
(ω− g(ω))2 + Johm(ω)2

,

Johm(ω) = ξω e−ω/Λ, g(ω) = ζ − ξ
Λ

π
+

1
π
Johm(ω)Ei[ω/Λ], (4)

where S and X are measures of the magnitude of the background Jbg(ω) and vibrational Jvib(ω)
spectral functions, respectively. Here, the cutoff and dispersion of Jbg(ω) are denoted by ωc

and σ. The more complicated damped discrete vibrational mode has ξ and Λ in the role of
damping factors and ζ determines the position of the discrete mode. Ei[x] in the last line is
the exponential integral function. Note that each node is assumed to have the same thermal
environment with spectral function parameters: Background cutoff frequency ωc = 1, standard
deviation σ= 0.7, peak amplitude factor S= 0.06 xf, Huang–Rhys factor X= 0.025 xf, damp-
ing factor ξ= 0.3, cutoff frequency for Ohmic bath Λ = 5 and center frequency of vibrational
mode ζ = 5. ωc, Λ, and ζ have energy units, while the other parameters are dimensionless. xf
is a scaling factor that determines the strength of the system-bath interaction.

Usually, the Redfield master equation is used when the system-bath interaction is weak
[54, 55], while the full polaron master equation [56] is useful when it is large. On the
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other hand, the reliable regime of energy transport efficiency in realistic systems such as
light-harvesting Fenna–Matthews–Olsen complexes would be the intermediate one [57]. The
reason why we choose the intermediate regime in the present study is the fact that a large num-
ber of widely used master equations for the weak and strong coupling regimes exist, while the
intermediate coupling regime has not been studied as widely as those two regimes. Hence, to
describe the dynamics of the reduced density matrix of the current system, we use the vari-
ational master equation including the time-dependent function in the site energies [50, 51].

By transferring the Hamiltonian in equation (2) into the variational polaron frame, the site
energy ϵn(t) (the electronic coupling Vnm) is renormalized by Rn(Bn). For simplicity, we do
not present the form of the Hamiltonian in the variational frame (see [50, 51].) and express the
master equation for the reduced density matrix ρ̃S(t) = TrE[ρ̃(t)] in the Schödinger picture:

∂ρ̃S(t)
∂t

=−i
[
H̃S(t), ρ̃S(t)

]
− i

[
H̃trap, ρ̃S(t)

]
−

N2∑
i,j=1

ˆ t

0
ds⟨Ei(s)Ej(0)⟩

× ({Si Sj(s) ρ̃S(t)− Sj(s)ρ̃S(t)Si}+ hc) . (5)

Here, Õ indicates that the operator is in the variational frame. It is important to note that the

interaction Hamiltonian H̃I in the variational polaron frame is assumed to be H̃I =
∑N2

i,j=1 Si⊗
Ei, where N is the number of nodes, Si and Ei are the ith system and bath operators, respect-
ively. The term H̃trap =−iκ |s⟩⟨s| is the anti-Hermitian trap Hamiltonian [7, 58, 59], which
is responsible for dissipation of the excitation from the sink node |s⟩. ⟨Ei(s)Ej(0)⟩ are the
bath correlation functions. Sj(t) = U(t)SjU†(t) is the jth time dependent system operator in the

interaction picture that is calculated as U(t) = T exp
(
−i
´ t
0HS(t ′)dt ′

)
where T is the time-

ordering operator. Since the Hamiltonian of the system at different times does not commute
due to the site energy fluctuations, the time evolution operator U(t) cannot be obtained analyt-
ically. Details of the noise averaging of the master equation and U(t) can be found in [51].

3. Results

All results presented below, except when stated otherwise, are for networks of ten vertices with
zero site energy i.e. ϵn0 = 0 with n= 1,2, . . . ,N. The electronic coupling between the connec-
ted vertices is uniform with V = 2, i.e. we assume that all types of networks are unweighted.
When the thermal environment has been taken into account, the environment of each node is
the same as that of the others with kBT= 1 and the system bath coupling is in the intermediate
regime. The external RTN signal is assumed to act on the system collectively, which means
that each node experiences the same noise sequence. Since such collective noise would have no
effect on the dynamics, the sign of RTN at consecutive nodes is reversed, which would make
the noise correlated (anticorrelated) for the even (odd) numbered neighbors (sort of ‘antifer-
romagnetic’ like). The motivation for using anti-correlated noise amplitude is that a global
disturbance, such as the conformational motion of the protein scaffold, might increase the site
energy of some nodes while decreasing the energy of others, which makes it a natural external
noise effect on system dynamics [26, 60, 61]. Calculations involving noise are carried out
by using ensemble averaging, for which the solutions of equation (5) are found for 100 RTN
samples and averaged to obtain the noise-averaged density matrix.

Our aim is to study how transport efficiency changes in the above-described multisite
spin-boson systems. The transport efficiency η basically describes the fraction of the source
population that has been transferred to the target site within a given interval of time and the
mathematical definition is the following [7, 26]:
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η = 2κ
ˆ tup

0
ρss(t)dt, (6)

where tup is the upper time limit and κ is the trapping rate at sink site s. η is the probability
of the excitation being trapped at the sink site in total time tup. η= 1 means the excitation is
trapped at the sink site within [0, tup] time interval for sure. Various schemes to choose κ and tup
exist in the literature [7, 26, 51]. A larger tup, in general, leads to a larger η but it also increases
the computational complexity of the problem when the thermal bath is included. In the present
study, we use the values κ= 0.5 [62] and tup = π. The source node is chosen as node number
1 and the sink node s is chosen such that the graph distance between the sink and the source
is the largest in the network.

3.1. Transport efficiency and environmental models

In this section, we study the transport efficiencywith respect to the number of deleted links (nR)
and kth neighbor interaction for random removal and Watts–Strogatz networks, respectively.
We consider four different environmental models: (i) noiseless (no noise and no bath), (ii)
RTN-only, (iii) bath only (nodes are in contact with the thermal bath only), and (iv) bath+RTN
(a combination of thermal bath and classical noise acting on the system nodes).

We first present the transport efficiency versus the number of removed edges in the ran-
dom removal networks in figures 2(a)–(d) for the four noise configurations mentioned above.
The data displayed in the plots are obtained as follows: since the number of different ways
to choose nR links to remove from a total of N(N− 1)/2 links grows very fast with nR, we
randomly sample the space of possible link removals when nR > 2, and calculate the effi-
ciency of those sampled networks and display them as the colored points in figures 2(a)–(d).
The RTN used in figures 2 (b) and (d) has intermediate noise frequency (ν= 1) and high noise
amplitude (Ω= 10). It is obvious that link removal, on average, increases efficiency independ-
ent of the environmental model, which was also reported in references [8, 12, 15, 20]. In all
four cases, the highest efficiency is found when only the single link between the source and
the sink nodes is removed as can be seen from figures 2(a)–(d). We have found that a sim-
ilarly high transport efficiency could be obtained by removing the ‘perfect matching,’ which
is a disjoint set of edges that includes all the nodes in the network as expected [9]. These
observations indicate that a small or strategic change in the network topology might affect the
transport efficiency in a much stronger fashion than any environmental manipulations. The
system-thermal environment interaction and the temperature (kBT= 1) in figures 2(c) and (d)
are assumed to be intermediate, so the effect of the bath on the efficiency is not significant.
We have also done some calculations in the strong coupling regime for a small subset of net-
works, and the effect of bath in the strong interaction regime is comparable to that in the
intermediate regime. We present the temperature and system-environment coupling depend-
ence of the transport efficiency for the bath-only environment model in the appendix. Com-
paring figures 2(a) and (c) which display the efficiencies for the noiseless dynamics and the
bath-only model, respectively, one can see that effect of the bath is to increase η for the CCN
(nR = 0) and decrease the maximum η for almost all removals (nR > 0). The first observation
might be attributed to the fact that including the environmental effects would lift the degener-
acy in the network spectrum and inhibit the massive destructive interference in the CCN [8].
If one considers only the maximum efficiency attainable for each number of removed links
(straight lines in figures 2(a)–(d)), including the thermal environment, the classical RTN or a
combination of the two, generally, leads to a decrease regardless of the number of removed
links.
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Figure 2. Efficiency for the ten-site system as a function of number of removed links
(nR) for noiseless (a), RTN-only (b), bath-only (c), and bath + RTN (d) at the sys-
tem parameters: Ω= 10, ν= 1, V = 2, kBT= 1 and xf = 2. Different color dots in each
graph indicate the number of edges removed from CCN. The straight blue line joins the
maximum of efficiencies obtained for each nR. Colored dots represent the efficiency of
different network realizations for each nR. Black dashed lines in each sub-figure illus-
trate the mean efficiency.

The second type of network we study is the Watts–Strogatz small-world network. The effi-
ciencies as a function of k (the nearest neighbors included in edge connections) for differ-
ent network realizations, with p= 0.75, are displayed for noiseless, RTN-only, bath-only and
bath + RTN combinations in figures 3(a)–(d), respectively. The data of the plots in the figure
for k= 2,3, and 4 are obtained by generating 100 different networks with re-wiring probab-
ility p= 0.75 for each k value. k= 1 and k= 5 in the plots correspond to circular and CCNs,
respectively. Similarly, figure 2, colored dots illustrate the transport efficiency of different net-
work realizations for each k. The most prominent finding from the results in figure 3 is that the
maximum efficiency is obtained when the interactions up to the kth nearest neighbor are turned
on where k is one layer away from making the network completely connected, independent of
the environmental model. Although the results are reported only for ten nodes here, we have
checked this finding for the noiseless and RTN-only models for N up to 100 and found the
same result. Here similar to the results for the random removal network in figure 2, one can
also see that the maximum of efficiency is mainly determined by the change in topology rather
than by the environmental conditions. One could deduce from a comparison of figures 3(a)–(c)
that the effect of the bath as well as the external noise on the η in the circular and CCNs are
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Figure 3. Efficiency versus k for noiseless (a), RTN-only (b), bath-only (c), and
bath + RTN (d) for the Watts–Strogatz network at rewiring probability p= 0.75. The
parameters of the thermal environment and the classical noise are the same as those used
in figure 2. The straight line joins the maximum of efficiencies obtained for each k value.
Colored dots represent efficiency of different network realizations for the given k.

opposite; they enhance the transport for the CCN and degrade it for the circular one. Another
important observation from figure 3 is that the maximum efficiency increases uniformly with
increasing k up to and including k= 4 for noisy (thermal, external, and combination of the two)
networks and is always lower when the network is completely connected. Thus, the maximum
of η as a function of k display a broad resonance structure.

3.2. Efficiency distribution

Wenow investigate the transport efficiency distribution over the network realizations for differ-
ent values of the amplitude Ω and for the two different network groups which were introduced
previously. The results for η distributions with RTN frequency ν= 1 at intermediate temperat-
ure and system-bath coupling regime are shown in figures 4(a)–(f) for random removal network
with nR = 1,2,15. The upper row corresponds to the RTN-only model and the lower row for
the bath+ RTN model. The average over the network realizations for fixed nR and Ω is shown
as green dots. The results show that ⟨η⟩ decreases with increasing noise strength independent
of the number of removed edges and the environmental model. One of the interesting obser-
vations from these plots is that the excitation transport in a subset of networks generated by
removing nR links from CCN is enhanced by the external noise as can be deduced from the
white lines in the plots that increase with the increasing noise strength Ω. The enhancement is
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Figure 4. Efficiency distribution as a function of noise amplitude Ω for a set of random
removal networks obtained by removing nR = 1,2,15 links from the completely con-
nected network for RTN-only model (first row) and bath+ RTN model (second row) at
the same system parameters used as in figure 2. Green dotted lines for each sub-figure
refer the efficiency averaged over different realizations of random removal networks.

especially pronounced when the number of removed edges is high (figures 4(c) and (f)). This
finding is probably due to the fact that the probability of generating networks with unique
eigensystems is higher when the number of links to be removed is high and the external noise
increases efficiency in some of those networks.

Similar efficiency distribution plots for RTN-only (first row) and bath + RTN (second
row) environment models are displayed in figures 5(a)–(d) for Watts–Strogatz networks with
k= 2,4 and rewiring probability p= 0.75. The efficiency averaged over all network realiza-
tions (green dotted lines in figure 5) is found to decrease monotonously with the noise amp-
litude for k= 4 at small noise amplitude and remains independent of Ω as the noise strength is
increased further while it shows a very small increase at low noise strength (figure 5(a)) and
then decreases with increasing Ω for k= 2 and RTN-only environmental model. Similar to
the random removal networks discussed above, the transport efficiency on some of the small-
world networks generated with p= 0.75 is enhanced by external noise while η on others is
degraded by the same noise as can be deduced from the white streaks in all four subplots
in the figure. The external noise dependence of η distribution displays an interesting banded
structure, especially for k= 4 both for the RTN-only and bath + RTN environment models.

Figures 4 and 5 illustrate that the noise dependence of the transport efficiency could be
categorized into a small number of classes. Although intuitively, one would expect the effi-
ciency to decrease with increasing noise strength, many studies have indicated that there
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Figure 5. Efficiency distribution as function of noise amplitude Ω for Watts–Strogatz
network at different k= 2 (a), (c) and k= 4 (b), (d) for RTN-only (first row) and
bath + RTN (second row) at p= 0.75. The parameters of the thermal environment and
the classical noise are the same as those used in figure 2. Green dotted lines for each
sub-figure refer the efficiency averaged over different realizations of Watts–Strogatz
networks.

might be certain conditions under which η displays a resonance structure with noise strength
(ENAQT) [6–8, 14]. Besides, a recent study by Chavez et al observes that the static noise
dependence of the transport efficiency for long-range hopping problems could be categorized
as disorder-degrading, disorder-enhanced and disorder-independent transport regime [44]. A
natural question that arises is could there be any other behavior of efficiency as function of the
noise strength? To answer the question, we turn our attention to the classification of transport
efficiency. We note that the findings presented in the rest of the paper are obtained for the
RTN-only model, which does not take into account the quantum thermal bath.
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Figure 6. Different types of noise dependence of the transport efficiency observed
for the Watts–Strogatz networks. (a) Monotonic decay (MD), (b) first decreasing then
increasing to a value lower than the noiseless transport (DI), (c) first decreasing then
increasing to a value higher than the noiseless transport (DI2), (d) increasing (I),
(e) first increasing then decreasing (ID), (f) increasing-decreasing-increasing (IDI). The
displayed plots are chosen as examples of the different classes from N= 16 and k= 7
and each is computed for a single network.

3.3. Classification of transport efficiency for Watts–Strogatz networks

We now investigate, in detail, the noise strength dependence of the transport efficiency in 16-
node Watts–Strogatz networks with different k and p values under the influence of the RTN.
For the study presented here, we have generated a total of 7200 different realizations of the
network for each k ∈ [1,7] at 10 different values of p (in the range [0,1]) and investigated the
noise amplitude dependence of the efficiency of each generated network for Ω ∈ [0,20]. The
resulting data sets were classified based on the behavior of η as function ofΩ. Surprisingly, we
have found that one could classify Ω-dependence of η into six different classes as displayed
in figure 6. Although the displayed plots are for N= 16 and k= 7 with different p values, the
same types of noise dependence are observed for different N, k and p values, as well. The six
classes could be described as: (i) monotonic decay (MD) (figure 6(a)), (ii, iii) first decreasing
then increasing to a value lower (higher) than the noiseless transport DI (DI2) (figures 6(b)
and (c)), (iv) increasing I (figure 6(d)), (v) first increasing then decreasing ID (figure 6(e)),
and (vi) increasing-decreasing-increasing IDI (figure 6(f)). In MD, DI, and ID classes, at high
noise intensity, the transport efficiency is lower than that for the noiseless dynamics (at Ω= 0
in figure 6), while the opposite holds for the DI2, I and IDI classes. The typical behavior
of ENAQT corresponds to ID class in figure 6(e) where one could observe that transport is
enhanced (degraded) by weak (strong) noise. Noise-degraded transport-NET-NIT type noise-
efficiency dependency reported by [44] is similar to figure 6(b). Also, it should be noted that
I, DI2 and IDI classes also display NET but contrary to ENAQT, the high noise intensity does
not degrade efficiency in these networks.

Given a large number of realizations of the networks, we can also study the distribution
of the realizations over the six different classes mentioned above; see figure 7, where we
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Figure 7. Distribution of different noise dependence types in the ensemble of Watts–
Strogatz networks with N= 16 for different k values and with all values of p ∈ [0,1]
with step size 0.1.

use N= 16 and k= 2, . . . ,7. It can be observed from the figure that the efficiency of noise-
dependent transport on most realizations of these networks belongs to the I, ID, or MD class
for k= 2, 4, and 6 while the DI, IDI and DI2 classes are rare. It is also interesting to note
that while the highest efficiency is observed for k= 7 networks, the ratio of realizations that
display ENAQT is the lowest for this particular type. The proportion of networks with NET
efficiency is found to depend on the topology in such a way that more (less) than half of 16-
node Watts–Strogatz networks for k< 7 (k= 7) display some type of NET. Moreover, as can
be intuitively expected, noise-degraded efficiency is quite common among all realizations; the
efficiency of almost half of k= 7 and 1/4 to 1/3 of the realizations for the k= 2,4,6 networks
shows monotonous decay with increasing noise strength.

In addition to the above findings, we also investigated whether any correlation could be
established between efficiency η and the different centrality and clustering measures of the
networks. This ismotivated by the often asked question of whether the efficiency of transport—
and its noise dependence on graphs—are correlated with the network structure described,
e.g. by connectivity, regularity, and various centrality measures. Studies in the perfect state
transfer context indicate that network connectivity measures are not good indicators of the
fidelity of state transfer [63–65]. However, although we calculated a large number of centrality
measures and three different clustering coefficients for the networks we study in the current
paper, we could not find any statistically significant relation with the efficiency.

4. Conclusions

In this work, we have presented an in-depth study of the topology dependence of excitation
transfer efficiency in a multisite spin-boson system including both external noise and quantum
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bath. By solving the adopted variational polaron master equation, we have studied the trans-
port efficiency in two types of complex networks—in the random removal networks, which
are constructed by deleting random edges from the CCN, and in the Watts–Strogatz small-
world networks. We observe that the maximum efficiency attainable in both network classes is
obtained when the network topology is modified in a small and specific way, i.e. severing the
link between the source and the sink sites in the CCN and adding all nearest-neighbor inter-
actions up to one layer less than complete connectedness for the Watts–Strogatz network. No
manipulation of external noise driving or quantum environment was found to have an equally
strong impact on efficiency in the networks studied. Our results indicate that the structure of
the network is more important than the environmental conditions to achieve high transport
efficiency. The main finding of our study might illustrate a possible mechanism that explains
why highly efficient biological charge transfer complexes have a certain connectivity structure.
Finally, from the efficiency distributions as a function of noise strength, we have observed that
the noise dependence of transport efficiency in the studied Watts–Strogatz networks could be
broadly classified into six different categories that show various modalities, from monotonous
decay with increasing noise to ENAQT behavior. We believe that our findings may help to
achieve higher transport efficiency mechanisms by changing network topology—rather than
engineering environmental models—when increasing the size and complexity of networks
within the quantum transport framework.
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Appendix

In this appendix, we examine the impact of the strength of the system-bath interaction and tem-
perature on transport efficiency in WS networks. As the variational polaron approach allows
one to treat all interaction strength regimes in one consistent formulation, and there is a large
number of reported research on the weak- and strong-coupling regimes, the current study
focuses on the intermediate regime. In this appendix, figure 8 shows the efficiency η as a func-
tion of kBT and the system-bath coupling coefficient xf for the bath-only model. The figure
demonstrates that efficiency is more significantly affected by the parameter k than by either
the system-bath coupling at constant temperature or the temperature at constant bath coupling.
Note that all plots in the figure use the same temperature map. Comparison of k= 3 (mainly
light blue, indicating low efficiency) with k= 4 (mainly red, indicating high efficiency) high-
lights the significant change in efficiency with k.

We present the k dependence of the transport efficiency at constant system-bath interac-
tion (figure 9(a)) as function of bath temperature and at constant temperature (figure 9(b)) as
function of the system-bath coupling coefficient. Both plots indicate that maximum of η would
be obtained for k= 4.

14



J. Phys. A: Math. Theor. 56 (2023) 145301 A Kurt et al

Figure 8. Efficiency as function of environmental temperature kBT and the system-bath
coupling coefficient xf for bath-only model for V = 2. The same color scheme is used
in all plots.

Figure 9. Transport efficiency as function of bath temperature kBT at a given xf (a) and
system-environment coupling coefficient xf at a given kBT (b) at different k’s.
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[44] Chávez N C, Mattiotti F, Méndez-Bermúdez J A, Borgonovi F and Celardo G L 2021 Phys. Rev.

Lett. 126 153201
[45] Benedetti C, Buscemi F, Bordone P and Paris M G A 2016 Phys. Rev. A 93 042313
[46] Giusteri G G, Celardo G L and Borgonovi F 2016 Phys. Rev. E 93 032136
[47] Jang S J and Mennucci B 2018 Rev. Mod. Phys. 90 035003

16

https://orcid.org/0000-0003-4665-9284
https://orcid.org/0000-0003-4665-9284
https://doi.org/10.1103/PhysRevB.68.014304
https://doi.org/10.1103/PhysRevB.68.014304
https://doi.org/10.1103/PhysRevA.73.032306
https://doi.org/10.1103/PhysRevA.73.032306
https://doi.org/10.1103/PhysRevE.76.051125
https://doi.org/10.1103/PhysRevE.76.051125
https://doi.org/10.1103/PhysRevE.76.026109
https://doi.org/10.1103/PhysRevE.76.026109
https://doi.org/10.1103/PhysRevA.78.062310
https://doi.org/10.1103/PhysRevA.78.062310
https://doi.org/10.1088/1367-2630/10/11/113019
https://doi.org/10.1088/1367-2630/10/11/113019
https://doi.org/10.1088/1367-2630/11/3/033003
https://doi.org/10.1088/1367-2630/11/3/033003
https://doi.org/10.1063/1.3223548
https://doi.org/10.1063/1.3223548
https://doi.org/10.1142/S0219749909005389
https://doi.org/10.1142/S0219749909005389
https://doi.org/10.1103/PhysRevE.83.021912
https://doi.org/10.1103/PhysRevE.83.021912
https://doi.org/10.1088/1367-2630/12/6/065002
https://doi.org/10.1088/1367-2630/12/6/065002
https://doi.org/10.1007/s11128-012-0376-9
https://doi.org/10.1007/s11128-012-0376-9
https://doi.org/10.1038/ncomms3296
https://doi.org/10.1038/ncomms3296
https://doi.org/10.1063/1.4807084
https://doi.org/10.1063/1.4807084
https://doi.org/10.1038/srep13304
https://doi.org/10.1038/srep13304
https://doi.org/10.1103/PhysRevE.91.042137
https://doi.org/10.1103/PhysRevE.91.042137
https://doi.org/10.1039/C6CP00104A
https://doi.org/10.1039/C6CP00104A
https://doi.org/10.1103/PhysRevB.94.201116
https://doi.org/10.1103/PhysRevB.94.201116
https://doi.org/10.1103/PhysRevB.94.144206
https://doi.org/10.1103/PhysRevB.94.144206
https://doi.org/10.1140/epjb/e2017-80048-1
https://doi.org/10.1140/epjb/e2017-80048-1
https://doi.org/10.1103/PhysRevA.95.021601
https://doi.org/10.1103/PhysRevA.95.021601
https://doi.org/10.1103/PhysRevA.96.040301
https://doi.org/10.1103/PhysRevA.96.040301
https://doi.org/10.1002/andp.201700169
https://doi.org/10.1002/andp.201700169
https://doi.org/10.1103/PhysRevLett.120.110602
https://doi.org/10.1103/PhysRevLett.120.110602
https://doi.org/10.1103/PhysRevA.97.023606
https://doi.org/10.1103/PhysRevA.97.023606
https://doi.org/10.1038/s41534-018-0079-x
https://doi.org/10.1038/s41534-018-0079-x
https://doi.org/10.1021/acs.jpclett.7b03306
https://doi.org/10.1021/acs.jpclett.7b03306
https://doi.org/10.21468/SciPostPhys.6.4.050
https://doi.org/10.21468/SciPostPhys.6.4.050
https://doi.org/10.1103/PhysRevB.99.104203
https://doi.org/10.1103/PhysRevB.99.104203
https://doi.org/10.1103/PhysRevLett.122.050501
https://doi.org/10.1103/PhysRevLett.122.050501
https://doi.org/10.1209/0295-5075/124/60001
https://doi.org/10.1209/0295-5075/124/60001
https://doi.org/10.1103/PhysRevResearch.2.033185
https://doi.org/10.1103/PhysRevResearch.2.033185
https://doi.org/10.1103/PhysRevResearch.2.023378
https://doi.org/10.1103/PhysRevResearch.2.023378
https://doi.org/10.1103/PhysRevE.101.012310
https://doi.org/10.1103/PhysRevE.101.012310
https://doi.org/10.1103/PhysRevResearch.2.023294
https://doi.org/10.1103/PhysRevResearch.2.023294
https://doi.org/10.1103/PhysRevB.101.174303
https://doi.org/10.1103/PhysRevB.101.174303
https://doi.org/10.1103/PhysRevA.103.032205
https://doi.org/10.1103/PhysRevA.103.032205
https://doi.org/10.1103/PhysRevResearch.3.013010
https://doi.org/10.1103/PhysRevResearch.3.013010
https://doi.org/10.1088/1367-2630/abd57d
https://doi.org/10.1088/1367-2630/abd57d
https://doi.org/10.1103/PhysRevE.106.024118
https://doi.org/10.1103/PhysRevE.106.024118
https://doi.org/10.1371/journal.pone.0057041
https://doi.org/10.1371/journal.pone.0057041
https://doi.org/10.1007/s10910-013-0226-8
https://doi.org/10.1007/s10910-013-0226-8
https://doi.org/10.1021/acs.jpcc.5b04455
https://doi.org/10.1021/acs.jpcc.5b04455
https://doi.org/10.1103/PhysRevLett.126.153201
https://doi.org/10.1103/PhysRevLett.126.153201
https://doi.org/10.1103/PhysRevA.93.042313
https://doi.org/10.1103/PhysRevA.93.042313
https://doi.org/10.1103/PhysRevE.93.032136
https://doi.org/10.1103/PhysRevE.93.032136
https://doi.org/10.1103/RevModPhys.90.035003
https://doi.org/10.1103/RevModPhys.90.035003


J. Phys. A: Math. Theor. 56 (2023) 145301 A Kurt et al

[48] Watts D J and Strogatz S H 1998 Nature 393 440
[49] Porter M A 2012 Scholarpedia 7 1739
[50] Pollock FA,McCutcheonDPS, Lovett BW,Gauger EMandNazir A 2013New J. Phys. 15 075018
[51] Kurt A, Rossi M A C and Piilo J 2020 New J. Phys. 22 013028
[52] Roden J, Strunz W T, Whaley K B and Eisfeld A 2012 J. Chem. Phys. 137 204110
[53] Kell A, Feng X, Reppert M and Jankowiak R 2013 J. Phys. Chem. B 117 7317–23
[54] Redfield A G 1957 IBM J. Res. Dev. 1 19–31
[55] Breuer H and Petruccione F 2007 The Theory of Open Quantum Systems (Oxford: Oxford Univer-

sity Press) (https://doi.org/10.1093/acprof:oso/9780199213900.001.0001)
[56] Jackson B and Silbey R 1983 J. Chem. Phys. 78 4193–6
[57] van Grondelle R and Novoderezhkina V I 2006 Phys. Chem. Chem. Phys. 8 793–807
[58] Fassioli F and Olaya-Castro A 2010 New J. Phys. 12 085006
[59] León-Montiel R, Kassal I and Torres J P 2014 J. Phys. Chem. B 118 10588
[60] Huo P and Coker D F 2012 J. Chem. Phys. 136 115102
[61] Bhattacharyya P and Sebastian K L 2013 J. Phys. Chem. A 117 8806–13
[62] Pelzer K M, Fidler A F, Griffin G B, Gray S K and Engel G S 2013 New J. Phys. 15 095019
[63] Razzoli L, Paris M G A and Bordone P 2021 Entropy 23 85
[64] Meyer D and Wong T 2015 Phys. Rev. Lett. 114 110503
[65] Janmark J, Meyer D and Wong T 2014 Phys. Rev. Lett. 112 210502

17

https://doi.org/10.1038/30918
https://doi.org/10.1038/30918
https://doi.org/10.4249/scholarpedia.1739
https://doi.org/10.4249/scholarpedia.1739
https://doi.org/10.1088/1367-2630/15/7/075018
https://doi.org/10.1088/1367-2630/15/7/075018
https://doi.org/10.1088/1367-2630/ab60f2
https://doi.org/10.1088/1367-2630/ab60f2
https://doi.org/10.1063/1.4765329
https://doi.org/10.1063/1.4765329
https://doi.org/10.1021/jp405094p
https://doi.org/10.1021/jp405094p
https://doi.org/10.1147/rd.11.0019
https://doi.org/10.1147/rd.11.0019
https://doi.org/10.1093/acprof:oso/9780199213900.001.0001
https://doi.org/10.1063/1.445096
https://doi.org/10.1063/1.445096
https://doi.org/10.1039/B514032C
https://doi.org/10.1039/B514032C
https://doi.org/10.1088/1367-2630/12/8/085006
https://doi.org/10.1088/1367-2630/12/8/085006
https://doi.org/10.1021/jp505179h
https://doi.org/10.1021/jp505179h
https://doi.org/10.1063/1.3693019
https://doi.org/10.1063/1.3693019
https://doi.org/10.1021/jp4045463
https://doi.org/10.1021/jp4045463
https://doi.org/10.1088/1367-2630/15/9/095019
https://doi.org/10.1088/1367-2630/15/9/095019
https://doi.org/10.3390/e23010085
https://doi.org/10.3390/e23010085
https://doi.org/10.1103/PhysRevLett.114.110503
https://doi.org/10.1103/PhysRevLett.114.110503
https://doi.org/10.1103/PhysRevLett.112.210502
https://doi.org/10.1103/PhysRevLett.112.210502

