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Abstract
The midplane electron separatrix density, ne,sep, in JET-ILW L-mode and H-mode low
triangularity deuterium fuelled plasmas exhibits a strong explicit dependence on the averaged
outer divertor target electron temperature, ne,sep ∼ Te,ot

−1/2. This dependence is reproduced by
analytic reversed two point model (rev-2PM), and arises from parallel pressure balance, as well
as the ratio of the power and momentum volumetric loss factors, (1 − f cooling)/(1 − fmom-loss).
Quantifying the influence of the (1 − f cooling) and (1 − fmom-loss) loss factors on ne,sep has been
enabled by measurement estimates of these quantities from L-mode density (fueling) ramps in
the outer
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horizontal, VH(C), and vertical target, VV, divertor configurations. Rev-2PM ne,sep estimates
from the extended H-mode and more limited L-mode datasets are recovered to within ±25% of
the measurements, with a scaling factor applied to account for use of ⟨Te,ot⟩, an averaged
quantity, rather than flux tube resolved target values. Both the (1 − f cooling) and (1 − fmom-loss)
trends and recovery of ne,sep using the rev-2PM formatting are reproduced in EDGE2D-EIRENE
L-mode-like and H-mode-like density scan simulations. The general lack of a divertor
configuration effect in the JET-ILW ne,sep trends can be attributed to a significant influence of
main chamber recycling, which has been shown in the EDGE2D-EIRENE results to moderate
ne,sep with respect to changes in divertor neutral leakage imposed by changes in the divertor
configuration. The unified ne,sep vs ⟨Te,ot⟩ trends can, however, be broken if large modifications
to the divertor geometry (e.g. complete removal of the outer divertor baffle structure) are
introduced in the model. The more pronounced high-field side high density region formation in
the VH(C) configuration with reduced clearance to the separatrix does not appear to have a
significant influence on the outer midplane separatrix and pedestal parameters when mapped to
⟨Te,ot⟩, although conditions at the inner midplane could not be assessed.

Keywords: separatrix density, divertor and main chamber recycling, two point model,
SOL-pedestal-core integration

(Some figures may appear in colour only in the online journal)

1. Introduction

The purpose of this paper is to further elucidate the plasma
parameter correlations with the outer target electron temper-
ature in JET with the ITER-like wall (JET-ILW) reported in
the companion paper [1], with a focus on the outer midplane
(OMP) separatrix density scaling. The key point from these
experimental observations is that changes in global and edge
plasma parameters (H98(y,2), dimensionless collisionality ν∗,
core density peaking ne,0/⟨ne⟩, separatrix density ne,sep) with
variations in the D2 fueling rate, heating power, and divertor
configuration are unified into a single trend when mapped to
⟨Te,ot⟩, the spatially averaged spectroscopically derived outer
target electron temperature. We noted that the remarkably
robustH98(y,2) trendwith ⟨Te,ot⟩ is connected to a strong inverse
correlation between ⟨Te,ot⟩, ne,sep and ν∗ in predominantly
neutral beam heated plasmas. Thus the established relation-
ship between ν∗, ne,0/⟨ne⟩ and core pressure (see [2] and
references therein) can be linked directly to changes in the
divertor recycling moderated by ⟨Te,ot⟩, such that decreasing
⟨Te,ot⟩ (increasing ne,sep and ν∗) via additional D2 fueling leads
to a degradation of plasma performance as a consequence of
reduced ne,0/⟨ne⟩, pedestal electron temperature, Te,ped, and
core pressure via electron temperature profile stiffness.

Given the importance of ne,sep as an interface parameter
constraining the compatibility between plasma performance
and divertor detachment, we focus in the present work on
developing a consistent description of the relationship between
divertor conditions and gas fueled (unseeded) edge plasma
behavior. We examine the applicability and limitations of
reduced models such as the reversed two-point model (rev-
2PM) [3, 4] to describe the main physical processes govern-
ing the ne,sep scaling. We will address the observed primary
dependence of ne,sep on ⟨Te,ot⟩ and the apparent lack of divertor
configuration dependence in the ne,sep, ne,sep/ne,ped and H98(y,2)

vs ⟨Te,ot⟩ trends shown in [1], which is perhaps surprising/

unexpected and counterintuitive given the differences in diver-
tor target inclination and degree of closure.

Recent experimental and modelling studies of divertor geo-
metry on DIII-D [5–7] have shown a clear influence of clos-
ure on the particle flux rollover point (onset of particle detach-
ment) mapped to the OMP pedestal and separatrix densities.
The geometry differences between the DIII-D lower single
null (LSN) open geometry and upper single null closed and
small angle slot divertors are more extreme than the range
of available LSN divertor configurations on JET-ILW. We
will show that the unified ne,sep vs ⟨Te,ot⟩ trends can indeed
be broken with a sufficiently large change in the divertor
geometry, for example by removing the entire outer divertor
structure in 2D edge plasma simulations such that the res-
ulting geometry resembles the DIII-D LSN open divertor. In
addition, we will infer from measurements and modelling that
main-chamber recycling (MCR) plays a significant role in
moderating the influence of the geometry dependent neutral
leakage rates from the divertor on the OMP ne,sep, and discuss
the challenges in capturing these effects with the extended rev-
2PM.

In ASDEX-Upgrade (AUG), a correlation between p0, the
divertor neutral pressure, and ne,sep has been established empir-
ically giving ne,sep ∝ p00.31 [8]. Using the rev-2PM to relate the
target ion flux to the recycling neutral flux and p0, the ne,sep
scaling on AUG is developed by merging the unknown volu-
metric loss factors for power and momentum losses observed
to depend mostly on p0 through a regression analysis of AUG
H-mode discharges [8, 9]. Similarly, Leonard et al [10] have
used the rev-2PM with an explicit dependence on the outer
divertor electron temperature instead of the target ion flux, to
recover measurements of ne,sep within reasonable agreement
over a range of Ip, Bt and PNBI in DIII-D H-modes in a fixed
LSN open geometry. A consistent rise in ne,sep was observed
with decreasing divertor target electron temperature, meas-
ured with the divertor Thomson scattering system. The ne,sep
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trends were found to follow the rev-2PM scaling, but only if
the volumetric radiated power losses were taken into account
(pressure losses were assumed to be small). Thus, given the
successful application of the rev-2PM in these previous stud-
ies to inform the ne,sep parameter dependencies, we will extend
its use in interpreting the experimentally measured ne,sep in
JET-ILW leveraging direct measurements of the volumetric
momentum and cooling loss factors. Quantifying these factors
is enabled by spectroscopically inferred outer target electron
temperature measurements. We will consider the limitations
of the rev-2PM in capturing 2D recycling distribution changes
via different divertor configurations.

Whereas relatively strong ne,sep dependencies on p0 and on
⟨Te,ot⟩−1/2 are observed on AUG and JET-ILW (see companion
paper [1]), respectively, SOLPS4.3 and SOLPS-ITER simula-
tions of ITER baseline scenarios show a rather weak coup-
ling between ne,sep and divertor neutral pressure owing to a
projected improved compression of the recycled neutrals at
the divertor targets [11]. Further numerical studies of ITER
early operation phases indicate that the larger divertor size of
ITER relative to AUG leads to better confinement of neutrals
for equivalent ionization/dissociationmean free paths [12, 13].
The larger size of the JET-ILW divertor relative to DIII-D and
AUG further motivates the interpretation of the ne,sep trends in
JET-ILW supported by measurements and modelling, and is
an important step in developing a machine size scaling of the
degree of coupling between a dissipative divertor and ne,sep.

The paper is organized as follows. Section 2 describes
the L-mode and H-mode discharge datasets, as well as the
EDGE2D and SOLPS-ITER simulation setups. Section 3
gives an overview of the extended 2PM for ne,sep, followed by
an analysis of measured and predicted cooling and momentum
loss factors, which are important target electron temperature
dependent parameters in the ne,sep model. In section 4 the
measured ne,sep trends are recovered with the rev-2PM, and
its applicability to JET-ILW divertor configurations and more
generally its limitations with respect to large changes in diver-
tor geometry are discussed. In section 5 the apparent absence
of a clear divertor configuration dependence on ne,sep trends
when mapped to the outer target electron temperature are
further examined utilizing 2D edge plasma simulations. The
influence of divertor closure, target inclination, high field side
(HFS) high density formation and MCR on ne,sep are explored,
followed by conclusions in section 6.

2. Methodology

The experimental setup, discharge dataset, and diagnostic
methods are presented in [1], including a description of the
spatially averaged, outer target spectroscopicmeasurements of
the electron temperature, ⟨Te,ot⟩ in different divertor configura-
tions. Briefly, the dataset is comprised of dedicated Ip = 2MA,
Bt = 2.3 T, PNBI = 16 MW, PICRH = 2–3 MW low-δ unseeded
H-mode discharges in four different divertor configurations
(see figure 1 in [1]), fueled primarily by toroidally distributed
gas introduction modules located in the divertor. The diver-
tor configurations studied in [1] as well as in the present work

are (a) VH(C) and VH(D) with the inner strike point (ISP) on
the vertical tile and outer strike point (OSP) on tile 5 stack
C and D, respectively; (b) VV with the ISP and OSP on ver-
tical targets; (c) CC with the ISP and OSP in the inner and
outer corners in close proximity to the pump entrances; and
(d) VC(T6) with the ISP on the inner vertical target and OSP
on top of tile 6 corresponding to the innermost excursion in a
swept strike point scenario (see figure 1).

An expanded dataset of unseeded low-δ deuterium fueled
discharges has also been compiled from the 2019–2020 JET-
ILW experimental campaign spanning the range: PNBI = 9–
25 MW, PICRH = 2–5 MW, Ip = 1.5–3.4 MA, Bt = 1.7–
3.5 T and q95 = 3–3.4. OMP electron temperature and density
profiles were obtained and time-averaged during inter- edge-
localized mode (ELM) periods using the high resolution
Thomson scattering (HRTS) system [14].

We also carried out dedicated L-mode density ramp dis-
charges in the four divertor configurations to evaluate the qual-
ity of the spectroscopic ⟨Te,ot⟩ measurements, as well as to
facilitate an assessment of the volumetric pressure-momentum
and cooling loss trends presented in section 4. The heating
power in these discharges varied between 1.1 and 2.5 MW,
with Ip = 2–2.5 MA and Bt = 2.3–2.5 T.

2.1. Edge plasma simulation dataset

To aid in the interpretation of the experimental results presen-
ted in [1], we have compiled existing EDGE2D-EIRENE [15]
edge plasma simulations from [16, 17]. These simulations
include low power (Pin = 2.2–3.8 MW) unseeded density
scans in deuterium-only plasmas in the VV and VH(C) diver-
tor configurations, including scans with and without cross-
field drifts due toE×B andB×∇B. Details on the simulation
setups, including assumptions on prescribed radial transport
coefficients corresponding to L-mode-like electron density
and temperature profiles at the OMP, can be found in [16, 17].
These scans have been extended to include the CC(T6) divertor
geometry, which approximates the corner-corner (CC) config-
uration, but with the OSP positioned on top of tile 6 rather than
in the outer corner (see figure 1). This compromise enables
computational convergence of the gridding tool Grid2D with
a sufficiently wide scrape-off layer (SOL) to largely capture
the e-folding length of the radial density and outer target ion
flux profiles, while avoiding modification of the divertor baffle
geometry. Additionally, while this geometry does not fully
capture the enhanced closure that is a salient feature of the
CC configuration, it permits the synthetic spectroscopic eval-
uation of ⟨Te,ot⟩ (see [18, 19] for details) since the OSP is in
view of the spectrometer, as is the case in experiment.

To evaluate the influence of the divertor geometry on neut-
ral leakage from the divertor andMCR (see section 6), we have
introduced an additional geometry, CC(T6)-open, in which the
outer divertor baffle structure has been removed leading to a
wide open divertor geometry (see figure 1), qualitatively sim-
ilar to the DIII-D LSN divertor (e.g. [5]). Cross-field drifts in
the CC(T6) and CC(T6)-open density scans were not included.

Although the above simulations sets feature L-mode-like
radial transport coefficients and lower input power compared
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Figure 1. EDGE2D grids corresponding to the VH(C), VV, CC(T6) and CC(T6)-open divertor configurations. The CC(T6) configuration is
a compromise in attempting to model the CC configuration by shifting the strike points towards the HFS affording a sufficiently large
e-folding width to resolve the SOL upstream density and target particle flux profiles without modifications to the divertor baffle geometry.
Note, EIRENE grid outside of the EDGE2D computational domain is not shown.

to the H-mode experiment dataset with variation in PNBI = 9–
25 MW, the ability to resolve drift effects combined with rel-
ative flexibility in numerical convergence of the plasma solu-
tions made this dataset more accessible for evaluating trends
spanning a wide ne,sep and ⟨Te,ot⟩ range. To partially test the
validity of the trends discussed in sections 4 and 5 to H-mode
scenarios, density scans at Pin = 14 MWwere also carried out
for the VH(C) and VV configurations, albeit without cross-
field drifts activated. These H-mode-like scans feature lower
values of the fixed particle and thermal diffusion coefficients
(D⊥ = 0.05–0.15 m2 s−1, χe,i = 0.5 m2 s−1) at and near the
separatrix, giving rise to a more pronounced transport barrier
such that the resulting electron temperature and density pro-
files are matched to the HRTS profiles from the low recycling
VV and VH(C) H-mode discharges with PNBI = 16 MW and
PICRH = 2 MW.

In addition to the EDGE2D-EIRENE density scans, we car-
ried out L-mode-like density scans using the SOLPS-ITER
code package [20] using the same set of grids for the VH(C)
and VV configurations. The primary purpose of the SOLPS-
ITER runs was to take advantage of built-in tools for decom-
posing the OMP ionization source profile by physical origin of
the recycled neutrals, as discussed in section 6.2. The SOLPS-
ITER density scans in VH(C) and VV yielded very sim-
ilar plasma solutions to the corresponding EDGE2D-EIRENE
simulations with the same set of radial transport coefficients
and input power, thus giving confidence that the ionization
profile decomposition is equally valid for the EDGE2D-
EIRENE cases.

A notable limitation in both the L-mode-like and H-mode-
like density scans is the assumption of constant radial transport
coefficients with increasing ne,sep. This simplistic approach is
not consistent with tokamak experiments, where a collision-
ality dependence on radial particle fluxes has been observed
[21], as well as turbulence driven widening of the near SOL
electron temperature and density fall-off lengths [22], and the
formation of flattened density profiles (density shoulders) in
the far SOL [23, 24]. A more realistic treatment requires an
adjustment of the radial transport coefficients informed by
experimental observations, as has been demonstrated in [25]
via a self-consistent collisionality dependent modification of
D⊥ in the SOL of time-dependent EDGE2D density scan sim-
ulations, and in [26] by increasing the particle transport in the

SOL to more accurately fit experimental data corresponding
to different time slices of an AUG L-mode density ramp dis-
charge. Further modelling efforts are needed to incorporate
and benchmark such heuristic models to capture the variation
in the SOL radial transport coefficients.

3. Extended rev-2PM

The extended two-point model (2PM) [27, 28] has beenwidely
used for relating the upstream pressure pu, density nu and par-
allel heat flux q||u, to the downstream target quantities nt, T t,
and parallel particle flux Γ||t, along the same flux-tube, where
the downstream quantities are often treated as the dependent
variables and the upstream as the ‘driver’ quantities. Formu-
lated using momentum and energy conservation equations in
the SOL, the extended 2PM includes volumetric loss terms that
capture the dissipative processes along flux tubes associated
with momentum and cooling losses,

(1− fmom-loss) ptot,u = ptot,t, (1)

(1− fcooling)q||uRu = q||tRt , (2)

due to neutral-plasma collisional processes, impurity radiation
and the net loss of energy and momentum from the flux tube
due to cross-field transport (Ru and Rt—upstream and tar-
get major radius). ptot = (1 + M 2)nekTe(1 + τ ) is the total
pressure, q||t = γ kTe,tΓ||t the parallel heat flux at the target,
where M is the Mach number, τ = T i/Te, and γ ≈ 7 is the
sheath heat transmission coefficient, not including the poten-
tial energy contribution from surface ion recombination. The
full description of the 2PM and expressions for Te,t, ne,t and
Γ||,t are provided in [3]. Our present focus is on the ‘reversed’
2PM expression for the upstream electron density (equation
(47) in [29]), obtained by rearranging equations (15b) in [3],

ne,u =

[√
8mf

e3/2γ

(
2κ0e

7

)2/7
][

q5/7∥u

T1/2e,t L2/7

][
(1+ τu)

−1
]

×

[(
1+τt
2

)1/2
][

(1− fcooling)

(1− fmom-loss)(1− fconv)
2/7

][
Ru

Rt

]
,

(3)
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in which q||u at the OMP is assumed to be dominated by Spitzer
parallel electron heat conduction, giving

Te,u ≈
(
7(1− fconv)q∥uL

2κ0e

)2/7

, (4)

where L ≈ πRq95 is the connection length, mf is the fuel ion
mass and f conv is a correction factor for the convective frac-
tion of q||u. Further assuming equal inter-ELM power sharing
between the inner and outer divertor targets,

q∥u =
1/2PSOL

A
=

1/2PSOL

2πRλq

|B|
Bp

, (5)

where λq is the power width, PSOL = Pin − Prad,core—dW/dt,
|B| and Bp are the total and poloidal magnetic field at the OMP,
and dW/dt is the time derivative of the plasma stored energy.
Due to the large variation in ELM size and frequency covered
by the H-mode database, it was not possible to estimate dW/dt
in a consistent manner, hence an ELM-averaged estimate of
dW/dt was used for the Psol estimate at high ELM frequency.

The power width, λq, can be estimated using the ITPA H-
mode scaling [30] developed frommulti-machine divertor heat
flux data from a set of discharges in attached divertor condi-
tions, giving λq ∝ (R/a)ρs,sol, where ρs,sol = (mDTsep)1/2/(eBp)
is the poloidal ion sound Larmor gyro-radius at the separat-
rix. This scaling has recently been revisited by Eich et al [22]
to include high density discharges from AUG reaching the H-
mode density limit, leading to a generalized power width scal-
ing λq ∝ ρs,sol.(1+ 2.1αt

1.7), where αt ∝ qcylνei
∗
is a modified

turbulence control parameter closely related to a normalized
edge collisionality, νei

∗
, but demonstrating a stronger depend-

ence on the cylindrical safety factor, qcyl. Most recent experi-
mental results from TCV [31] incorporating the dependence of
λq on αt are also consistent with the AUG results. In compar-
ison to the original ITPA λq scaling, the power width is shown
to be broadened by up to a factor of three at high values of
edge density with αt ≈ 1.

The impact of this modified λq scaling, as well as the τ t,
τ u and f conv terms in equations (3) and (4) are discussed in
section 5.2. Extension of the λq(αt) scaling to JET is more
challenging than on AUG as the method depends on high qual-
ity spatially resolved OMP Te and ne profiles in the SOL,
hence no attempt is made here to verify this new scaling on
JET. T i/Te ratios and the upstream parallel heat flux convective
fraction are inferred from the EDGE2D density scans as these
quantities are not available from experiment.We therefore pro-
ceed with a two-fold approach in applying the rev-2PM in an
attempt to recover the measured ne,sep:

(a) In the simplified treatment, ‘rev-2PM-simplified’, we use
the established ITPA H-mode λq scaling from [30] to
estimate q||u and assume constant τ u = 2, τ t = 1, f conv = 0
on the basis of a lack of measurement capability on JET,
or in the case of edge T i charge-exchange recombination
spectroscopy measurements, difficulties in interpretation
of the data near the separatrix. For the L-mode dataset we
use the multi-machine L-mode λq scaling from [32].

(b) In the detailed treatment, ‘rev-2PM-detailed’, we adopt
the modified λq(αt) scaling from AUG and infer τ t,τ u
and f conv from the simulations as approximate func-
tions of ⟨Te,ot⟩. The EDGE2D fluid model accounts for
thermal equipartition power between ions and electrons
and includes kinetic corrections via heat flux limit factors
[33], which have been found to be necessary to match
experimental data, for example on Alcator C-Mod, in
which detailed measurements of the ion–electron temper-
ature ratio were assessed [34].

Lastly, when utilizing 2PM formatting of edge simulation
output, the model is typically applied to individual flux tubes
to relate the spatially resolved radial profiles of the upstream
driver and target parameters, and thus implicitly assuming
that recycled neutrals on each flux tube are ionized on the
same flux tube [3]. Moreover, the first SOL flux tube next to
the separatrix is usually ignored due to an additional particle,
momentum and energy sink associated with cross-field trans-
port into the private flux region. Due to the challenges asso-
ciated with obtaining flux tube resolved upstream and target
measurements from experiment for the range of divertor con-
figurations considered, we instead apply equation (3) to relate
ne,sep to ⟨Te,ot⟩ in section 5 with the expectation that a leading
coefficient will be needed to match the measurements as this
approach deviates from the way in which the 2PM is typic-
ally applied. This same approach is utilized in interpreting the
modelling results to maintain consistency between experiment
and code comparisons.

4. Volumetric pressure-momentum and cooling
losses in the SOL-divertor

From the divertor perspective, the optimal target plasma con-
ditions required for viable divertor operation in DT tokamaks
with solid plasma facing components (PFCs) are established
based on requirements for (a) maintaining the steady-state
deposited peak heat flux below acceptable levels, typically
quoted as q⊥,peak = 10 MW m−2 (e.g. [11]); and (b) sup-
pressing the net erosion of the solid target to prevent a rapid
loss of material and thus ensure material survivability over
the lifetime of a high duty cycle reactor [3]. Satisfying these
constraints leads to divertor plasma conditions requirements
of Te,t < 5–10 eV, ne,t ∼ 1021 m−3. Driving down Te,t

from values approaching the upstream separatrix temperature
(Te,sep ∼ 100–200 eV depending on the power crossing the
separatrix) to below 10 eV can be achieved by increasing the
fuel species particle inventory in the SOL to promote high-
recycling and volumetric power and momentum losses via
neutral-plasma interactions, as well as introducing extrinsic
impurities to dissipate the majority of the exhaust power iso-
tropically via line radiation. Restricting the present discussion
to loss channels via neutral-plasma interactions (see e.g. [35]
for a more detailed description of the atomic and molecular
processes involved), a primary dependence of the volumet-
ric momentum and power losses on Te,t emerges based on
the analysis of multi-machine 2D edge plasma simulations
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Figure 2. (1 − fmom-loss) and (1 − f cooling) estimates from L-mode
density ramps in VH(C), VV and CC.

[3], and supported by observations from experiments [36, 37].
Hence, whereas the main actuators are the auxiliary heating
power and gas puffing rate, Te,t is the basic physics para-
meter which strongly correlates with the volumetric energy
and momentum loss factor trends, which in turn are needed to
relate the ‘upstream’ and ‘downstream’ quantities in the 2PM
in dissipative divertor regimes.

The volumetric pressure loss, (1 − fmom-loss) and cooling
loss (1 − f cooling) factors were estimated in L-mode density
ramp discharges for the VH(C), VV configurations, and par-
tially for the CC configuration, according to equations (1), (2),
and (5), as shown in figure 2. Flux tube resolved Te,t estim-
ates were obtained in the VH(C) configuration away from the
unresolved peak Te,t near the separatrix by applying a correc-
tion factor to the spatially resolved Langmuir probe (LP) Te,t

measurements (see figure 2 in [1]) using the spectroscopically
measured value of ⟨Te,ot⟩. The spatially resolved results are
approximately mapped to the distance from the separatrix at
the OMP, ∆somp. Further details on the empirical correction
for the kinetic distortion effects impacting the LP Te,t and ne,t
target profiles are given in [38]. In the VV and CC configura-
tions, only the averaged spectroscopic ⟨Te,ot⟩ values were used
due to a lack of spatially resolved measurements.

HRTS Te,u and ne,u radial profiles [14] in the edge plasma
near the separatrix position were used to estimate the upstream
electron static pressure. 2D tomographic reconstructions from
resistive bolometer cameras [39] were used to estimatePrad-core

and hence PSOL = POhm + PNBI − Prad-core, whereas the
L-mode power width scaling from [32] (the ‘F2’ multi-
machine scaling) was used to account for the observed λq

widening with increasing density (decreasing ⟨Te,ot⟩), giv-
ing λq ∝ fGW0.9 for fixed machine parameters, where fGW
is the Greenwald density limit fraction [40]. Uncertainties in
PSOL and hence q∥u and inner–outer power sharing asymmet-
ries were addressed with the assumption that at low recyc-
ling conditions, (1 − f cooling) ≈ 1, as the volumetric power
loss in the SOL is expected to be small. Similarly, uncertain-
ties in the position of the last closed-flux surface (LCFS) in
the radial Te,u and ne,u profiles combined with the absence
of upstream fuel ion parallel fluid velocity and T i,u meas-
urements are addressed by assuming Mu = 0 and T i = Te

such that ptot,u ≈ 2ne,ukTe,u and ptot,t ≈ 4ne,tkTe,t with Mt = 1
(i.e. the basic form of the Bohm–Chodura sheath condition).
Thus the measured electron pressure-momentum losses are
assumed to approximate the total pressure-momentum losses,
(1 − fmom-loss,elec) ≈ (1 − fmom-loss), and (1 − fmom-loss) ≈ 1 in
low recycling conditions. The validity of these assumptions is
discussed below based on flux tube resolved comparisons of
(1− fmom-loss) from EDGE2D density scans shown in figure 3
using the total (static+ dynamic) upstream pressure, and elec-
tron pressure, with the upstream locations taken at the X-point
as well as at the OMP.

Themain observation from the experiment results (figure 2)
is that the onset of electron pressure-momentum losses occurs
at about 3–4 eV for all three divertor configurations, within the
limitations of mapping (1 − fmom-loss,elec) to ⟨Te,ot⟩ for the CC
and VV configurations. Below 3 eV, the VV (1− fmom-loss,elec)
trend exhibits a steeper fall-off relative to VH(C), while for the
CC configuration there are insufficient data points below 3 eV
to resolve the pressure losses.

The (1 − fmom-loss,elec) experiment trends are in best
agreement with the EDGE2D L-mode-like total pressure
trends with the upstream position taken at the X-point,
(1 − fmom-loss,tot)Xpt, shown in figure 3(a), with similar differ-
ences observed between VH(C) and VV configurations. Chan-
ging the upstream location from the X-point to the OMP in
formatting the EDGE2D output gives only a small increase
in (1 − fmom-loss,tot)omp (figure 3(b)), and can be attributed to
the divertor configuration influence on poloidal ionization and
density distributions, as discussed in section 6.2. However, sig-
nificant changes to the pressure loss trends are obtained if only
the electron pressure is considered, as shown in figures 3(c)
and (d). The influence of T i on the upstream and target total
pressure is further clarified in figure 4, which shows τ u and
τ t as a function of Te,t. At high Te,t, T i > Te upstream, while
T i < Te at the target. As collisionality in the SOL increases
and Te,t decreases, Te,t and T i,t equilibrate, with τ t reaching
unity at 3 eV while τ u decreases from about 2–1.5 at low Te,t.

A discrepancy between the experiment and EDGE2D
(1 − fmom-loss,elec) results is therefore apparent, since a con-
stant τ u and τ t is assumed in experiment by necessity due
to a lack of information on the ion temperature in the SOL,
yet the observed trends are more consistent with the EDGE2D
(1 − fmom-loss,tot) trends using total pressure, rather than elec-
tron pressure. It is possible that the influence of electron and
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Figure 3. Total and electron pressure loss factors derived from EDGE2D-EIRENE L-mode-like simulations with the upstream location
taken at the X-point (a), (c) and outer midplane (b), (d).

ion temperature equilibration on the pressure loss trends is
obscured by reduced sensitivity in the ne,t and Te,t spectro-
scopic measurements in low recycling conditions, since the
quality of these measurements improves at higher ne,t and
lower Te,t. Further constraints on T i from experiment are
required to make more definitive statements regarding this dis-
crepancy. Activation of drifts in the L-mode-like EDGE2D
density VH(C) and VV scans has only a minor impact on the
above trends.

In figure 5(a) the EDGE2D VH(C) and VV momentum
losses are interpreted in a manner consistent with the ana-
lysis in experiment: flux tube resolved measurements of
(1− fmom-loss,elec) for the diagnostically optimized VH(C) geo-
metry, while mapping (1 − fmom-loss,elec) to ⟨Te,ot⟩ for the VV
configuration with the upstream location at the OMP, with the
assumption ptot,u ≈ 2ne,ukTe,u and ptot,t ≈ 4ne,tkTe,t. The trends
have been normalized to the values at 10 eV for consistency
with the experiment trends in figure 2 and the assumption that
(1− fmom-loss,elec)≈ 1 in low recycling conditions. Good agree-
ment is still obtained between the experiment and EDGE2D
(1 − fmom-loss,elec) trends for the VV configuration, giving

confidence in mapping the results to ⟨Te,ot⟩ in the absence of
spatially resolved Te,t measurements. The moderately steeper
slope for the VV configuration at low ⟨Te,ot⟩ persists regardless
of the interpretation approach.

Considering next the experiment (1− f cooling) trends shown
in figure 2(b), these estimates are based on flux tube resolved
Te,ot measurements for the VH(C) configuration, whereas
⟨Te,ot⟩ is used for the VV configuration, consistent with the
(1− fmom-loss,elec) interpretation. The results are normalized to
(1 − f cooling) = 1 at 10 eV due to uncertainty in Psol and the
position of the LCFS. The (1 − f cooling) results show that the
onset of volumetric cooling losses occurs at around 10 eV, and,
similar to the (1− fmom-loss,elec) results, a steeper slope/fall-off
is observed in the VV configuration below 5 eV. Cooling loss
estimates for the CC configuration were not possible due to
insufficient information on ne,t and lack of data at low Te,ot.
The observed differences between VH(C) and VV are repro-
duced in the EDGE2D L-mode-like density scans, as shown in
figure 6, if the results are formatted from the simulation out-
put according to equation (2). Values of (1 − f cooling)omp > 1
in the EDGE2D results reflect the fact that q|| is not divergence
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Figure 4. VH(C) and VV τ u = T i,u/Te,u and τ t = T i,t/Te,t trends
from EDGE2D L-mode-like density scan simulations with shown
values corresponding to the third SOL flux tube from the separatrix
(∆somp = 2 mm) and upstream location taken at the outer midplane.

Figure 5. EDGE2D L-mode-like momentum and cooling loss
factors consistent with interpretation of experiment data shown in
figure 2.

free between the OMP and the X-point. More specifically,
the EDGE2D (1 − f cooling)omp trends are in better agreement
with the best fit lines obtained from experiment, if these are

Figure 6. Comparison of EDGE2D L-mode-like cooling loss
factors with the upstream location taken at the X-point (a) and outer
midplane (b).

scaled by a factor of 2. Hence, normalizing the EDGE2D
(1− f cooling)omp data in the same manner as the estimates from
experiments, such that (1− f cooling)omp = 1 at high Te,ot, leads
to good agreement with the experiment trends. If the cooling
losses are calculated taking the upstream position at the X-
point instead (figure 6(a)), the EDGE2D trends are observed
to be somewhat steeper compared to the experiment.

Lastly, figure 5(b) shows cooling losses from the sim-
ulation results which are post-processed in a manner con-
sistent with the interpretation of the experiment data (i.e.
(1 − f cooling) ∝ Te,tΓ∥t/Psol ∝ ne,tTe,t

3/2Psol
−1, assuming

(1 − f cooling) = 1 at 10 eV and mapping the VV configuration
results to ⟨Te,ot⟩ due to lack of spatially resolved Te,t measure-
ments). In these estimates, the VH(C) trend is steeper com-
pared to the experiment fit as well as the actual EDGE2D out-
put calculated using equation (3) with the upstream location at
the OMP (figure 6(b)). The difference between the VH(C) and
VV trends in figure 5(b) is thus diminished.

From the above interpretations and code formatting, it
is clear that the lack of more complete information from
experiment required for evaluating the volumetric pressure-
momentum and cooling losses poses a challenge in under-
taking meaningful comparisons of the observed trends
with simulation results. The selection of upstream location,
assumptions on τ u and τ t, and the limitations of the Te,ot spatial
resolution all contribute to modifying the (1 − fmom-loss) and
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(1− f cooling) trends, depending on the interpretation approach.
Nevertheless, in most of the comparisons above, the steeper
slope in the VV geometry is a consistent feature, and is likely
attributed to differences in the recycling and ionization pat-
terns and neutral pathways in the vertical target geometry, as
discussed in section 5.2 based on a detailed numerical study
on this effect [41]. The key point is that the basic functional
form and primary Te,ot dependence of the (1 − f cooling) and
(1 − fmom-loss) loss factors, and their role in evolving ne,sep
according to the rev-2PM formulation (equation (3)), relies on
accurate measurement of several upstream and target quantit-
ies, as discussed above, in order to capture the influence of the
(1 − f cooling)/(1 − fmom-loss) ratio on ne,sep.

5. 2PM ne,sep estimates in experiment and EDGE2D
simulations

5.1. ‘rev-2PM-simplified’ ne,sep estimates—H-mode dataset

Figure 7(a) shows a comparison between the measured ne,sep
results spanning the entire H-mode dataset and ne,sep estimates
recovered using equation (3) assuming the rev-2PM-simplified
treatment (i.e. λq ∝ Bp

−1 estimated using the ITPA H-mode
scaling, constant Te,sep, τ t = τ u = 1, f conv = 0, and hence
the separatrix location, estimated using equation (4). The rev-
2PM-simplified model recovers the measured ne,sep values
reasonably well if a scaling factor of 0.2 is used to account for
the use of an averaged target temperature ⟨Te,ot⟩ rather than
resolving the measurements on an individual flux tube basis,
giving a ± 25% uncertainty range with no clear divertor con-
figuration dependence observed within the scatter of the data.

Applying the same interpretation approach to EDGE2D
H-mode-like density scans (i.e. using equation (4) to obtain
Te,sep and ne,sep, and the rev-2PM-simplified model to format
the simulation output) the comparison between the ‘measured’
and rev-2PM-simplified ne,sep is shown in figure 7(b), with a
scaling factor of 0.3 applied to the rev-2PM-simplified res-
ults. There is typically <10% difference in the EDGE2D res-
ults between the actual OMP ne,sep and the value obtained at
the position of Te,sep evaluated using equation (4) (typically
around 100 eV) since the OMP radial ne and Te experiment
profiles used to constrain the radial transport coefficients are
already shifted to Te,sep ≈ 100 eV, which is a reasonable value
representative of JET H-mode scenarios. Similar to the exper-
iment results, the rev-2PM-simplified ne,sep values are consist-
ently within±15% of the ‘measured’ values over the range of
density scans for the VV and VH(C) configurations, with only
a modest difference between the two divertor configurations.
Furthermore, the comparable values of the rev-2PM-simplified
scaling factors needed to align the linear trends to the experi-
mental results (0.2 in experiment, 0.3 in EDGE2D) reinforce
the validity of applying the 2PM in the non-conventional man-
ner by using the target quantity ⟨Te,ot⟩ instead of the flux tube
resolved Te,t.

In formatting the EDGE2D results, there is a moderate
sensitivity of the trends in figure 7(b) to the weighting para-
meter used in averaging the electron temperature over the
outer target, Te,ot = ∫w(s)Te,t (s)ds/∫w(s)ds, where s is the

distance along the outer target in the common SOL from the
OSP outward, and w(s) is either ne,t, ne,t2 or jsat. Weighting Te,t

by the particle flux or target density approximates the line-
integrated spectroscopic measurements, which are weighted
by the brightness of the Balmer photo-recombination con-
tinuum volumetric emission∝ ne2. For simplicity we use jsat(s)
as the weighting parameter in formatting all of the simulation
output, recognizing that while the interpretation of ⟨Te,ot⟩ as
a basis for comparing the experiment data to simulations is
not straightforward, consistency in interpreting ⟨Te,ot⟩ is more
important than the choice of weighting parameter.

The importance of the volumetric loss terms on the rev-
2PM-simplified ne,sep estimates is also illustrated in figure 7,
where ne,sep is evaluated with and without the (1 − fmom-loss)
and (1 − f cooling) terms, i.e. by setting fmom-loss = f cooling = 0.
In doing so, a divergence away from the linear trend is
observed at high ne,sep, with ⟨Te,ot⟩ < 10 eV, correspond-
ing to the onset of cooling losses. With the (1 − fmom-loss)
and (1 − f cooling) terms included, the radiative and ionization-
dissociation energy losses associated with the (1 − f cooling)
term outweigh the momentum losses at low ⟨Te,ot⟩ (see
figure 2). Thus, despite a further decrease in (1 − fmom-loss)
when ⟨Te,ot⟩ is driven down by additional gas fueling, the
rise in ne,sep ∝ ⟨Te,ot⟩−1/2[(1 − f cooling)/(1 − fmom-loss)] is sup-
pressed at low ⟨Te,ot⟩ by the steeper (1 − f cooling) trend.

Since the ⟨Te,ot⟩−1/2 term in equation (3) dominates over
[(1 − f cooling)/(1 − fmom-loss) when ⟨Te,ot⟩ > 10 eV, we
can attribute the pronounced reduction in H98(y,2) with rising
ne,sep and decreasing ⟨Te,ot⟩ from 30 to 10 eV shown in [1]
mainly to parallel pressure balance as the target pressure,
ptot,t ≈ 4ne,tkTe,t, and recycling particle flux increasewith addi-
tional D2 fueling. Below 10 eV, the (1− f cooling)/(1− fmom-loss)
ratio in equation (3) plays a more important role in linking
divertor detachment with the upstream ne,sep, and, to the extent
that neutrals penetrate into the confined plasma in low opacity
edge plasma conditions, the pedestal density, ne,ped. All of the
H-mode discharges in the dataset remain below the H-mode
density limit, with additional D2 fueling required to reach the
limit being constrained in JET-ILW by neutral beam reioniz-
ation hot spots on limiter PFCs occurring in discharges with
moderate-to-high neutral beam heating power.

As an aside, suppressing ne,sep at low ⟨Te,ot⟩ in order to
minimize pedestal collisionality requires more pronounced
(1 − f cooling) losses with a higher ⟨Te,ot⟩ onset. This can be
achieved by promoting radiative dissipation in the divertor
with extrinsic impurity seeding such that f cooling ≈ f rad,imp.
However, since both power and momentum loss channels
are important, the influence of extrinsic impurity seeding on
the variation in the (1 − f cooling)/(1 − fmom-loss) ratio has
not been demonstrated. So far, a surprisingly strong correl-
ation between (1 − f cooling) and (1 − fmom-loss) has been
observed from edge plasma simulation datasets compiled by
Stangeby [3] for scans that include extrinsic seeded impurities.
It remains to be seen whether this correlation can be broken, as
is the expectation, given that (1− f cooling) is in principle freely
specifiable with power losses being more spatially distributed
over the divertor and SOL whereas momentum losses largely
occur in a small region in front of the divertor target.
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Figure 7. Comparison of measured ne,sep with estimates using the rev-2PM-simplified model for the entire H-mode dataset from experiment
(a) and the EDGE2D H-mode-like density scans (b). Open symbols correspond to rev-2PM-simplified ne,sep estimates in which the
momentum and cooling loss factors have been neglected. In (b) the ‘measured’ ne,sep is estimated using the location along the radial profile
corresponding to Te,sep calculated with equation (4) for consistency with experiment.

Figure 8. Comparison of measured ne,sep with estimates using the rev-2PM-simplified model for the L-mode dataset from experiment
(a) and the EDGE2D L-mode-like density scans (b). Open symbols correspond to rev-2PM-simplified ne,sep estimates in which the
momentum and cooling loss factors have been neglected.

5.2. ‘rev-2PM-simplified’ ne,sep estimates—L-mode dataset

Applying the rev-2PM-simplified treatment to recover ne,sep
from the L-mode density ramp discharges and EDGE2D L-
mode-like density scan datasets shown in figure 8 yields
approximately similar trends to the H-mode results. Des-
pite moderate scatter and non-linearity in the experiment
data, especially for the VH(C) configuration in figure 8(a),
the measured ne,sep values are recovered to within ±25%,
with modifications to the leading coefficient to align the
trends (0.35 in experiment, 0.25 in EDGE2D). Since the
ITPA λq scaling from [30] was derived from a multi-machine
regression of H-mode data, its applicability to the L-mode
data is in question. Substituting the F2 L-mode scaling,
λq ∝ Bϕ

−0.2q95◦.52fGW0.9, from [32] has only a modest impact

on the trends given the small range in Ip (2–2.5 MA) in the
L-mode density ramps, and relatively weak λq dependence on
fGW. Hence, for the limited L-mode dataset, the choice of λq

scaling did not significantly change the results.
Despite the high quality measurements of the (1 − f cooling)

and (1 − fmom-loss) factors for the VH(C) configuration, better
agreement to the measured ne,sep in experiment was obtained
for the VH(C) configuration in figure 8(a) by using the VV
(1 − f cooling) and (1 − fmom-loss) fit coefficients. However, the
selection of either the VH(C) or the VV (1 − f cooling) and
(1 − fmom-loss) fit coefficients has only a moderate impact on
the results compared to the rev-2PM-simplified ne,sep estim-
ates for which the (1 − f cooling) and (1 − fmom-loss) factors
are neglected altogether, as also shown in figure 8. The
impact of these loss terms is clearly more pronounced in
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the L-mode dataset as the density ramps are not limited by
neutral beam reionization hot spots, and can be extended to
deep detachment past the outer target ion current rollover
point down to very low ⟨Te,ot⟩ = 0.5 eV (see figure 3 in [1]),
by which point the (1 − f cooling) and (1 − fmom-loss) factors
have decreased by an order of magnitude or more. In this
low temperature, pronounced particle detachment regime, the
(1 − f cooling)/(1 − fmom-loss) ratio is clearly the dominant term
suppressing a further rise in ne,sep. The relatively linear trends
obtained when the volumetric loss terms are included rein-
forces the fact that the (1 − f cooling) and (1 − fmom-loss) estim-
ates are essential for reconciling the measured ne,sep, despite
the discrepancies within the ±25% data scatter.

For consistency with the interpretation of experiment
data, all of the EDGE2D rev-2PM-simplified results in
figure 8(b) were also evaluated using the VV (1 − f cooling)
and (1 − fmom-loss) fit coefficients obtained from experi-
ment, although, as already mentioned above, the choice of
fit coefficients from either the VV or VH(C) (1 − f cooling)
and (1 − fmom-loss) trends mainly shifts the ne,sep,2PM scal-
ing factor without much influence on the overall trends. The
EDGE2D results also include the CC(T6)-open configura-
tion, which corresponds to the wide open divertor geometry
with the outer divertor baffles entirely removed. Whereas the
differences between the VH(C), VV and CC(T6) ne,sep,2PM
EDGE2D trends are relatively small, a markedly steeper trend
is obtained for the CC(T6)-open configuration using the same
value for the leading coefficient. This steeper trend arises
because the same leading coefficient is no longer valid for
the hypothetical wide open configuration due to considerably
higher neutral leakage and higher ne,sep, as will be shown
in section 6. These effects are captured in the 2PM as an
increase in the (1 − f cooling)/(1 − fmom-loss) ratio when taken
at the OMP, mainly caused by a downward vertical shift in
the (1 − fmom-loss) ∝ ne,sep−1 trend at high ⟨Te,ot⟩ above the
momentum loss onset temperature. Combined with a roughly
15% increase in τ u = T i,u/Te,u in the CC(T6)-open configur-
ation due to higher ionization levels at the OMP, an overall
correction factor of about 1.5 is obtained in order to align the
CC(T6)-open rev-2PM-simplified ne,sep results in figure 8(b)
onto the 1:1 trend line.

The above results indicate that: (a) the variation in the VV,
VH(C) and CC(T6) divertor configurations (including clos-
ure and target inclination) is not sufficient to cause signific-
ant differences in the (1 − f cooling)/(1 − fmom-loss) ratio; and
(b) generalizing the rev-2PM to capture large changes in geo-
metry relies on detailed 2Dmodelling since variations in neut-
ral dynamics and their influence on upstream conditions are
encoded in the (1− f cooling)/(1− fmom-loss) ratio, τ u, as well as
τ t, and f conv, which are discussed next.

5.3. Capturing additional physics processes with the
‘rev-2PM-detailed’ model-based approach

The measured ne,sep in both experiment and EDGE2D simu-
lations can be recovered using the rev-2PM-simplified treat-
ment reasonably well, despite the fairly simplistic assumptions
on λq ∝ Bp

−1 estimated from the ITPA H-mode scaling in

attached conditions, neglecting the convective fraction of the
parallel heat flux q||u,conv = f convq||u, and neglecting the τ u, and
τ t dependence on collisionality. The details of neutral leakage,
ionization distributions, modifications to cross-field transport
in the SOL and λq widening with increasing collisionality are
encoded in these terms and the (1 − f cooling)/(1 − fmom-loss)
ratio.

With the rev-2PM-detailed treatment, we attempt to
quantify the influence of these additional terms on recovering
the measured ne,sep values by utilizing the more recent λq(αt)
scaling accounting for power width widening, and employ-
ing the EDGE2D density scans to approximate τ u, and τ t due
to the lack of T i,t and T i,u measurements in experiment, as
well the convective parallel heat flux contribution. We focus
on the L-mode-like EDGE2D density scans from [16, 17]
in VV (Pin = 2.8 MW) and VH(C) (Pin = 3.8 MW) con-
figurations, since the plasma solutions in these scans were
successfully converged with the drift terms activated, allow-
ing a direct comparison of the influence of drifts and the
additional terms in the rev-2PM-detailed treatment. Given
the primary dependence of (1 − fmom-loss) and (1 − f cooling)
and ne,sep ∝ Te,t

−1/2[(1 − fmom-loss)/(1 − f cooling)] on Te,t in
unseeded deuterium plasmas, we expect the observations from
L-mode trends to be applicable to unseeded H-mode plasmas.
However, the presence of ELMs in H-modes will likely intro-
duce additional dynamics (e.g. fuel species implantation and
desorption on W PFCs [42]) superimposed on the inter-ELM
steady-state behavior, and a stronger cross-field Eθ × B drift
drive due to higher Te,sep approximated by equation (4), since
Eθ ∝ dT/ds, where Eθ is the poloidal electric field and s is the
poloidal distance in the SOL.

Figure 9(a) shows the convective heat flux term (1 − f conv)
from the EDGE2D L-mode-like VV and VH(C) density scans
evaluated at the OMP in the flux tube adjacent to the separat-
rix. At ⟨Te,ot⟩ > 10 eV, with low collisionality in the SOL
and the divertor near the sheath-limited regime (small pol-
oidal ∇Te), convection dominates the upstream SOL parallel
heat flow. Activation of drifts further enhances the convect-
ive contribution, especially for the VH(C) configuration, with
(1 − f conv) < 0.35 at ⟨Te,ot⟩≈ 10 eV. At ⟨Te,ot⟩< 10 eV, paral-
lel electron conduction overtakes convection as the dominant
heat flowmechanism, leading to (1− f conv)> 0.75 in the cases
without drifts, while a larger convective contribution persists
for the cases with drifts. Substituting the (1 − f conv) values
into equations (3) and (4) yields the rev-2PM results shown
in figure 9(c), which overestimate ne,sep compared to the rev-
2PM-simplified results shown in figure 9(b). This is most pro-
nounced for the VH(C) configuration at low densities and with
drifts activated, corresponding to the lowest (1− f conv) values.
Interestingly, further substitution of τ u and τ t values shown
in figure 9(d) improves the 2PM ne,sep agreement, except for
the lowest ne,sep cases with drifts in the VH(C) configuration.
These results suggest that the (1 − f conv) term is, to a large
extent, balanced by the τ u and τ t terms in equation (3), at least
for the examined cases. It is not clear how general this result is,
since there is a configuration dependence on (1 − f conv) with
the VV results in figures 9(b)–(d) being less sensitive to the
assumptions on f conv, τ u and τ t.
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Figure 9. (a) EDGE2D convective fraction as a function of the outer target electron temperature in the third SOL flux tube from the
separatrix (∆somp = 2 mm) with the upstream location taken at the outer midplane; (b) rev-2PM ne,sep estimates assuming f conv = 0,
τ u = τ t = 1; (c) f conv ̸= 0, τ u = τ t = 1 and (d) f conv ̸= 0, τ u ̸= 1, τ t ̸= 1 with and without drifts.

Figure 10. Comparison of measured ne,sep with estimates using the
rev-2PM-simplified model (open symbols, C = 0.2) and
rev-2PM-detailed model (filled symbols, C = 0.3) for the entire
H-mode dataset.

An important oversimplification in the above is the assump-
tion of fixed cross-field transport coefficients for the entire
range of the density scans. Varying the diffusive radial trans-
port coefficients in a self-consistent manner as a function of
collisionality, as was demonstrated in [25], for example, may
also influence the (1 − f conv), τ u and τ t trends, and this needs
to be further clarified. We nevertheless proceed to apply the
EDGE2D (1− f conv), τ u and τ t estimates as functions of ⟨Te,ot⟩
to the H-mode experimental dataset, in addition to replacing
the ITPA λq scaling with the more recent λq(αt) scaling from
AUG to resolve the power width widening. The comparison of
the rev-2PM-simplified and rev-2PM-detailed H-mode ne,sep
results is shown in figure 10. The observed decrease in the
ne,sep values estimated with the rev-2PM-detailed model is
mainly attributed to the influence of the convective fraction

on the separatrix temperature and therefore the separatrix loc-
ation and density, since Te,sep ∝ (1 − f conv)2/7. The leading
coefficient also needs to be adjusted to align the rev-2PM-
detailed ne,sep trend with the measurements, but otherwise the
differences between the two sets of results are modest. It there-
fore seems rather fortuitous, as in the EDGE2D results, that
the additional terms in the rev-2PM-detailed treatment com-
pensate each other in a manner which largely balances their
combined contributions in equations (3) and (4). These obser-
vations obtained utilizing the model-based approximations of
the additional terms should not diminish the need to improve
T i measurements in the SOL, to further develop the λq(αt)
scaling with multi-machine datasets, and to develop a more
complete picture of the dependence of the convective parallel
heat flux contribution on divertor geometry, machine size and
SOL plasma conditions.

6. More detailed EDGE2D assessment of the
divertor configuration impact

So far we have not observed any clear evidence of a divertor
configuration dependence in the H-mode correlations shown
in [1] within measurement uncertainties and also in view of
the less reliable ⟨Te,ot⟩ estimates in the VV and CC configura-
tions compared to the diagnostically optimized VH(C) config-
uration. Neither is there a clear divertor configuration depend-
ent trend evident in the rev-2PM ne,sep comparisons for the
H-mode and L-mode experiment data and EDGE2D results,
except for the hypothetical CC(T6)-open configuration, for
which a steeper ne,sep,2PM slope is observed using the same
leading coefficient. As noted in section 5.2, an increase in
the (1 − f cooling)/(1 − fmom-loss) ratio and τ u reconciles this
discrepancy. More generally, a wide open divertor geometry
with large neutral leakage and correspondingly higher ne,sep
at the OMP will, by definition (equation (1)), lead to a down-
ward vertical shift of the (1 − fmom-loss) trend at ⟨Te,ot⟩ above
the pressure-momentum loss onset. Hence, although the 2PM
is clearly valuable for formatting code results and identifying
the physical processes governing ne,sep, it is of limited use for
capturing the influence of large changes in divertor closure on
ne,sep without a priori knowledge of the configuration specific
(1 − fmom-loss) volumetric losses, and thus ne,sep itself.
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Figure 11. ne,sep vs D2 fueling rate (a) and ⟨Te,ot⟩ (b) for a subset of the H-mode dataset corresponding to 2 MA, 2.3 T discharges with PSOL

in the range 12–17 MW. The trend lines represent the 2PM ne,sep estimates at PSOL = 12 and PSOL = 17 MW including (full lines) and
excluding (dashed lines) the (1 − fmom-loss) and (1 − f cooling) factors.

A common approach to examining the influence of diver-
tor closure and magnetic configuration on ne,sep is to com-
pare the onset of particle detachment (i.e. the rollover point
of the total outer target ion current, Idiv,ot) as a function of
ne,sep (or ne,ped), since ne,sep is typically considered to be the
upstream driving parameter (e.g. [7, 16, 43, 44],). Given our
present focus on correlations with the target electron temper-
ature, we instead take the ‘bottom-up’ approach by examin-
ing the upstream conditions for a given value of ⟨Te,ot⟩, since
ne,sep (equation (3)) and (1 − fmom-loss) and (1 − f cooling) are
strong functions of Te,t. To isolate the divertor configuration
impact as much as possible in the H-mode dataset, figure 11
shows a subset of the H-mode database ne,sep results for 2 MA,
2.3 T scenarios as a function of ΓD2 and ⟨Te,ot⟩, with Psol

in the range 12–17 MW. Representative lines of best fit to
the 2PM (equation (3)) are also shown in figure 11(b) for
Psol = 12 MW and Psol = 17 MW to illustrate the influence of
the (1− f cooling)/(1− fmom-loss) ratio on suppressing the rising
ne,sep trend at ⟨Te,ot⟩ < 10 eV. The ne,sep ∝ Psol

5/7 dependence
could not be clearly resolved within the scatter and uncertain-
ties in this dataset due to the moderate range in Psol. The con-
figuration dependence of the 2MA, 2.3 T ne,sep trends withΓD2

are more clearly resolved in figure 11(a) compared to the res-
ults shown in [1] where the entire H-mode dataset was shown
over a larger Ip range. In unifying these separate trends by
replacing ΓD2 with ⟨Te,ot⟩, there is some indication of higher
ne,sep values for the VH(C) configuration at high ⟨Te,ot⟩, which
would be consistent with the more open geometry, but the
limited data points and the greater likelihood of systematic
errors in spectroscopic ⟨Te,ot⟩ measurements at high values of
electron temperature (>20 eV) in the different configurations
preclude a more meaningful assessment. We therefore turn to
the edge plasma simulations to further elucidate the divertor
configuration impact on ionization patterns, neutral leakage
and the role of main-chamber and divertor recycling on ne,sep,
given the general correspondence between the EDGE2D and
experiment ne,sep,2PM results established in section 5.

Figure 12. EDGE2D ne,sep vs ⟨Te,ot⟩ trends for the L-mode-like
(open symbols) and H-mode-like (filled symbols) (a) and
percentage of neutrals escaping the divertor vs ⟨Te,ot⟩ for the
L-mode-like dataset only (b).

Figure 12 shows ne,sep as a function of ⟨Te,ot⟩ for the sub-
set of the code results which includes: (a) the L-mode-like
density scans in VH(C), VV, CC(T6) and CC(T6)-open
with Psol = 3.5 MW, fixed radial transport coefficients and
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Figure 13. Peak normalized integrated outer target ion current vs
ne,sep for the L-mode-like EDGE2D dataset. The vertical lines
represent the approximate position of the ion current rollover.

otherwise identical inputs; and (b) the H-mode-like density
scans in VH(C) and VV with Psol = 14 MW, fixed radial
transport coefficients constrained by experimental OMP ne
and Te profiles in low-recycling conditions. The correspond-
ing ne,sep,2PM lines of best fit for each power level are also
shown with and without the volumetric momentum and cool-
ing loss terms to highlight their importance in recovering the
observed trends. While the differences in the radial transport
coefficients and input powers between the L-mode-like and
H-mode-like density scans give rise to a modest separation
in the H-mode-like ne,sep vs ⟨Te,ot⟩ trends between the VV
and VH(C) configurations, the most significant difference is
between the CC(T6)-open configuration and the other geo-
metries in the L-mode like density scans. The CC(T6)-open
configuration leads to a 50% increase in ne,sep for the entire
⟨Te,ot⟩ range. This result is consistent with the differences in
ne,sep,2PM shown in figure 8(b), and indicates that large changes
in the divertor closure are required to break the unified ne,sep
vs ⟨Te,ot⟩ trends, or, conversely, that the VH(C), VV, CC(T6)
configurations, despite their respective differences in clos-
ure and target inclination, lead to similar ne,sep values when
mapped to ⟨Te,ot⟩.

Recasting the EDGE2D ne,sep results into the more famil-
iar Idiv,ot vs ne,sep trends, as shown in figure 13, further illus-
trates that only the CC(T6)-open divertor configuration leads
to a marked increase in ne,sep at the Idiv,ot rollover point. It is
important to note that, while both ⟨Te,ot⟩ and Idiv,ot are useful
experimentally derived parameters, the above trends do not
capture the influence of target inclination and divertor clos-
ure on the details of the spatially resolved target parameters.
A critical metric from the perspective of target survivability
constraints is the peak heat flux deposited on the target, qpeakdep,t.
In this regard, the vertical target geometry has the beneficial
feature of concentrating ionization sources close to the sep-
aratrix in the region of largest heat flux [36, 43, 45]. This
effect has been observed in JET-ILW L-mode experiments in
VV and VH(C) configurations [46] in which the VH(C) outer

target Te,t profile derived from LPs was found to bemuchmore
peaked compared to the VV Te,t profile, although this feature
was not reproduced in an H-mode N2 seeding study aimed
at comparing the radiative divertor performance in VV and
VH(C) configurations [47]. The influence of neutral pathways
on the ionization distribution differences in the VV and VH(C)
configurations was examined in more detail in [41] where the
observed target Te profile differences were attributed to the
dominant role of reflected recycled neutrals from the HFS on
the ionization distribution at the outer divertor separatrix in
the VV configuration. Further efforts are needed to validate
the target ne, Te, jsat and qdep,t profiles predicted by 2D bound-
ary plasma codes, including in the CC(T6) configurations, but
such studies are challenging on JET-ILW due to diagnostic
limitations and measurement uncertainties, and thus necessit-
ate use of observables such as ⟨Te,ot⟩ to constrain and evaluate
the rev-2PM ne,sep description.

6.1. Neutral leakage from the divertor

To examine the role of neutral leakage from the divertor to the
main-chamber on the OMP ne,sep we adopt the divertor leak-
age parameter (DLP) introduced in [7]. The DLP is defined
as the ratio of the number of neutral particles escaping the
divertor to the number of neutral particles born in the divertor,
and is shown in figure 12(b) as a function of ⟨Te,ot⟩ for the L-
mode-like EDGE2D dataset. For each configuration, the DLP
trends are characterized by an initial decrease in the escap-
ing neutrals with decreasing ⟨Te,ot⟩, followed by a reversal and
eventual increase at low ⟨Te,ot⟩. The VV and CC(T6) config-
urations exhibit similarly low levels (5%–20% in the range
1⩽ ⟨Te,ot⟩⩽ 10 eV) of neutral leakage compared to the VH(C)
and CC(T6)-open configurations, which show a factor of 2–4
increase in the DLP. Despite similar DLP trends and values for
the VH(C) and CC(T6)-open cases, the 50% difference in their
respective ne,sep values suggests that the DLP by itself cannot
explain the ne,sep vs ⟨Te,ot⟩ trends in figure 12(a).

The low field side (LFS) ionization distributions in
the horizontal target configurations (VH(C), CC(T6) and
CC(T6)-open), as shown in figure 14 for equal values of
⟨Te,ot⟩ = 10 eV, are characterized by an ionization region
which, for the moderately open VH(C) and wide open
CC(T6)-open configurations, extends into the outer SOL and
above the X-point. In the CC(T6)-open configuration, the
LFS ionization region extends to the OMP, similar to the
DIII-D open configuration described in [7], while the pres-
ence of the outboard divertor baffle structure in the CC(T6)
geometry, and to a lesser extent in the VH(C) geometry,
obstructs recycled neutrals from spreading further upward
into the main-chamber SOL. Hence, although the DLP trends
and values are similar for the VH(C) and CC(T6)-open
configurations, the larger extended ionization region in the
CC(T6)-open case gives rise to a significantly higher ne,sep
at the OMP. On the other hand, the ionization distribu-
tion in the VV geometry is significantly more concentrated
near the inner and outer divertor legs along the separat-
rix, with comparatively little ionization extending above the
X-point.
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Figure 14. EDGE2D poloidal distribution of total ionization rate with ⟨Te,ot⟩ = 10 eV in the four divertor configuration cases.

6.2. Influence of MCR

A significant contribution to the neutral flux at the OMP region
in the EDGE2D and SOLPS simulations is attributed to MCR
of fuel species on the Be wall, for which a recycling coeffi-
cient of 1 is used in the model for ions and atomic neutrals.
The MCR magnitude, however, is poorly constrained in the
simulations as the scaling of the radial transport in the far-
SOL is highly uncertain (e.g. see [48]). Additionally, the tor-
oidally discrete JET-ILW HFS and LFS limiter geometry and
their influence on the poloidally averagedMCR characteristics
is also neglected in the 2D edge codes. While the MCR sensit-
ivity with respect to changes in the outer SOL radial transport
coefficients were not evaluated in the present study and clearly
require extensive investigation, we proceed in this section to
attempt to isolate the impact of the divertor configuration on
ne,sep. Taking a rather straightforward approach, we repeated
the L-mode-like EDGE2D density scans with recycling of the
fuel species ions on the main chamber Be wall turned off—i.e.

modifying the recycling coefficient from 1 to 0 on the Be main
chamber wall. Recycling parameters on the divertor W sur-
faces and the pumping surfaces in the divertor corners were
notmodified. Such a setup represents an extreme case of recyc-
ling suppression on the vessel walls achieved in experiments
using, for example, lithium coatings, which have been shown
to reduce the recycling coefficient by ∼20% [49]. Such active
recycling control strategies are not used in JET-ILW, and hence
turning off MCR in EDGE2D simulations is only intended to
aid understanding.

The OMP ne,sep vs ⟨Te,ot⟩ trends for the four divertor con-
figurations with and without MCR are shown in figure 15.
Excluding MCR leads to: (a) up to a factor of two overall
reduction in ne,sep relative to results with MC recycling activ-
ated; and (b) a clear dependence on the divertor configuration,
with ne,sep in the open VH(C) and CC(T6)-open configurations
about 40% higher than in the more closed CC(T6) geometry,
with the VV ne,sep trend spanning values in between the open
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Figure 15. EDGE2D ne,sep vs ⟨Te,ot⟩ trends for the L-mode-like
simulations with main chamber recycling turned ON (open
symbols) and OFF (filled symbols).

and closed horizontal configurations. These simulation res-
ults suggest that the MCR could have a moderating effect on
the differences in the ne,sep vs ⟨Te,ot⟩ trends imposed by the
variation in divertor recycling patterns and ionization distri-
butions. For instance, increasing closure has a clear influence
on reducing the divertor recycling contribution to ne,sep in the
VH(C) vs CC(T6) trends with MCR turned off, yet this benefit
appears to be diminished in simulations with MCR turned on,
at least when mapping ne,sep to ⟨Te,ot⟩. Also, despite virtually
identical trends for the VH(C) and CC(T6)-open results with
MCR turned off, the larger extent of the ionization region in the
LFS SOL (figure 14) clearly enhances the MCR at the OMP,
resulting in an overall increase in ne,sep by 40%–50%. The con-
trast between the simulations with and without MCR is also
illustrated in the poloidal distribution of the radial flux of neut-
rals through the separatrix shown in figure 16. In the absence
ofMCR, the separatrix and confined plasma regions are fueled
entirely near the X-point region, with the neutral fluxes being
more pronounced in the outer horizontal target VH(C) and
CC(T6)-open configurations. Moreover, the absence of large
neutral fluxes at the OMP due to MCR leads to ne,sep vs ⟨Te,ot⟩
trends that are consistent with the DLP neutral leakage trends
shown in figure 12(b), in which enhanced closure and vertical
target orientation have a pronounced effect in reducing ne,sep
for the same ⟨Te,ot⟩ values. Since these configuration depend-
ent ne,sep trends are not observed in experiment (figure 11(b)),
we infer that a significant contribution to ne,sep arising from
MCR is more consistent with the measurements.

The above analysis does not provide information on the
composition of the MCR particle fluxes, which can be attrib-
uted to a combination of thermal release of neutrals from
the recycled radial plasma flux, reflected charge exchange

Figure 16. Poloidal profiles of the neutral flux crossing the
separatrix for EDGE2D L-mode-like cases at ⟨Te,ot⟩ = 10 with and
without main chamber recycling.

neutrals, reflected ballistic neutrals which originate in the
LFS or HFS divertor, as well as volume recombination of
ions. The extent to which the recycled neutrals from diver-
tor targets contribute to the OMP ionization profile depends
on the geometric screening/baffling, as well as the physical
size of the divertor and the ionization mean-free path for
a given plasma solution. In a recent SOLPS-ITER numer-
ical study of an AUG L-mode density ramp discharge, Zito
et al [26] showed that the dominant contribution to the OMP
ionization profile is attributed to the neutral flux originating
from recycling at the outer and inner divertor, whereas the
MCR component was shown to be small. As acknowledged
in the study, these results contrast with an earlier study on
the far SOL density shoulder formation by Lunt et al [50],
in which a different modelling package was used, EMC3-
EIRENE, featuring a computational grid which extends up
to the physical wall. The uncertainty in the composition of
the MCR flux could therefore be linked to the grid limit-
ations in code packages such as SOLPS and EDGE2D, in
which the computational grids do not extend fully to the wall
surfaces.

As already mentioned in the companion paper [1], the
divertor size scaling and neutral compression also likely have
a strong influence on the divertor recycled neutrals coupling
to the OMP plasma fueling. This has been illustrated in a
numerical study [12] comparing full scale and scaled down
(1/3 size) ITER SOLPS-ITER simulations. These simulations
indicate that, whereas the divertor neutral pressure is effect-
ively decoupled from ne,sep in the full size ITER scenario due
to the large divertor size, in the scaled down ITER cases,
ne,sep and the ionization fraction in the main chamber increase
monotonically with rising divertor neutral pressure. However,
the influence of the radial plasma flux from MCR on ne,sep is
not clearly identified in the study, since a decomposition of the
type carried out in [26] was not attempted.

Following the methodology in [26], we carried out a sim-
ilar decomposition of the OMP ionization profile, shown
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Figure 17. SOLPS-ITER L-mode-like decomposition of the outer midplane ionization radial profile based on the origin of ionized neutrals
for low and high ne,sep cases in the VV and VH(C) divertor configurations.

in figure 17, using the SOLPS-ITER L-mode-like cases in
JET-ILW VH(C) and VV configurations. In contrast to the
findings in the AUG SOLPS-ITER simulations, the JET-ILW
results indicate that the dominant ionization contribution is
from MCR for the entire range of the density scan, whereas
the contributions from the inner and outer divertor recycling
are found to be two orders of magnitude smaller. Assuming
that the dominance of the MCR radial plasma flux contribu-
tion to the OMP ionization profile is not invalidated by trans-
port and grid extension modifications, the small contribution
to the OMP ionization profile from ballistic neutrals recycled
in the divertor would be consistent with the larger size of JET,

and increased neutral compression, in accordance with the full
scale and AUG-sized ITER simulations in [12].

Although SOLPS-ITER simulations of the CC(T6)-open
configuration were not carried out, it is also reasonable to
assume that the considerably more open geometry, and the
50% increase in ne,sep relative to the VH(C) configuration,
gives rise to a larger contribution from outer divertor recycled
neutrals, which have a more direct path through the cold
outer SOL plasma to the OMP region compared to the other
configurations.

Measurements of the MCRmagnitude and OMP ionization
profiles from, for example, spatially resolved main chamber
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Figure 18. (a) Inner divertor spectroscopic lines of sight and magnetic configurations of the VH(C) and VV geometries showing the relative
clearance from the inner divertor baffle to the separatrix; (b) electron density profiles inferred from Stark broadening of the Dδ Balmer line
for the 2 MA, 2.3 T, PNBI = 15–16 MW and PIRCH = 2–3 MW subset of the H-mode dataset corresponding to ⟨Te,ot⟩ = 25 and 2 eV.

Dα emission from tangentially viewing filtered cameras, could
provide important modelling constraints. Inversion and inter-
pretation challenges in the analysis of such measurements due
to wall reflections and toroidally discrete limiters on JET are
being currently addressed but are outside the scope of the
present study. The influence of ballooning transport (i.e. pol-
oidally varying radial transport coefficients) on the poloidal
variation in the particle flux has also been neglected in the
EDGE2D and SOLPS-ITER modelling. Further studies incor-
porating the above considerations are needed to more fully
evaluate the dependence of ne,sep trends on machine size and
divertor geometry.

6.3. Influence of the inner divertor conditions

In the foregoing analysis we have so far ignored the condi-
tions at the inner target and how these may be correlated with
⟨Te,ot⟩ and ne,sep. From a practical standpoint, the inner target is
relatively poorly diagnosed compared to the outer target, par-
ticularly due to a lack of spectroscopic ⟨Te,it⟩ measurements.
From themodelling perspective, the inner target conditions are
also more sensitive to drift effects [18, 51, 52] when B×∇B
is directed towards the divertor, as is the case for JET-ILW
discharges.

The formation of a high-field side high density region
(HFSHD) observed on AUG [53–55] has been linked to
changes in the fueling of the confined plasma and the neutral
particle source distribution in an interpretive SOLPS 5.0 mod-
elling study byReimold et al [56]. The presence of theHFSHD
regionwas found to change the poloidal asymmetry of the IMP
and OMP plasma profiles, and leads to changes in the balance
of the inward and outward directed drift-driven particle flows
across the separatrix, thus modifying the ionization distribu-
tion and flow patterns in the SOL. The changes in the confined
plasma fueling due to the presence of the HFSHD region have
potential implications on plasma performance as well [57, 58],
with a strong correlation observed between the reduction of the
HFSHD front via N2 seeding and improvement in plasma con-
finement, thought to be linked to radial shifts in the pedestal

density profile. The HFSHD formation has also been observed
on JET-ILW in H-mode discharges with sufficiently high heat-
ing power using inner divertor spectroscopic Dδ Stark broad-
ening electron density measurements in the VV configuration
[55]. However, a detailed interpretive modelling study has not
been attempted on JET-ILW to elucidate the influence of the
HFSHD region on the ionization distribution, separatrix and
confined plasma fueling, made even more challenging given
the lack of IMP plasma profile information and neutral pres-
sure gauges in the JET vessel in contrast to the relatively better
diagnosed inner SOL region in AUG.

By comparing the VV and VH(C) configurations, we
observe that changes in the magnitude of the HFSHD region
have little effect on the upstream parameter correlations when
mapped to ⟨Te,ot⟩. Although the ISP in these configurations
is in a similar position on the inner vertical target (tile 3),
the clearance between the inner divertor shoulder tile and the
separatrix in the VH(C) configuration is less than half of that
in the VV configuration (8 cm vs 20 cm, see figure 18(a)).
This reduced clearance has been linked to surface overheat-
ing and outgassing of fuel species neutrals trapped in Be co-
deposits which tend to accumulate there [59, 60]. The reduced
clearance to the separatrix in the VH(C) configuration leads
to increased heat flux reaching tile 1 during the ELM cycle,
increasing the surface temperature and thus providing a tran-
sient source of neutrals that desorb from the Be co-deposits.
Significant differences in the inner divertor density profiles,
ne,it, between the two configurations are shown in figure 18(b)
at two values of ⟨Te,ot⟩ ≈ 25 and 2 eV. Whereas the ne,it
radial profiles are of similar magnitude and spatial distribu-
tion at Rmaj > 2.4 m outboard of the ISP, there is a signi-
ficant increase in ne,it at Rmaj < 2.4 m in the VH(C) config-
uration, which is physically located above the inner divertor
shoulder (tile 1). Despite thismore pronouncedHFSHD region
in the VH(C) configuration, however, no clear influence of the
HFSHD interaction with the confined plasma is observed in
the OMP upstream parameter correlations with ⟨Te,ot⟩ in [1]
(e.g. pe,ped vs ⟨Te,ot⟩ and ne,sep vs ⟨Te,ot⟩ for the entire low
triangularity H-mode dataset).
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Figure 19. Poloidal distribution of the particle fluxes across the separatrix for the EDGE2D L-mode-like VH(C) and VV simulations. In the
cases with drifts, the radial plasma flux is composed of both a diffusive component driven by inverted density gradients and the drift-driven
convective flow component. The neutral flux is representative of cases with and without drifts.

One caveat to this interpretation is the possible HFS-LFS
divertor plasma coupling in examining the influence of the
HFSHD on the upstream parameter trends mapped to ⟨Te,ot⟩.
In looking at the different pathways of recycled neutrals in the
JET-ILW VH(C) configuration, Moulton et al [41] found that
the outer divertor ionization distribution was largely independ-
ent of the influence of neutrals originating in the inner divertor,
whereas the contribution of the inner divertor neutrals to the
ionization source near the outer divertor leg in the VV con-
figuration was shown to be significant, but less so away from
the separatrix. Hence, this numerical study suggests that while
in the VH(C) configuration ⟨Te,ot⟩ is likely decoupled from the
details of recycling patterns in the inner divertor, the same can-
not be said for the VV configuration, in which ⟨Te,ot⟩ could be
influenced to some degree by the neutral source in the inner
divertor.

Modelling the influence of the tile 1 outgassing mech-
anism on the plasma solution and poloidal fueling profile
poses significant challenges due to the transient ELM-induced
desorption of the fuel particle source contained in the Be
co-deposits. Capturing these mechanisms necessitates more
sophisticated time-dependent simulations and modified recyc-
ling and reservoir models capturing Be erosion, migration
and co-deposition, and surface temperature evolution, fea-
tures which are currently under development for the SOLPS-
ITER package, for example [59]. Although the dynamics of
the inner divertor outgassing are not captured in the EDGE2D
L-mode-like density scans, the simulations are still useful
for examining the influence of drifts on the HFS JET-ILW
plasma and poloidal fueling profile, shown to be a critical
ingredient in capturing the HFSHD formation and impact on
the SOL plasma in AUG [56]. In higher heating power dis-
charges the cross-field Eθ × B drift drive will be stronger
since Eθ ∝ dT/ds and Te,sep ⩾ 100 eV compared to the
low power EDGE2D cases with Pin = 2.2–3.8 MW and
50⩽ Te,sep ⩽ 70 eV. Nevertheless, the L-mode-like low power
EDGE2D cases with drifts activated still serve as an instructive
example.

Similar to figure 3 in [56], figure 19 shows the poloidal dis-
tribution of the radial fluxes crossing the separatrix, includ-
ing the inward flux of neutrals fueling the confined plasma,
as well as the inward/outward radial plasma flux, for the VV
and VH(C) density (or ⟨Te,ot⟩) scans with and without drifts
activated. In the cases with drifts activated, the radial plasma
flux is composed of both the diffusive component driven by
density gradients, and a convective component due to drifts.
The changes in the balance of the inward and outward plasma
flux due to drift activation discussed in [56] are reproduced in
these EDGE2D simulations, yielding a strong inward plasma
flux fueling the plasma near the top of the vessel, and a
more outward dominated plasma flux near the X-point on both
the LFS and HFS. Apart from the magnitude of the fluxes,
which increase with increasing density (or decreasing ⟨Te,ot⟩),
these poloidal fueling patterns are present in both VV and
VH(C) configurations, and over the entire ⟨Te,ot⟩ range, albeit
using fixed radial transport coefficients. The poloidal distri-
bution and magnitude of the inward neutral fluxes through
the separatrix are not found to be sensitive to the activation
of drifts. As such, while drifts clearly play an important role
in increasing the radial plasma flux contribution to the total
confined plasma fueling, there is no indication that the pres-
ence of a HFSHD region is necessary for these changes in the
inward and outward drift-driven radial plasma fluxes to mani-
fest. However, a detailed interpretive modelling effort simul-
taneously reconciling both LFS and HFS SOL and divertor
plasma conditions, such as the one presented in [56], is not
attempted here, and is hindered by the lack of neutral pres-
sure gauges. Despite these shortcomings, combining (a) the
absence of a clear influence of the VH(C) tile 1 outgassing on
the H-mode OMP ne,sep vs ⟨Te,ot⟩ trends from experiment, with
(b) observation of a consistent change in the poloidal plasma
fueling profile imposed by drift-driven plasma fluxes present
at both low and high densities in the VV and VH(C) EDGE2D
L-mode-like simulations, there is so far no clear indication that
the HFSHD region is playing a significant role in modifying
the OMP edge density in JET-ILW discharges. Further studies
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looking for changes to the radial shifts in the density profiles in
theVH(C) andVV configurations are needed to compare to the
observations on AUG in which a strong correlation between
the formation of the HFSHD front and radial shifts in the ped-
estal density profile were linked with a reduction in pedestal
pressure [57].

7. Summary and conclusions

In this report we have characterized the primary drivers for
the OMP ne,sep and the strong dependence on the outer diver-
tor target electron temperature in unseeded JET-ILW plasmas,
thus linking the transport and recycling mechanisms on open
field lines to the observed core and pedestal parameter and
global confinement correlations with the averaged outer tar-
get electron temperature, ⟨Te,ot⟩, described in the companion
paper [1].

Recognizing the importance of ne,sep as an interface
parameter between the SOL-divertor and the confined
plasma regions, we have employed the rev-2PM to estim-
ate ne,sep with an explicit dependence on ⟨Te,ot⟩−1/2 arising
from parallel pressure balance, as well as on the ratio
of the power and momentum volumetric loss factors,
(1 − f cooling)/(1 − fmom-loss), which also exhibits a primary
dependence on the outer target electron temperature. Quan-
tifying the influence of the (1 − f cooling) and (1 − fmom-loss)
loss factors on ne,sep has been enabled by measurements of
these quantities from L-mode density ramps in the outer hori-
zontal, VH(C), and vertical target, VV, divertor configura-
tions. The measured onset of cooling and momentum losses
at ⟨Te,ot⟩ = 3–10 eV, as well as a moderately steeper falloff in
the VV configuration, are generally consistent with EDGE2D
L-mode-like density scan simulations. However, the inter-
pretation and post-processing details of the simulation output
have a moderate impact on the agreement with the measured
(1 − f cooling) and (1 − fmom-loss) trends.

In applying the rev-2PM to recover the measured ne,sep
trends, two approaches are considered. In the rev-2PM-
simplified approach the widening of the power width in the
near-SOL with increasing collisionality is ignored and instead
the ITPA H-mode λq scaling is used. The convective contri-
bution to the upstream parallel heat flux, f conv, is also ignored,
and the upstream T i/Te = 2 is assumed to be a constant while
at the target T i is assumed to be equal to Te. These simpli-
fications are necessary due to a limited set of measurements
in the SOL and divertor. The rev-2PM-simplified ne,sep estim-
ates for the extended H-mode dataset are recovered to within
±25%, once a scaling factor of 0.2 is applied to account for
the fact that ⟨Te,ot⟩, an averaged quantity, is used to relate the
downstream conditions to the OMP ne,sep, whereas the 2PM
is intended to be applied on a flux tube resolved basis. A
similar factor of 0.3 is obtained by following the same rev-
2PM-simplified interpretation in post-processing EDGE2DH-
mode-like density scans in the VH(C) and VV configurations,
lending confidence to the rev-2PM in capturing the domin-
ant processes driving ne,sep. The impact of f conv and T i/Te on
recovering ne,sep with the rev-2PM was estimated using the

EDGE2D density scans and mapped as approximate functions
of ⟨Te,ot⟩. These additional terms derived from the simula-
tions were applied in the rev-2PM-detailed model in addition
to the recently developed collisionality dependent λq(αt) scal-
ing from AUG [22]. While each term in isolation was found to
be significant, their combined effect was found to have only a
modest impact on recovering the measured ne,sep values. Fur-
ther studies are needed to clarify how general this result is,
as f conv, for example, is found to be more pronounced in the
VH(C) configuration compared to VV, in line with expecta-
tions of higher upstream ionization in more open divertor geo-
metries. The λq(αt) scaling derived from an AUG dataset has
also not been tested on other machines at the time of writing.

In the H-mode dataset, we observed that the
(1 − f cooling)/(1 − fmom-loss) ratio in the rev-2PM has only
a moderate impact on recovering the measured ne,sep due
to operational constraints in reaching deep detachment via
increasing D2 fueling. In the L-mode dataset, however, this
ratio as a function of ⟨Te,ot⟩ is observed to be critical for
reconciling the measured ne,sep for ⟨Te,ot⟩ < ∼few eV since
lower target temperatures and more pronounced detachment
were accessed. Hence, in unseeded neutral-plasma interac-
tion dominated detachment with ⟨Te,ot⟩ of a few eV, the
(1 − f cooling)/(1 − fmom-loss) ratio constitutes the dominant
ne,sep driving term. Conversely, at ⟨Te,ot⟩ > 10 eV, the ne,sep ∝
⟨Te,ot⟩−1/2 term dominates, and consequently the pronounced
reduction in H98(y,2) with rising ne,sep and decreasing ⟨Te,ot⟩
from 30 to 10 eV shown in [1] is mainly attributed to parallel
pressure balance as the target pressure and recycling particle
flux rise with increasing D2 fueling rates.

In the H-mode upstream parameter correlations with ⟨Te,ot⟩
shown in [1], a clear divertor configuration dependence could
not be distinguished. Similarly, the rev-2PM estimates in VV,
VH(C) and the outer corner, CC(T6), configurations do not
appear to be sensitive to the range of divertor geometries
available on JET-ILW.We examined the divertor configuration
effect in more detail using the EDGE2D L-mode-like density
scans and observed that MCR is likely playing a significant
role in moderating ne,sep to changes in divertor neutral leakage
imposed by changes in the divertor configuration. The MCR
magnitude, however, is poorly constrained in simulations due
to large uncertainties in outer SOL radial transport and diffi-
culties in main chamber edge plasma diagnostic interpretation.
When MCR of fuel species on the Be wall is turned off in sim-
ulations, the ne,sep trends diverge in a manner consistent with
divertor neutral leakage patterns, i.e. increased closure leads to
reduced ne,sep for the same ⟨Te,ot⟩, and a vertical target orient-
ation is similarly beneficial. Conversely, when MCR is turned
on in simulations, ne,sep increases by 40%–70%, and the con-
figuration dependent trends are no longer discernible, which
is more consistent with the ne,sep measurements in experiment.
A decomposition of the midplane ionization profile in like-for-
like SOLPS-ITER simulations revealed that the main chamber
neutrals originate predominantly from recycled radial plasma
flux on the main chamber wall, rather than from the divertor.
An additional EDGE2D density scan was carried out using a
hypothetical divertor geometry (CC(T6)-open) in which the
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entire low field side baffle was removed to test the response
of the ne,sep trend to a large geometry change. In the CC(T6)-
open geometry the combination of large outboard divertor
neutral leakage and MCR leads to a further 40% increase in
upstream density relative to the other configurations, thus con-
firming that a large change to the JET-ILW divertor geometry
is needed, beyond the range of available configurations, to
break the observed ne,sep vs ⟨Te,ot⟩ trends. We note that the
spatially resolved details of divertor target parameters includ-
ing the target heat fluxes, although not examined in this study
due to measurement limitations, are expected to be impacted
by the target orientation, as shown in numerical studies
[17, 41].

The lack of divertor configuration dependence in the pe,ped
vs ⟨Te,ot⟩ trends shown in [1] and ne,sep vs ⟨Te,ot⟩ trends also
suggests that the formation of the HFSHD region does not sig-
nificantly influence the OMP pedestal pressure and separatrix
density, despite the large differences in the clearance between
the inner divertor and separatrix among the divertor configura-
tions. This clearance is especially narrow in the VH(C) config-
uration, which leads to a previously observed enhanced ELM-
induced particle source from fuel species outgassing from Be
co-deposits on top of the inner divertor and higher inner diver-
tor densities compared to the VV configuration. Further stud-
ies are needed to assess potential changes in radial shifts in
the OMP density profiles in the VH(C) and VV configurations,
following similar observations on AUG.

Althoughmodelling the transient outgassing physics is out-
side the scope of this work, we further investigated the role
of the inner divertor high density formation by comparing
EDGE2D vertical and outer horizontal configuration L-mode-
like density scans with drifts activated. The role of drifts has
been previously shown in [56] to be crucial for recovering
the higher inner divertor density conditions typically observed
in experiments with the B×∇B direction towards the diver-
tor. However, the EDGE2D simulations show that while drift-
driven plasma fluxes change the distribution of the poloidal
plasma fueling profile considerably, these changes are present
in both configurations, and also over the entire range of the
density scan and are therefore independent from the evolu-
tion of the inner divertor density. The assumption of constant
radial transport throughout the entire density scans, and the
low power conditions amenable to numerical convergence in
these drift-activated cases warrant more detailed analysis of
these mechanisms.

In future work further application of the rev-2PM analysis
to ITER edge plasma simulations as well as multi-machine
experiment and simulation datasets could improve understand-
ing of the ne,sep dependence on machine size, the extent of
the MCR and divertor baffling influence on ne,sep, and the
variation of the (1 − f cooling)/(1 − fmom-loss) ratio in optim-
izing highly radiative impurity seeded scenarios as a possible
power exhaust solution. Contrasting the divertor neutral pres-
sure based ne,sep model developed on AUG [8] with the tar-
get electron temperature based description presented herein
would further advance the development of ne,sep scaling from
the perspective of both the dominant engineering and physics
parameters.
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