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A B S T R A C T   

In spite of remarkable developments in the field of advanced materials, silicon remains one of the foremost 
semiconductors of the day. Of enduring relevance to science and technology is silicon’s nanomechanical 
behaviour including phase transformation, amorphization and dislocations generation, particularly in the 
context of molecular dynamics and materials research. So far, comprehensive modelling of the whole cycle of 
events in silicon during nanoscale deformation has not been possible, however, due to the limitations inherent in 
the existing interatomic potentials. This paper examines how well an unconventional combination of two well- 
known potentials - the Tersoff and Stillinger-Weber - can perform in simulating that complexity. Our model 
indicates that an irreversible deformation of silicon (Si-I) is set in motion by a transformation to a non-diamond 
structure (Si-nd), and followed by a subsequent transition to the Si-II and Si-XII phases (Si-1→Si-nd→Si-II→Si- 
XII). This leads to the generation of dislocations spreading outwards from the incubation zone. In effect, our 
simulations parallel the structural changes detected experimentally in the deformed material. This includes both 
the experimentally observed sequence of phase transitions and dislocation activity, which - taken together - 
neither the Tersoff nor Stillinger-Weber, or indeed any other available Si interatomic potential, is able to achieve 
in its own right. Notably, the Si-XII phase was not discerned by any of the previous computational models, which 
points towards the effectiveness of our integrated approach to forecasting novel phenomena discovered by 
advanced structure examinations. Last not least, our method satisfies the demand for a quick means to construct 
potentials by opening up the huge library of existing models to new applications in various branches of materials 
science.   

1. Introduction 

1.1. Mechanical behaviour of silicon 

Silicon is a material with a superior blend of physical properties and 
well-established means of fabrication, finding application in a vast range 
of fields [1] from electronics and photonics to micro-and nano-
electromechanical systems, to name but a few. Early research into sili-
con discovered its exceptional mechanical properties, and has been 
widely published [2]. In particular, pioneering hardness experiments by 
Giardini [3], Gerk and Tabor [4], Petersen [5] as well as Gilman [6,7] 
revealed silicon’s unorthodox mechanical behaviour. The mechanical 

response of silicon differed from that of other materials by having its 
plastic deformation rely on pressure-induced transformation from a 
diamond (Si-I) to β-tin (Si-II) structure [4,6,7], accompanied by dislo-
cation mechanisms characteristic of crystalline solids (e.g., [6]). This has 
led to a close investigation of stress-induced metallization and 
amorphization of an indented Si-crystal [8]. 

With the advent of depth-sensing nanoindentation technology 
[9–11], hardness experiments on silicon reached a new level. Early re-
sults by Pethica et al. [11] and Pharr et al. [12] and a rapid development 
of the nanoindentation method led to the recognition of the complexity 
of silicon nanodeformation, by contrast with other ceramics or metallic 
crystals [13–15]. Research into the role of phase transformations in 
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nanodeformed silicon has continued (e.g., [15–19]), and it seems far 
from having reached its saturation point (see e.g., [18–26]), being 
increasingly supported by atomistic modelling [27–31]. 

1.2. Atomistic simulations 

Modern materials science owes much of its success to computer 
simulations [32], which examine and predict a large array of phenom-
ena (e.g., [24–30]). The molecular dynamics (MD) simulation method 
accounts for the interatomic forces in terms of the gradient of the po-
tential energy function in conjunction with a set of adjustable parame-
ters to predict the specific conduct of a modelled system. Inevitably, 
whether or not the outcome of simulation reflects a given set of exper-
imental data depends on the adopted interatomic interaction model [32, 
33]. Materials physics has no shortage of “ready-made” potentials at its 
disposal, however, their limited transferability means that one process is 
usually modelled at the expense of another, thus precluding the inter-
play of key phenomena. Indeed, any model of atomic interactions in-
volves a trade-off between accuracy, adaptability and computational 
resources [32]. Thus, a careful consideration of the available inter-
atomic potentials focusing transferability precedes any MD simulations 
[34,35]. 

Often, after deciding that none of the applied potentials mirrors a 
system’s behaviour of interest, developing a suitable one ‘from scratch’ 
becomes a necessity. It is a complex and time-consuming trial and error 
process. Here we examine a simple and promising alternative: it is to 
merge two already existing - yet operationally diverse – potentials 
developed for Si crystal, into a single one. This new, integrated potential 
(IP) - by combining the unique characteristics of its components - makes 
it possible to simulate some crucial, coexisting features of a system 
under examination. Using the IP-approach, we have been able to deal 
with the intricate process of nanoindentation deformation of silicon in a 
more satisfactory way than appears possible with the currently available 
potentials [32,33]. 

1.3. Structure evolution in nanodeformed Si 

As already mentioned, silicon is probably the most extensively 
studied semiconductor in modern technology. Its applications include 
surface acoustic wave photonic devices [36], light sources [37] or 
atomic scale instruments and memories [38]. One can therefore be 
forgiven for believing that every property of this important material has 
been thoroughly investigated [39]. But the fact of the matter is that such 
phenomena as nanoscale deformation of silicon crystal, and its incipient 
plasticity, in particular, are far from being fully understood. Numerous 
nanoindentation experiments, combined with microscopic observations, 
demonstrate that, under increasing straining, the initial Si-I structure 
undergoes a series of transformations to high-pressure Si-II phase. The 
latter converts during the unloading to the Si-III/Si-XII combination and 
amorphous Si phases [22,40–47]. This, however, is not the complete 
picture as it disregards the presence of dislocations, slip bands, and 
cracks in the vicinity of the acting indenter tip [17,20,22,45,48]. A 
microscopic examination by Wong et al. [22,43–46] of the Si structure 
developed under a spherical indenter led them to the conclusion that 
phase transformation and defects generation were “competing defor-
mation mechanisms, with one or the other process initiating plastic 
deformation under particular loading conditions”. Similarly, 
nanoindentation-induced elastic-plastic transition in GaAs crystal is 
initiated by a phase transformation [49–51], while nanoscale plasticity 
in GaN is exclusively governed by dislocations [52,53]. 

What we are dealing with here are two distinct mechanisms of sili-
con’s incipient plasticity: in the first, phase transformation assumes the 
dominant role followed by dislocation activity, while in the second, 
plasticity starts with the nucleation of defects. Regardless of which 
scenario unfolds in practice, none of the currently available potentials 
meets the requirement of accurately modelling a complex 

nanoindentation process, since each one of them suffers either from 
limited transferability [54] or high computational-time expense. Such is 
the case with the interatomic potentials developed with the aid of ma-
chine learning [55,56] which are capable of a high degree of accuracy, 
even on a par with ab initio methods. However, they frequently exhibit 
such computational complexity as to render them impracticable for the 
purpose of nanoindentation, which requires a simultaneous consider-
ation of multimillion atomic systems and the application of long-time 
scales [33]. As a result, modelling silicon mechanical behaviour con-
tinues to rely heavily on either the Stillinger-Weber (SW) [57] or 
Tersoff-type [58–65] potentials. The former has been designed with the 
Si-I and amorphous phase in mind, proving particularly efficient at 
capturing dislocation-based processes. By contrast, Tersoff-type poten-
tials reflect phase transformations that occur in the high-pressure phases 
(diamond cubic and metallic) of silicon. It follows that neither model is 
versatile enough to accurately reflect the interplay between both phe-
nomena, thus precluding proper investigation of Si crystal behaviour 
under localized stress. 

An early critical appraisal of the interatomic potentials for Si has 
been published by Balamane et al. [66], while tests on the Si lattice 
under large shear strain have been performed by Godet et al. [67]. 
Furthermore, there have been numerous efforts to modify the original 
Tersoff interatomic potential (e.g. [62]) in order to increase its accuracy 
and transferability. Kumagai et al. [64] revised the angular-dependent 
term of the Tersoff formula, considerably improving the description of 
silicon’s elastic properties as well as melting temperature. In conse-
quence, the Kumagai’s potential has recently been employed to model 
nanoindentation-induced deformation of silicon [68,69]. The most sig-
nificant advance in the simulation of silicon brittle behaviour has been 
achieved by Pastewka et al. [36], whose screened version of the 
Tersoff-type potential manages to capture both phase transformations 
and dislocation activity in silicon [70–72]. Even the most advanced, this 
interatomic potential - when applied to nanoscale indentation - results in 
an overestimation of contact pressure at the onset of phase trans-
formation, as well insufficiently developed dislocation structure [71]. 
The overall conclusion is that crystalline phase transformations in sili-
con are usually modelled at the expense of dislocation movements, or 
vice versa [47,73] and a more adaptable interatomic potential is 
required. 

To recapitulate, the integrated interatomic potential (IP) of our 
design, obtained by simply merging the Tersoff [59] and 
Stillinger-Weber [57] models, appears well-suited to MD-modelling of 
the structural changes in nanodeformed Si-crystal, proving it inherits the 
essential features of the component potentials. Our results provide a 
consistent account of the sequence of phase transformations and dislo-
cation activity, both of which play a crucial role in 
nanoindentation-induced plasticity of silicon. Finally, our findings 
concerning the structure evolution in a stressed nano-volume of silicon 
— by virtue of being firmly rooted in MD simulations - are in line with 
the recent research into silicon, whether dealing with the structure and 
stability of the interstitial defects [74], the amorphization by mechani-
cal deformation [75,76], shuffle dislocations motion in Si-crystals [25, 
77] or low-temperature undissociated-dislocations-mediated plasticity 
[31]. 

2. Computational 

2.1. The integrated potential for Si 

Our own experience [47,73] and that of other authors (e.g., [78]) 
shows that satisfactory modelling of Si behaviour exclusively with the 
Tersoff (T2) potential [59] is limited to phase-transformation governed 
phenomena. A similar problem arises with the SW potential [57], whose 
competence is limited to deformation processes steered by 
dislocation-activity [73]. Faced with this dilemma, we have attempted 
to merge the Stillinger-Weber and Tersoff potentials - two of the most 
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acclaimed interatomic potentials for silicon - into a single model in order 
to obtain one of enhanced transferability. 

The solution we offer consists of the integrated potential (IP), based 
on a weighted sum of the SW and T2 (Tersoff) potentials, such that the 
potential energy EIP = wT2ET2 + wSWESW, where the weights comply the 
relationship: wT2 + wSW =1, and ET2 and ESW stand for potential energy 
of the T2 [59] and SW [57] interaction model, respectively. Careful 
testing of various versions of our integrated potential resulted in a 
unique IP-combination with the weight values wT2 = 0.71875 and wSW 
= 0.28125, which we regard as close to optimal for silicon under 
localized stress (Supplementary Note 1). Although the mathematical 
forms of the T2 and SW potentials differ, each one can be viewed as an 
angle-dependent EAM (Embedded Atom Method) potential [79]. The 
purpose of complementing the T2 model with a smaller share of the SW 
potential was to "stiffen" the response of the former. It needs reminding 
that the SW potential contains a penalty function strongly suppressing 
deviation from the bond angle of 109.47◦, characteristics of diamond 
structure. Details of the proposed integrated IP potential and its appli-
cation with the MD simulation package (LAMMPS [80]) are provided in 
the Supplementary Note 1. 

2.2. Initial testing of integrated IP potential for Si 

Initial testing of IP performance in simulating silicon was carried out 
using the T2 and SW potentials, alongside the screened T3s model [36], 
for comparison. It concerned potential energy E(r) and its derivative 
(dE/dr) calculated as the function of the interatomic distance r in the 
Si-Si dimer, followed by an evaluation of the elastic constants, cohesion 
energy, formation energy of native point defects and the generalized 
stacking fault energy (GSFE) curve for the glide <112> {111} slip sys-
tem. The cohesion energy was defined as a ratio of the total potential 
energy and the number of atoms, while the elastic constants were esti-
mated by applying small volumetric, tetragonal and rhombohedral de-
formations to the Si unit cell. Furthermore, we were able to evaluate the 
formation energy of vacancies (V) as well as hexagonal (IH), tetragonal 
(IT) and split I<110> interstitials, while the GFSE-curve calculations fol-
lowed these introduced by Branicio et al. [81]. The computations were 
accomplished with the LAMMPS simulation package [80], while the 
calculations with the screened T3s potential required the employment of 
a code from the library of interatomic potentials ATOMISTICA [82]. 
They (except GSFE) involved a supercell of the Si-I phase (4096 atoms) 
composed of 8 × 8 × 8 Si unit cells with the initial lattice parameter of 
a=5.431 Å. The final adjustment of atomic positions was achieved using 
the conjugate gradient method. 

Our initial results prove that the IP potential inherits the character-
istics of both the T2 and SW potentials, as well as showing considerable 
promise for modelling the structural changes in silicon under complex 
stress. It is worth noting that the energy curve of the Si-Si dimer (Fig. 1a) 
obtained with the IP potential (red) is located in-between those obtained 
with the T2 (green) and SW models (black), its exact position depending 
on the combination of the wT2 and wSW parameters. On the other hand, 
we found the IP simulation delivered a marginally lower Si-Si dimer’s 
binding energy than the T3s (Fig. 1a). It was also characterised by a 
smaller range, leading to a shorter simulation time. The decrease in the 
force-barrier of the Si-Si dimer (Fig. 1b) suggests the IP has retained the 
attributes of the T2 potential in addition to its increased ability to 
describe dislocation activity. 

Further comparative examinations of the IP, T2, SW and T3s inter-
atomic potentials’ performance, when applied to silicon, include the 
elastic constants (c11, c12, c44), cohesive energy (Ec), unstable stacking 
fault (E<112>) and point defects formation (I<110>, IH, IT) energies, 
whose values have been listed in Table 1. 

It seems quite remarkable that the results obtained with IP are close 
to the weighted sum value of those calculated with the T2 and SW po-
tentials, a minor exception being the c44 elastic constant. It is also worth 
noting that the results of our simulations with the aid of IP-potential 

concerning point-defects in silicon agree with the data presented by 
other authors (refer to Table 1). Moderate deviation has been detected 
only in the case of the IH self-interstitial, exceeding the upper limit of IH- 
energy of 0.78 eV provided by Holmström et al. [84]. In contrast to the 
hexagonal interstitial, the split I<110> point defect appears to have the 
most stable constitution also according to our calculations with inte-
grated IP potential (Table 1), thus in line with the quantum Monte Carlo 
simulations [85]. Furthermore, simulations with the screened T3s po-
tential provide the lowest formation energy of the tetragonal IT 
self-interstitial, which appears to contradict other published data (refer 

Fig. 1. The potential energy E(r) of a two-body interaction between the atoms 
of the Si-Si dimer determined with the IP (red), SW (black), T2 (green) and T3s 
(blue) potentials (a) and its derivative dE/dr functions (b). 

Table 1 
Cohesive energy Ec (eV), elastic constants cij (GPa), relaxed stacking fault energy 
E<112> (J/m2), vacancy V and self-interstitials (I<110>, IH, IT) energy formation 
(eV) calculated with the T2, SW, IP and T3s potentials. The lattice constant of the 
Si-I phase is 5.431 Å, regardless of the potential selection. The weighted sum 
w1X1 + w2X2 of the considered silicon properties is also displayed.   

T2 X1 SW X2 w1X1+w2X2 IP T3s Published data 

Ec -4.63 -4.34 -4.55 -4.55 -4.63 -4.62 [65] 
c11 122 151 130 130 143 166 [65]        

c12 86 76 83 83 75 64 [65]        

c44 10 57 23 24 69 80 [65]       
1.91 [67] 

E<112> 1.84 3.20 2.22 2.22 2.20 2.56 [83] 
V 2.81 4.34 3.58 3.24 3.49 3.17-3.65 [84] 
I<110> 4.15 4.38 4.27 3.98 4.50 2.88-3.84 [84] 
IH 3.50 4.93 4.22 4.58 4.92 2.87-3.80 [84] 
IT 5.03 4.93 4.98 4.72 3.11 3.43-5.1 [84]  
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to Table 1). 
As far as generalized stacking fault energy (GSFE) calculations are 

concerned, these were carried out using the supercell of the Si-I phase 
(diamond cubic structure) with the orientation defined by the low-index 
crystallographic directions x[110], y[112], z[111], as depicted in 
Fig. 2a. The modelled Si-crystal was composed of 30 atomic layers 
stacked on top of each other along the z[111] direction, with approxi-
mately 6Å thick vacuum sheet on top of the outer surface of the 
modelled material. The upper part of the silicon crystal (15 atomic 
layers) was displaced from its original position to a distance of a/√6 (a 
stands for the Si-I lattice parameter). The process was accomplished 
along the y[112] direction in 200 consecutive steps. We optimized the x 
and z coordinates of the supercell after each step in such a way as to 
achieve its lowest potential energy. In this way, originally faultless sil-
icon crystal was converted into one containing an intrinsic stacking fault 
(ISF), and the GSFE energy was derived from the equation: E(b) = [E(b) - 
E0]/A, where E0 defines the total energy of the perfect supercell, E(b) 
stands for energy of the deformed supercell that involves the b 
displacement, and A is the glide plane area (details in Fig. 2b). 

The unstable stacking fault (USF) energy can be easily deduced from 
the GSFE curves (Fig. 2b), as their maxima provide the requested values, 
equalling 3.16, 1.81, 2.19 and 2.19 J/m2 for SW, T2, T3s and IP po-
tentials. It is worth noting that the result obtained with our IP potential 
approaches the estimation available in the literature (cf. 1.91 J/m2 [67], 
1.95 J/m2 [55], or 2.56 J/m2 [83]). Moreover, the ISF values - defined 
as the final point (number 200) in each GSFE-curve - are as follows: 0.4, 
0.8, 2.3 and 1.2 mJ/m2 for SW, T2, T3s and IP, respectively. A com-
parison of the above with the value of 2 mJ/m2, obtained using the GAP 
potential (Gaussian approximation potential framework [55]), leads 
inevitably to the conclusion that the T3s and IP models reproduce the 
USF energy more accurately than the SW and T2 approaches. It should 
be emphasized that we found the level of USF activation barrier of the 
<112>{111} slip in Si (Fig. 2b) to be a very useful characteristic serving 
as criterion for selecting the interatomic potential capable to model 
dislocation processes. 

In summary, an initial examination of the IP model, alongside the T2, 
SW and T3s potentials suggests that our approach - although deceptively 
straightforward - shows considerable promise in capturing the structural 
changes occurring under complex stress. At the same time, it has to be 
admitted that the screened Tersoff T3s potential tends to provide a more 
accurate reflection of the elastic properties of Si than the IP model of our 
design. 

2.3. MD-simulation of indentation in Si 

The initial testing of the integrated IP potential was followed by 3- 
way MD-simulations of the spherical nanoindentation of the Si crystal 
in order to find out which of the employed potentials - IP, T2 or T3s - best 
reflected the structural changes known to occur under experimental 
conditions [20,22,40–46,48,73]. Excluded from the simulations was the 
SW potential, which does not capture pressure-induced transitions to 
crystalline phases of silicon [73]. 

MD simulations were performed with the LAMMPS simulation code 
for a silicon cluster (30.7 nm × 30.7 nm × 27.2 nm, 1328142 atoms) 
whose (001) surface was deformed under contact with a rigid, spherical 
diamond tip (radius of R = 16.3 nm). The coordination axes (X, Y, Z) 
were aligned along the [110], [-110] and [001] Si crystal directions 
respectively. Furthermore, the standard velocity-Verlet time integration 
scheme, with a time-step of 2 fs, was used throughout, while the Nose- 
Hoover thermostat was employed to control the system. Prior to 
running nanoindentation simulations, the system was relaxed to a 
thermal equilibrium at a target temperature of 300 K. Interactions be-
tween the diamond indenter tip and silicon crystal were modelled using 
the repulsive term of the Buckingham potential (the cut-off radius of 4 
Å). MD-simulated nanoindentation of the Si crystal was accomplished by 
a sequence of tip displacements, with an increment of 0.5 Å every 15 ps, 
thus securing a quasi-static crystal deformation. 

The defected structure generated in the deformed Si crystal was 
examined in detail using tools (modifiers) incorporated into the OVITO 
software [86,87]. In order to obtain a clear presentation of the structural 
changes in the Si crystal caused by nanoindentation, atoms belonging to 
the diamond structure have been disregarded. The applied procedure 
(Identify diamond structure modifier) leaves only atoms whose 
arrangement corresponds to the non-diamond (high-pressure) phases of 
silicon. Basic crystallographic data of selected silicon polytypes are 
presented in the Table S1. Moreover, the atoms have been attributed by 
the values of the shear strain (Atomic strain modifier). The identification 
of dislocations and their Burger’s vectors was accomplished using the 
dislocation extraction algorithm (DXA modifier) [88]. 

We verified our findings in multiple ways, such as a visualization of 
the structural changes in nanoindented silicon, or by employing the 
bond-angle distribution (BADF) and radial distribution functions (RDF) 
to identify high-pressure silicon phases. The BADF was calculated by 
determining the bond angles in spheres with a radius 3 Å, centred on 
each Si atom. The range of bonding angles, 0◦-180◦, was divided into 
200 sections. Then the number of bond angles Ni (i = 1, ...,200) 
belonging to the specific i-th interval was calculated. As the groups of 

Fig. 2. Graphical demonstration of the applied GSFE method (a) and the simulation results (b). The upper part of the modelled Si-I supercell crystal was shifted in the 
direction indicated by the blue arrow (a) and transformed into Si-crystal with the ISF stacking fault. The results of GSFE simulations obtained with the Stillinger- 
Weber (SW), Tersoff (T2), screened Tersoff (T3s) and integrated (IP) atomic potentials appear in the form of energy-displacement curves (b). The SW and T2 
curves constitute the upper and lower limit (b) for the IP-curve, since the latter inherits the properties of its components, i.e., SW and T2 potentials. 
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particles selected for a structural analysis did not contain an equal 
number of atoms, we used normalized distribution Ni/N, where N stands 
for the number of atoms in a group under analysis. A similar procedure 
was used in the case of the RDF, with the interatomic distances inves-
tigated within the spherical volume of 5 Å radius. 

3. Results 

3.1. MD-simulations of indentation in Si with the Tersoff T2 potential 

Our MD-simulations with the Tersoff T2 potential revealed an 
elastic-plastic transition in the original Si-I (cubic diamond, dc-1) 
structure at the contact pressure of pc = 4.2 GPa and indentation 
depth of h = 13.5 Å (Figs. S1, S2a). The observed incipient plasticity is a 
phase transformation-governed phenomenon, similar to the one we have 
found in a nanodeformed GaAs crystal [50,51], and quite unlike the 
dislocation-governed incipient plasticity of the InP crystal [89]. Inter-
estingly, the Si-I→Si-II’ phase transition begins and continues directly 
under the loaded spherical indenter at a certain distance from the con-
tact surface. Si-II’ phase concerns the well-known Si-II structure, with 
slightly deviated structural parameters. Indeed, the atomic arrangement 
known as the Si-II was defined under standard, isotropic pressure, while 
the Si-II’ revealed by our modelling is obviously distorted, having been 
formed under high non-isotropic stress during the nanoindentation 
process. The ‘prime’ sign is used throughout the paper to refer to any 
phase formed under high pressure during indentation. 

The seed of the Si-II’ phase shows up exactly in the area of enhanced 
shear strain (Figs. 3 and S2). As indentation proceeds, the nucleus 

continues to grow until the well-defined columns of the Si-II’ phase 
formed, as illustrated in a 20 Å thin section across the region deformed 
under the contact pressure of pc = 7.4 GPa and the contact depth of h =
39 Å (Fig. 3a). The Si-II’ phase appears under the acting indenter in the 
form of vertical zones of different orientation, shown in Fig. 3a by 
successive numbers 1~6 (regions 1, 3 and 5 are rotated by approxi-
mately 10.5◦ in relation to sectors 2, 4 and 6). What we also find is that 
the tetragonal unit cell of the high-pressure Si-II’ phase (Fig. 3b) is a 
distorted (c/a ≈ 1) version of the well-known Si-II (β-Sn, c/a = 0.55) 
structure [90–92]. 

The structural difference between the Si-II’ and Si-I phases is made 
explicit by the bond angle (BADF) and radial (RDF) distribution func-
tions (Fig. 3c). The BADF analysis applied to Si-II’ in different vertical 
zones as well as to the initial Si-I phase reveals the distinct Si-I peak at 
109◦, which promptly splits into two (100◦ and 145◦) as indentation 
progresses. Furthermore, the RDF function confirms that the structure 
transformation did indeed take place. The sequence of characteristic 
peaks disclosed at the interatomic distance of 2.35, 3.84, and 4.50 Å, 
involves the Si-I structure, while the spectrum 2.35, 3.18, 3.58, 4.23, 
and 4.50 Å defines the Si-II’ phase. 

In summary, MD-simulations with the T2 potential succeed in 
modelling the transformation of Si-I to Si-II’ phase, which corresponds to 
the experimentally determined [92] Si-II. However, the T2 fails to 
capture any dislocation activity in silicon across the whole range of 
depth that we have considered. 

Fig. 3. Indentation-induced structure evolution of Si crystal modelled with the T2 potential. (a) The Si-II’ structure detected in a 20 Å thin section along the axis z of 
indenter symmetry, across the transformed zone. Columns of the Si-II’ structure, labelled 1-6, differ in orientation around their vertical axes by approx. 10.5◦, while 
the colour of the Si atoms signals the atomic shear strain level. (b) The tetragonal unit cell detected in the circled area (a) points to the Si-II’ structure. (c) BADF and 
RDF functions disclose characteristics of Si-I and phase, determined at h1 = 24 Å and h2 = 39 Å indentation depths, respectively. 
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3.2. MD-simulations of Si nanoindentation with the T3s potential 

The structure evolution of a Si crystal under a spherical diamond tip 
begins with slight changes in Si-I structure at the indentation depth of h 
= 14.5 Å and contact pressure pc = 12.6 GPa (Fig. S1). This initial 
transformation takes place at a distance of approx. 25 Å from the contact 
area, pointing to the dominant role of shear stress in the formation 
process. However, once the indentation depth reaches h = 20 Å, under 
the contact pressure of 15.9 GPa, the volume of a new high-pressure 
phase (dc-2, non-diamond) is sufficient to allow us its reliable identifi-
cation (Fig. 4a and 4b), which turns out to be a distorted version of the 
BCT-5 structure [90,93]. 

As a matter of fact, the lattice of the dc-2 phase structure is by no 
means unique, as it might also be described as a highly compressed 
tetragonal unit cell of the initial Si-I phase (Fig. 4b). The dc-2 tetragonal 

lattice has the c/a ratio approaching unity, in contrast to the ideal, 
strain-free crystal for which c/a = √2. A good illustration of our findings 
is provided by the BADF and RDF functions whose peak sequences, 
characteristic of the dc-2 phase, equal 102◦, 123◦ and 3.81, 4.0, 4.68 Å, 
respectively (Fig. 4c). The results are in contrast to those obtained using 
the T2 potential (Fig. 3c). 

Further consideration of our MD-simulated nanoindentation has 
brought us to the conclusion that the sequence of the phase trans-
formations is significantly affected by an increase of shear strain 
(Figs. 5a and S3). 

The partial disappearance of the largely unstable dc-2 phase (pc =

17.8 GPa, Fig. 5a) results in the formation of shear bands along the 
{111} planes followed by the development of Si-II and BCT-5 phases 
(Fig. 5a), whose characteristics broadly agree with earlier experiments 
and calculations [90–93]. The main difference between the unit cells of 

Fig. 4. Modelling with the T3s potential (atom colour specifies shear strain level). (a) High-pressure dc-2 phase positioned approx. 30 Å below the contact area. (b) Si 
structure rotated in such a way as to demonstrate the atom arrangement of the dc-2 phase area (marked here by a circle), which shows deviation from the BCT-5 
structure [73]. An alternative view of the structure points towards a highly compressed tetragonal Si-I (dc-1) phase. (c) BADF and RDF functions at the h = 20 Å 
indentation depth, reveal differences between dc-2 and Si-I phases. 
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the dc-2 (Fig. 4b) and BCT-5 (Fig. 5b) consists in the former possessing a 
larger base than the latter, with a characteristic distortion in its upper 
part. Contrary to common belief, the Si-II phase shows up within the 
shear bands oriented along the {111} planes (Figs. 5a and S3) rather 
than in the material adjacent to the contact area [22,44]. 

Our visualization of the evolution of a strained atomic Si structure 
accomplished with the DXA-dislocation extraction algorithm [86] has 
enabled us to examine closely dislocation activity, which always ac-
companies nanoindentation in Si and has been reported widely on the 
basis of TEM (Transition Electron Microscopy) cross-section observa-
tions [17,20,22,43–46]. It is an advantage of the T3s potential to be able 
capture dislocation processes in tandem with phase transformations 
[70–72]. However, the DXA analysis has revealed but a few dislocations 
on the {111} planes (the Burger’s vector 1/2<110>) which develop 
parallel to the (001) surface (Fig. 6). Furthermore, we have found no 
“downward defects”, i.e., moving in the direction opposite to the sur-
face, despite numerous TEM reports of their existence [22,44,48]. 

All in all, while the results of our MD-simulations with the T3s po-
tential agree with those obtained with the EAs and T3 potential [71,90, 
91], we have found that using the T3s approach in Si nanodeformation is 
not without its drawbacks. These concern primarily the contact pressure 
necessary to initiate the Si-I→Si-II transformation (~18 GPa), which is 

much overestimated compared to the ~11 GPa level measured in anvil 
cell experiments [94], or ~9.9 GPa derived from nanoindentation tests 
[48]. In addition, the Raman spectroscopy investigations undermine the 
possibility of the BCT-5 phase nucleation taking place at all during Si 
nanoindentation. Indeed, recent research [41,42] points to the existence 
of a distorted diamond cubic structure (dc-2) instead of the BCT-5, in 
contrast to the results of simulations with the T3s potential (Fig. 5). 

To conclude, a visualization of nanodeformed Si crystal shows that 
nanoindentation induced changes modelled with the T3s screened po-
tential are initiated by the Si-I→dc-2 transformation that precedes the 
formation of the Si-II and BCT-5 phases. The predicted dislocation 
structure is largely underdeveloped compared to microscopic observa-
tions [48]. 

3.3. MD-simulations with the integrated SW-T2 potential (IP) 

The irreversible deformation of Si crystals begins with the nucleation 
of a tiny dc-2 phase seed (at the depth h = 18 Å and pressure pc = 7.7 GPa 
- Fig. 7a, snapshot 1), analogously to the forecast made with the T3s 
potential (Fig. 5a - snapshot 1). In the same way, simulations with the IP, 
support the prediction that the nucleation of the dc-2 phase occurs in the 
volume, where the shear strain is increased. 

Fig. 5. Indentation-induced phase 
transformations in Si crystal modelled 
with the T3s potential. The selected 
indentation stages (snapshots 1~4), 
show shear strain development and the 
resulting evolution of the high-pressure 
dc-2, Si-II and BCT-5 phases (a). A 
particular atom colour signals either 
shear strain level or the Si-II (red) and 
BCT-5 (yellow) phases. The {111} shear 
bands are formed in the late stages of 
indentation (snapshot 4). BCT-5 and Si- 
II phases (snapshot 4) are shown in 
focus as unit cells (b).   
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As the indentation process unfolds, the detected high-stress structure 
grows, reaching a stage (h = 26 Å, pc = 9.2 GPa) when it undergoes the 
dc-2→Si-II’ transition (Fig. 7a - snapshot 2). The resulting Si-II’ expands 

further, forming a specific, compact seed of considerable volume adja-
cent to the contact area, in direct confirmation of the TEM observations 
by Wong et al. [22,43,44]. This very form of the new phase, with its 

Fig. 6. Evolution of dislocation structure in 
nanoindentation deformed Si crystal modelled 
with the T3s potential. The sequence of 
structure-snapshots (from 1 to 4) taken for 
respective indentation depths of h = 25, 30, 35 
and 39 Å provide the DXA based visualization 
of dislocation structure and its development. 
The linear defects (the Burger`s vector dis-
played in the figure) are generated in the {111} 
planes, parallel to the crystal surface and 
outside of the regions occupied by high- 
pressure Si phases.   

Fig. 7. Indentation-induced phase transformations of Si crystal modelled with the IP potential. (a) Structure evolution during consecutive indentation stages: h = 18, 
26, 36 and 40 Å. The atoms of the original Si-I phase are not displayed. The 20 Å thin sections of the transformed zone show the dc-2 phase (snapshot 1), the Si-II’ 
phase (snapshots 2 and 3), and illustrate the formation of the Si-XII’ phase (snapshots 3 and 4), either directly under or in the vicinity of the Si-II’ volume. (b) BADF 
and RDF functions for conditions in snapshots 1-4 excluding the Si-XII’ structure. (c) The atomic arrangement in the detected dc-2 phase. The BCT-5-like and Si-I-like 
unit cells demonstrate alternative views of the dc-2 structure. (d) The c/a parameter determined for the Si-II’ unit cell in the marked area [a white circle in panel (a)] 
achieves its lowest value of approx. 0.7. 
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cohesion and particular location, points towards effectiveness of the IP 
potential (compare: Figs. 5a and 7a, S3 and S4). Furthermore, as 
straining increases, part of the material with the Si-I structure, trans-
forms into another crystalline structure, namely Si-XII’ (Fig. 7a, snap-
shots 3-4). This process takes place directly beneath, and outside, of the 
formed Si-II’. 

The BADF and RDF analysis (Fig. 7b) of the atom arrangements, 
displayed in the consecutive snapshots (Fig. 7a), corroborates the 
sequence of crystal structure transformations that we have presented. 
Moreover, there is a perceivable resemblance between the BADF and 
RDF atomic distributions (excluding the Si-XII’ phase) derived with our 
IP potential for the Si-II’ structure (Fig. 7b) and those obtained by means 
of the T2 potential (Fig. 3c). The same applies to the dc-2 phase, which 
the IP computer experiments have revealed in a similar way as has the 
T3s potential (compare Figs. 7b and 4c). This allows us to conclude that 
the integrated IP approach - by combining the strengths of both the T2 or 
SW potentials – provides a valuable and precise means of predicting 
silicon structure during nanoscale deformation. 

In order to gain a detailed picture of the results obtained with the IP 
potential, we have scrutinized the atomic arrangements of the dc-2 and 
Si-II’ phases (Fig. 7c and 7d), which reflect alternative ways of 
describing the dc-2 phase. We found the tetragonal parameter of the Si- 
II’ phase achieving its lowest value at c/a ≈ 0.7. Moreover, the Si-II’ 
structure displays a higher value of c/a ratio in the proximity of the 
contact surface (approx. ~0.88 refer to Fig. S4). The formation of Si-XII’ 
phase predicted by our MD-simulations with the integrated IP potential 
(refer to Fig. 7a - snapshot 3 and 4) requires a separate elaboration. The 
nucleation of this specific structure occurs at a late stage of 

nanoindentation in four distinct zones which our visualisation of the 
deformed atomistic arrangement reveals (Fig. 8a). 

In order to obtain a clear image of the detected Si-XII’ structure, we 
have examined three mutually orthogonal projections of the lattice 
(Fig. 8a), whose uniqueness is confirmed by the BADF and RDF functions 
(Fig. 8b). The characteristic BADF peaks of the Si-XII’ phase is located at 
94◦, 109◦ and 132◦, while those of RDF are positioned at 3.4, 3.9, 4.3 
and 4.9 Å. Both RDF and BADF data are thus consistent with the theo-
retical spectra for the Si-XII phase (Fig. 8b and Table S1). In particular, 
the peak in the BADF-spectrum for a bond angle of 132◦ (Fig. 8b), which 
we regard as a characteristic of the Si-XII’, corresponds to the one at 
137◦ standard for a perfect Si-XII structure [95]. 

We investigated in greater detail the local atomic arrangement of 
both the Si-XII’ (Fig. 8c) and Si-XII (Fig. 8d) structures. The atoms 
highlighted by white circles (Fig. 8c, d) show up closer to the surface, 
whereas the remaining ones are deeper in; those labelled 1 and 2 are 
placed in the centre of the volume of the unit cell. The interatomic 
distance and bond angles calculated for both the Si-XII’ and Si-XII 
structures are listed in Fig. 8. The main difference between the dis-
cussed arrangements resides in the positioning of the atoms labelled 1, 6, 
7, 8 (Fig. 8). A perceptible symmetry among the bond angles of the Si- 
XII’ phase is not displayed in the Si-XII phase. It may be presented as 
follows: θ2′1′6′ ≈ θ1′2′4′, θ2′1′7′ ≈ θ1′2′3′, and θ2′1′8′ ≈ θ1′2′5′. The highest 
bond angle of about 137◦ appears twice (θ1′2′3′, θ2′1′7′) within the Si-XII’ 
unit cell, in contrast to the atomic arrangement of the Si-XII phase, 
where the same angle appears only for the atoms 1,2 and 3. It is possible 
to arrive at the Si-XII atomic arrangement, using a single bond angle of 
137◦, provided the atoms labelled 6′,7′, 8′ are rotated around the axis 

Fig. 8. Modelling with the integrated IP potential: The details of Si-XII’ structure (a) The volume of the Si-XII’ phase consists of four separate parts. (b) Three 
orthogonal views of the Si-XII’ structure selected from the region marked with a white circle. (c) The results of the BADF and RDF analysis show the differences 
between the three high-pressure Si phases modelled by integrated potential. The BADF and RDF of Si-XII’ phase exhibit peaks cantered at distances near those 
expected for real Si-XII phase (brown lines, Table S1). The data displayed beneath the figures (a) and (b) expose differences in the atomic arrangement of the Si-XII’ 
and Si-XII phases. 
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passing through the atom 1′, located in the plane of the figure and 
perpendicular to the segment 1′2′. The yellow arrows in Fig. 8c mark 
positions of the atoms after such a rotation, thus exposing the Si-XII’ 
structure as a characteristically deformed Si-XII phase. A scenario of this 
kind is likely to occur in highly inhomogeneous stress induced under the 
acting indenter. 

An obvious advantage of the IP potential in MD-simulations lies in 
the prospect of modelling both phase transformations and dislocation 
processes simultaneously. Fig. 9 presents nucleation and a well- 
developed dislocation structure captured at the indentation depth of h 
= 43 Å (pc = 11.4 GPa) and h = 45 Å (pc = 11.5 GPa) together with high- 
pressure phases that exist at this stage of nanodeformation of an Si 
crystal. DXA analysis of the atomistic arrangement enables us to identify 
the dislocation lines in the {111} planes, and to define their Burger’s 
vectors as 1/2<110>. It is also worth noting that dislocations assume 
the correct orientation, namely, downwards into the crystal volume, 
which agrees with experimental observations [42,48,96]. Significantly, 
MD-simulations using our Integrated Potential did not produce dislo-
cations parallel to the indented surface, in contrast to outcomes using 
the T3s potential; MD-simulations using the T2 potential, on the other 
hand, failed entirely to mirror lattice defects activity. 

We also included the unloading process in our MD-simulations – 
something rarely undertaken in MD-modelling of the nanoindentation of 
silicon crystal. Starting with the Si structure under a maximum load (e. 
g., snapshot 4 in Fig. 7a), we simulated shift of the indenter tip vertically 
up, with a depth increment of Δh = 0.5 Å, leading to a gradual disap-
pearance of the high-pressure silicon crystalline phases. After complete 
unloading, the only dislocation net and volume of the amorphous Si 
phase remained in the vicinity of a residual indent (Fig. 10). The depth 
of the simulated residual impression equalled approximately hr = 7 Å, 

while the amorphous Si occupied an approximate V-shaped cross- 
section between 23 Å and 97 Å from the crystal surface. 

4. Discussion 

Our evidence consists of two complimentary parts: the first puts 
forward a method of constructing the integrated SW-T2 interatomic 
potential (IP); the second demonstrates that MD simulations of Si 
nanodeformation with the IP potential are able to mimic the response of 
Si more faithfully than other potentials in common use. In general, 
despite its simplicity the introduced procedure of selecting a universal 
and robust potential meets all the criteria stipulated by Harrison et al. 
[32] such as simplicity, accuracy, enhanced transferability and 
computational speed. Significantly, our integrated potential IP inherits 
the characteristics of its constituent parts: the elastic constants we ob-
tained for the Si-I structure (Table 1) follow the weighted sum of the 
ones derived by means of the SW and T2 potentials. By comparing our 
outcome with that of the T3s - presently the most advanced model for 
studying the mechanical behaviour of nanoscale strained Si crystal [65, 
71] – we demonstrate that the IP result represents a better match with 
the experimental reality. 

That the integrated SW-T2 potential preserves the characteristics of 
its constituent parts, becomes evident in MD simulations of the struc-
tural changes which occur in Si during spherical nanoindentation. The 
results of our calculations indicate that modelling with the IP allows the 
capture of the subtle interplay between phase transformation and the 
generation of linear defects, which the T2 and SW potentials can also 
model, each in its own right. However, the SW potential, while per-
forming well at modelling dislocation activity, fails to reflect the high- 
pressure crystalline phases of Si. Similarly, the T2 potential, which is 
only used to model the Si-I→Si-II’ phase transformation (Fig. 3). 

Whether plastic deformation of Si is initiated by defect generation or 
phase transformation has been a matter of controversy for decades [17, 
20,22,40–48,64,70–72,97,98]. For instance, Wong et al. [22,44] main-
tain that the irreversible deformation of an Si crystal is induced by 
spherical indentation (tip diameter of ~21.5 μm) is of “a stochastic 
kind”, and thus seems to be caused either by phase transition or the 
generation of dislocations. All the same, their work is worthy of atten-
tion, since it approaches the issue of incipient plasticity in nanoindented 
Si, in a methodical and persuasive manner. Accordingly, Wong et al. 
witnessed Si plasticity being steered by the transformation in a compact 

Fig. 9. Modelling with the integrated IP potential: visualization of a pattern of 
displacements, revealing nucleation and the development of dislocations. The 
dislocation lines are situated in the {111} planes with the Burger’s vectors 
1/2<110>. 

Fig. 10. MD-simulations with IP potential: The residual structure of the 
deformed Si crystal obtained after complete unloading. The detected features 
consist of a dislocation network (white lines) and amorphous phase volume (red 
atoms) located at distance of 23 Å from the residual impression. The disloca-
tions with Burger’s vector mainly 1/2<110> (white curves) begin and termi-
nate either in an amorphous phase, or crystal surface. 
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mass adjacent to the acting tip [22,44], which is also borne out by our 
simulations with the IP potential (Figs. 7a and 9). 

To be more precise, our MD-prediction envisages the formation of a 
single, relatively large volume of what we term the Si-II’ phase (Fig. 7a 
and 7d) directly under the acting spherical indenter. This is in contrast to 
the results obtained using T3s potential, which generates isolated areas 
of the Si-II structure (Figs. 5a and S3) distributed within shear bands. 
The generation of the Si-II’ structure modelled by means of the inte-
grated IP potential (Fig. 7a) is volumetric in character as opposed to 
local, such as the formation of the Si-II dispersed within V-shaped shear 
bands (Fig. S3). It is therefore reasonable to assume that the Si-I→Si-II 
transformation modelled by the T3s potential is governed predomi-
nantly by sheer stress, whereas that from the Si-I into Si-II’ (IP model) by 
hydrostatic one. 

In situ observations of the structural changes in a nanoindentation- 
deformed Si crystal have been performed by means of the Raman 
spectroscopy [40–42] and combined with a microscopic inspection and 
structural analysis of the material close to the residual indents [17,20, 
22,43–46]. Thus, Gerbig et al. [41] have been able to provide experi-
mental proof that the Si-I→Si-II transition detected during the loading 
cycle does not proceed in a direct but gradual manner, since it is 
accompanied by the formation of the dc-2 structure, which has been 
referred to as a “severely distorted Si-I phase”. The dc-2 had earlier been 
mistaken [40] for the BCT-5 based on MD-simulations with the 
non-screened Tersoff type potential [88,89]. 

The results of our calculations with the IP and T3s potentials point to 
the formation of the Si-II’ and Si-II, respectively. In each case, this is 
preceded by the initial transition from the Si-I to a high-pressure dc-2 
phase. The ambiguity contained in the description of the simulated dc-2 
phase (Figs. 3b and 7c) parallels that of the Raman spectra found by 
Gerbig et al. [40,41]. It is worth emphasising, however, that the BCT-5 
phase does not show up for late stages of indentation in simulations 
performed with IP potential (Fig. 7) as opposed to the T3s (Fig. 5). The 
result is supported by a recent Raman spectroscopy examination of 
nanoindentation-deformed Si crystals [41,42]. 

Our main point of reference with regard to the IP is the screened T3s 
potential, which to this day represents the most advanced approach to 
the complex nanodeformation of Si crystals, accounting both for dislo-
cation activity as well as stress-induced phase transformations [70–72]. 
Thus, both the T3s- (Fig. 6) and IP- (Fig. 9) driven MD-simulations reveal 
dislocation activity that contributes to the overall indentation defor-
mation, in addition to phase transformations. However, there are some 
crucial differences between the two. In the scenario obtained with the 
integrated potential, slip leads to the generation of large, extended 
linear defects on the {111} planes that develop outwardly of the Si 
volume occupied by high pressure Si-II’/Si-XII’ phases (Fig. 9). The 
situation looks different in the case of the T3s potential where slip, while 
also occurring along the {111} planes, generates limited dislocations in 
the direction parallel to the (001) surface of the deformed Si crystal 
(compare Figs. 6 and 9).  This remarkable difference is related to the 
energy consumption in a nanoindentation deformed Si crystal during its 
irreversible deformation. The total elastic energy Eel stored in a 
deformed crystal consists of a volumetric part Eel,h - associated with the 
hydrostatic stress, and Eel,s - related to the acting shear stress. The 
volumetric character of the Si-I→Si-II’ transformation deduced with the 
IP potential suggests that the process is mainly at the expense of Eel,h’s. 
Consequently, the remaining Eel,s part is used up for the generation of 
dislocations. By contrast, the shear stress-steered Si-I→Si-II trans-
formation, modelled with the T3s potential consumes the lion’s share of 
the Eel,s energy, resulting in its deficiency for the generation of a sizable 
dislocation network (compare our Fig. 6 and the experimental data 
displayed either as Figs. 2 and 3 in [48] or Fig. 4 in [96]). 

Another point worth noting is that the attributes of the integrated IP 
potential enabled the detection of the high-pressure Si-XII structure 
already in the late stages of the loading cycle (Figs. 7 and 8). The 
presence of this phase was not revealed by the previous reports on MD 

simulation of nanoscale indentation in silicon [68–73]. Remarkably, 
modelling with the IP potential reflects the Si-XII (r8) arrangement 
detected experimentally in the course of unloading, however [40,94]. 
We have been able to come across only one publication to locate the 
Si-XII structure in the loading stage, namely by Gerbig et al. [42], where 
it appears in the Raman spectrum taken at the load P = 50 mN (see 
Figs. 2 and 3 in [42]). 

The structure of the deformed section of the Si crystal, shown in 
Fig. 10, merits particular attention. It will be seen that modelling with 
the IP potential manages to capture both the amorphous phase as well as 
a fully-fledged dislocation-structure of silicon, thus confirming 
numerous experimental observations by means of TEM [48]. This 
demonstrates the IP`s exceptional ability to portray the structural 
changes that occur in silicon under inhomogeneous stress induced by 
nanoindentation. 

Successful detection of the development of Si-XII phase during 
nanoindentation loading of Si crystal constitutes one of the crucial ad-
vantages of the IP potential. The accomplishments in reflecting experi-
mentally observed - high-pressure Si phases, dislocations and phase 
transformation sequences, encourages future application of the IP-based 
simulations to uncovering the unknown processes activated in nanoscale 
deformed semiconductors. 

5. Conclusions 

In summary, we have managed to propose a reliable integrated 
interatomic IP potential of remarkable readiness, enabling modelling of 
the entire complex of phenomena that occur in nanoindentation- 
deformed Si crystals in conformity with the results of earlier experi-
ments. MD simulations with IP provide a realistic contact stress at the 
onset of a plastic deformation of silicon and correctly predict the 
essential role of a high-pressure dc-2 phase formation in all its crystal-
lographic complexity (as a highly-compressed Si-I structure or a dis-
torted BCT-5 phase). Moreover, an integrated potential makes it possible 
- again in accordance with earlier experiments - to reflect the subsequent 
stages of Si nanodeformation, i.e., a further transformation to the Si-II’ 
phase (c/a ≈ 0.66), the formation of an Si-XII’ structure as deformation 
proceeds and, finally, the activation of dislocation processes. The pre-
dicted formation of Si-XII demonstrates important advantage of our IP 
method as compared to previous MD-simulations utilizing other po-
tentials. The demonstrated ability to predict the observed phase trans-
formation sequences in Si and accompanied dislocation processes 
inspire future relevance of our IP method to uncovering unknown de-
velopments in nanoscale stressed semiconductors. Importantly, the IP 
method may increase the transferability of the existing potentials. In 
terms of efficiency, the method is both fast and sparing of computational 
resources, even in a comparison with machine-learning potentials. 
Furthermore, the IP method has been shown to apply to different 
physical phenomena, suggesting it might be an alternative for some of 
the available potentials. The IP method’s ready availability will satisfy 
the demand for a quick way to construct interatomic potentials and open 
up the vast library of the existing ones to new applications. Last but not 
least, we hope our results regarding silicon, in particular the precision 
and accuracy in forecasting stress-induced atomistic structure evolution, 
will prove relevant to nanomechanical studies of semiconductors more 
generally, and that the IP approach will deserve its place in the 
contemporary research toolbox of materials modelling. 
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