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In this study, we employed molecular dynamics simulations, both traditional and machine learned, to emulate spherical nanoindentation experiments of crystalline W matrices at different temperatures and loading rates using different approaches, such as EAM, EAM with Ziegler, Biersack, and Littmark corrections, modified EAM, analytic bond-order approach, and a recently developed machine-learned tabulated Gaussian approximation potential (tabGAP) framework for describing the W-W interaction and plastic deformation mechanisms. Results showed similarities between the recorded load-displacement curves and dislocation densities, for different interatomic potentials and crystal orientations at low and room temperature. However, we observe concrete differences in the early stages of elastic-to-plastic deformation transition, revealing different mechanisms for dislocation nucleation and dynamics during loading, especially at higher temperatures. This is attributed to the particular features of orientation dependence in crystal plasticity mechanisms and, characteristically, the stacking fault and dislocation glide energies information in the interatomic potentials, with tabGAP being the one with the most well-trained results compared to density functional theory calculations and experimental data.
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1. INTRODUCTION

Nanoindentation is a technique used to measure the mechanical properties of a potential candidate material at the nanoscale for applications at extreme operating conditions. It entails using a small, sharp tip into the sample surface to measure the force required to do so and the resulting displacement into the material [1–4]. A pop-in event that defines the elastic to plastic deformation transition is produced as the indenter tip starts to penetrate the surface; it is often used as a reference point for analyzing the mechanical behavior of a material, as it can provide insight into the internal structure of the sample, which gives the opportunity to explore the mechanisms of plastic deformation initiation responsible for modification of mechanical properties of the material [5]. In addition, nanoindentation-induced plastic patterning is a process that involves the creation of patterns or structures in a material at the nanoscale with a wide range of applications, including the fabrication of nanostructured surfaces with enhanced functionalities and the development of new materials with tailored mechanical properties [6]. Plastic patterning due to nanoindentation is highly affected by the applied load, surface orientation, temperature, and the properties of the material itself, which needs a fundamental understanding of the materials deformation at the plastic zone beneath the indented surface region [2].

Tungsten is a refractory BCC material that can mechanically sustain extreme operating conditions due to its high melting point, low sputtering yield, and low tritium inventory [7–11]. W is often used in the production of high-strength steel alloys, as well as in the manufacturing of tungsten carbide, which is a very hard and durable material used in cutting tools and wear-resistant products, besides being the main candidate to design a plasma facing component (PFM) for the next generation of fusion reactors [12–15] experiencing a harsh environment due to the hydrogen/deuterium ions irradiation from the fusion plasma that causes indentation size effects at a scale of 100 nm. Moreover, ISO:14577 provides guidelines for the use of spherical indentation techniques and defines W to have a high elastic modulus which makes it a reference material for indirectly calibrating nanomechanical test instruments [16]. Therefore, it is necessary to study the relationship between indentation load-displacement curves and the evolution of the surface plastic patterning formation in order to better understand the plastic deformation mechanism of W matrices and its alloys. Atomistic simulations based on molecular dynamics (MD) can provide information about plastic deformation mechanisms, although there are limitations in some cases. These simulations are now capable of saving financial and technological resources [1–3,16–22].

The goal of our work is to explore the advantages and limitations of several EAM-based interatomic potentials reported in the literature for describing plastic deformation of tungsten at the early stages of the nanoindentation test, where experimental observation is currently inaccessible. Our objective is to investigate the role of the most used interatomic potentials in nanoindentation test modeling, where the mechanisms of dislocation nucleation and evolution are modeled differently. Despite similarities in the stress-strain curves and dislocation densities that are commonly utilized to characterize the
mechanical properties of a material, this work aims to provide an atomistic insight into the nanoindentation-induced plasticity of crystalline tungsten matrices using different approaches to model defect nucleation, as well as dislocation loop formation. Finally, we present an analysis of screw and junction dislocations using a nudged elastic band method (NEB) to clarify the differences in dislocation dynamics and surface plastic patterning in the MD simulation due to the chosen interatomic potential.

II. COMPUTATIONAL METHODS

In general, the EAM approach is used as a first attempt to computationally model the physical processes of the nanomechanical response of crystalline metals under external load. In this approach, the energy of the \( i \)th atom is defined as

\[
E_i = \frac{1}{2} \sum_{j \in \mathcal{N}_i} V(r_{ij}) + F[\rho_i].
\]

(1)

Here \( \mathcal{N}_i \) represents the atoms within the cutoff range, \( V(r) \) is a pairwise potential, repulsive at short range, and \( F[\cdot] \) is the embedding function for an atom in a region of electron density, given by \( \rho_i = \sum_{j \in \mathcal{N}_i} \phi(r_{ij}). \)

According to the OpenKIM project [23], there are more than 15 interatomic potentials for tungsten based on EAM. The one developed by Marinica et al. [24] (referred to as EAM2 by the authors in this work and labeled as \( \text{EAM} \)) has been reported to provide relatively good approximations to experimental values such as lattice constant measurements, cohesive energies of tungsten in the BCC phase, and elastic constants. This EAM potential has been evaluated by comparing it with DFT results for surface energy, dislocation core energy, and Peierls energy barrier calculations. The results show that, in general, this potential is a good choice for dislocation-involved simulations of tungsten, being commonly used to investigate dislocation nucleation in tungsten [25]. In addition, this potential has been used to develop potentials for tungsten with other metals, hydrogen, and carbides. For example, Wang et al. [26] used \( \text{EAM} \) potentials to develop W-H potentials.

The defect nucleation during nanoindentation load is important to model due to the inclusion of open boundaries in the MD simulations. Thus we consider an EAM potential developed by Mason et al. [27] that introduces smoothly varying, physically motivated modifications to the Ackland-Thetford potential [28] and adding \( V_{ZBL}(r) \) the Ziegler, Biersack, and Littmark (ZBL) universal screening potential contribution to improve vacancy- and surface-related properties. This potential, labeled as \( \text{EAM/ZBL} \), was parametrized to improve the description of vacancy-type defects formation at different temperatures with very fast surface properties aiming to model surface plastic patterning in a better way than EAM.

The correct description of the interaction of W-W and the intrinsic BCC crystal geometry of W is needed during the nanoindentation-induced dislocation nucleation. Thus we include in our work simulations with the modified-EAM that consider angular dependent interactions, which enter via the electron density term. These potentials were developed by Hiremath et al. [29] (labeled as \( \text{MEAM} \)) to investigate mechanisms of fracture in W samples providing an atomic insight, which also yields surface and unstable twinning energies that are in slightly better agreement with DFT than EAM results. This can help to describe the formation of twins during early stages of nanoindentation load simulations. Here, the total potential energy of the system is given as

\[
E = \sum_i F_i(\rho_i) + \sum_{i,j \neq i} S_{ij} \phi_{ij}(r_{ij}),
\]

(2)

where \( F_i(\rho_i) \) represents the embedding energy associated with placing the \( i \) atom into the background electron density \( \rho_i \). The function \( \phi_{ij}(r_{ij}) \) is defined as the pair interaction contribution between \( i \) and \( j \) atoms, separated by the distance \( r_{ij} \), while \( S_{ij} \) is a screening function. The fitting process was done by using the open-source M-EAM parameter calibration (MPC) tool [30] to reproduce DFT data that serves as input data.

Another attempt to describe the W-W interaction in a material is the analytic bond-order potential (labeled as \( \text{ABOP} \) in this paper), which is a type of interatomic potential based on the concept of bond order measuring the strength of the chemical bond between atoms. It is constructed by fitting the potential energy of a system to a functional form that depends on the bond orders between atoms. In an analytic bond-order potential for W developed by Juslin et al. [31], the total energy is expressed as a sum over individual bond energies:

\[
E = \sum_{i \neq j} V_{ij}^R(r_{ij}) + b_{ij} V_{ij}^A(r_{ij}),
\]

(3)

where the pairlike repulsive, \( V^R \), and attractive, \( V^A \), terms are defined by Morse-type pair potentials and the bond-order parameter \( b_{ij} \) contains information of three-body contributions and angularity [32]. \( \text{ABOP} \) has several advantages over other EAM-based interatomic potentials capturing the effects of changes in bond order on the behavior of materials. Moreover, this bond-order potential includes second-neighbor interactions for pure tungsten samples and accurately captures the contributions of metallic W-W bonds. As discussed by the authors, the W potential provides a good description of the coordination dependence of structural parameters, cohesive energies, and surface properties, which are all important for nanoindentation modeling.

Nanoindentation simulations require detailed information of the material’s surface due to open boundaries involved in the modeling. For this reason, we include the tabulated Gaussian approximation potential (tabGAP) in this work, which is a GAP machine-learning potential with enough surface information in the training data set being developed by Byggmästar et al. [33]. It has been trained with only simple low-dimensional descriptors (two-body, three-body, and an EAM-like density). The low dimensionality of the descriptors allows for creating faster tabulated versions, where the machine-learning energy contributions are mapped onto grids [34–36]. The total energy is then evaluated efficiently using
TABLE I. Value of elastic constants, shear modulus G, Poisson ratio ν, elastic modulus E (GPa), cohesive energy $E_{\text{coh}}$ (eV/atom), and Burgers vector magnitude $|\mathbf{b}| = a_0 \sqrt{3}/2$ ($a_0$ is the lattice constant) of tungsten. The last column is experimental values of $C_{ij}$ [40] and $G$, $\nu$, and $E$ values [41].

<table>
<thead>
<tr>
<th>Variable</th>
<th>EAM</th>
<th>EAM/ZBL</th>
<th>MEAM</th>
<th>ABOP</th>
<th>tabGAP</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>523</td>
<td>511</td>
<td>527</td>
<td>541</td>
<td>524</td>
<td>501</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>203</td>
<td>201</td>
<td>194</td>
<td>191</td>
<td>200</td>
<td>198</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>160</td>
<td>161</td>
<td>177</td>
<td>162</td>
<td>148</td>
<td>151</td>
</tr>
<tr>
<td>$G$</td>
<td>160</td>
<td>161</td>
<td>177</td>
<td>162</td>
<td>135</td>
<td>130–160</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.28</td>
<td>0.27</td>
<td>0.27</td>
<td>0.26</td>
<td>0.28</td>
<td>0.27–0.29</td>
</tr>
<tr>
<td>$E$</td>
<td>409</td>
<td>431</td>
<td>423</td>
<td>442</td>
<td>449</td>
<td>340–405</td>
</tr>
<tr>
<td>$E_{\text{coh}}$</td>
<td>−8.899</td>
<td>−8.9</td>
<td>−8.65</td>
<td>−8.89</td>
<td>−8.39</td>
<td>−8.9</td>
</tr>
<tr>
<td>$</td>
<td>\mathbf{b}</td>
<td>$</td>
<td>2.72</td>
<td>2.75</td>
<td>2.74</td>
<td>2.74</td>
</tr>
</tbody>
</table>

Table cubic splines as

$$E_{\text{tot}} = \sum_{i<j}^N S_{ij}^{1D}(r_{ij}) + \sum_{i<j<k}^N S_{ijk}^{3D}(r_{ijk}, r_{ik}, \cos \theta_{ijk}) + \sum_i^N S_{i}^{1D}(\sum_j^N S_{ij}^{3D}(r_{ij})).$$

(4)

Here, $S_{ij}^{1D}(r_{ij})$ represents a one-dimensional cubic spline for the two-body contribution, $S_{ijk}^{3D}$ is the three-dimensional spline for the three-body contribution, and the final term is the embedding energy contribution similar to the EAM potentials. Despite the simplicity compared to other machine-learning potentials, the tabGAP achieves meV/atom accuracy for tungsten-based high-entropy alloys and compares well with DFT for various elastic, defect, and melting properties [33,36] that can be applied to model defect production at high temperatures [37].

To perform our simulations, we use the large-scale atomic/molecular massively parallel simulator (LAMMPS) software [38], which allows us to study the behavior of materials under a wide range of conditions. One of our goals is to accurately model plastic deformation, which is a crucial aspect of how materials respond to external loads. Thus we start by calculating the elastic constants $C_{ij}$ and other properties of tungsten using different interatomic potentials that are presented in Table I noticing similar results in most respects and a good agreement with DFT calculations with $C_{11} = 520.35$ GPa, $C_{12} = 199.88$ GPa, and $C_{44} = 142.42$ GPa [39]. This information will help us understand how the interatomic potentials affect the mechanical behavior of the material and how they can be used to predict the response of tungsten to external loads. By studying these properties in detail, we hope to gain a deeper understanding of the underlying mechanisms of plasticity in tungsten.

Nanoindentation modeling

We first defined the initial W sample based on its crystal orientation, as shown in Table II. The FIRE (fast inertial relaxation engine) 2.0 protocol [42] is then used to optimize the energy of the sample and find the lowest energy structure. After that, we conducted an equilibrium process for 100 ps using a Langevin thermostat at 77 and 300 K with a time constant of 100 fs [21]. This process continued until the system reached a homogeneous temperature and pressure profile with a density of 19.35 g/cm$^3$, which is in good agreement with the experimental value of 19.35 g/cm$^3$ [41]. In the first stage, the W samples are divided into three sections in the z-direction to set up boundary conditions along its depth, $d_z$: (1) a frozen section with a width of approximately 0.02 × $d_z$, which was used for stability of the numerical cell, (2) a thermostatic section at approximately 0.08 × $d_z$ above the frozen section, which was used to dissipate the heat generated during nanoindentation, and (3) a dynamical atoms section, where the interaction with the indenter tip modifies the surface structure of the samples. In addition, a 5 nm vacuum section was included at the top of the sample as an open boundary [3].

The indenter tip is considered as a nonatomic repulsive imaginary (RI) rigid sphere with a force potential defined as $F(t) = K[\tilde{r}(t) - R]^2$, where $K = 236$ eV/Å$^2$ (37.8 GPa) is the force constant and $\tilde{r}(t)$ is the position of the center of the tip as a function of time, with radius $R = 6$ nm. We apply MD simulations using an $NVE$ statistical thermodynamic ensemble and the velocity Verlet algorithm to emulate an experimental nanoindentation test. Periodic boundary conditions are set on the $x$ and $y$ axes to simulate an infinite surface, while the $z$ orientation contains a fixed bottom boundary and a free top boundary in all MD simulations [21]. Here, $\tilde{r}(t) = x_0 \hat{x} + y_0 \hat{y} + (z_0 + v t)^2$, with $x_0$ and $y_0$ as the center of the surface sample on the $xy$ plane. The initial gap between the surface and the indenter tip, $z_0 = 0.5$ nm, moves with a speed of $v = 20$ m/s. The center of the indenter tip was randomly changed to 10 different positions to consider statistics in our results, resulting in a total of 150 MD simulations. Each process is performed for 125 ps with a time step of $\Delta t = 1$ fs. The maximum indentation depth is chosen to be 3.0 nm to avoid the influence of boundary layers in the dynamical atoms region. The load-displacement curve is then obtained by plotting the force on the indenter tip as a function of its displacement relative to the surface, as the indenter is driven into the material over time.

TABLE II. Size of the numerical samples used to perform MD simulations. Sample size ($d_x$, $d_y$, $d_z$) in units of nm.

<table>
<thead>
<tr>
<th>Orientation</th>
<th>[001]</th>
<th>[011]</th>
<th>[111]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_x$</td>
<td>37.92</td>
<td>34.76</td>
<td>33.52</td>
</tr>
<tr>
<td>$d_y$</td>
<td>41.08</td>
<td>37.99</td>
<td>33.52</td>
</tr>
<tr>
<td>$d_z$</td>
<td>31.60</td>
<td>36.65</td>
<td>46.52</td>
</tr>
<tr>
<td>Atoms</td>
<td>120 000</td>
<td>3 066 800</td>
<td>3 442 500</td>
</tr>
<tr>
<td>$x$ axis</td>
<td>(100)</td>
<td>(100)</td>
<td>(100)</td>
</tr>
<tr>
<td>$y$ axis</td>
<td>(010)</td>
<td>(01T)</td>
<td>(12T)</td>
</tr>
<tr>
<td>$z$ axis</td>
<td>(001)</td>
<td>(011)</td>
<td>(111)</td>
</tr>
</tbody>
</table>

III. RESULTS

Figure 1 shows the recorded average load-displacement curves for nanoindentation loading of (001) W using the tabGAP framework at 77 and 300 K. Our results are in good
FIG. 1. Average nanoindentation load as a function of the displacement at 77 and 300 K as determined by the tabGAP framework. The color region represents the range of minimum and maximum load obtained from all MD simulations. Temperature has a significant impact on the plastic deformation mechanisms modeled by different approaches, as indicated by the Hertz fit curve that defines the critical load, $P_{\text{crit}}$. The results at 77 K are scaled by a factor of 0.6 for visualization.

 qualitatively agree with the experimental data reported by Beake et al. [16,17]. These findings demonstrate the potential of the tabGAP framework in accurately reproducing results in the field of nanoindentation research. The average load is computed as $P_{\text{av}} = 1/N \sum P_i$ with $P_i$ as the load obtained from each MD simulation with random positions for the center of the indenter tip on the W surface. In our results, we include the maximum and minimum load as a function of indentation displacement from all MD simulations, represented by a colored region to show the statistical analysis in our work. The elastic nanocontact during loading process is characterized by a Hertz fitting curve based on the sphere-flat surface contact and expressed as

$$P_H = \frac{4}{3} E_{\text{eff}} R^{1/2} h^{3/2},$$

where $R$ is the indenter radius, $h$ is the indenter displacement, and $E_{\text{eff}}$ is the effective elastic modulus, where the tabGAP result of 400 GPa agrees well with experimental data [16]. The elastic-plastic deformation transition can be identified during the loading process by the pop-in event with a critical load, $P_{\text{crit}}$, which is well modeled by all the approaches and can be correlated to experimental results to study stress distributions under the tip. As shown in Fig. 1, the elastic part of the loading process is sensitive to the surface morphology and sample temperature. Results at 300 K show considerable fluctuations around the pop-in point, while these fluctuations disappear when the temperature decreases to 77 K, resulting in more stable data.

In Fig. 2, we report results for the average load of [001] W as a function of the indenter displacement by using different interatomic potentials.

As the indenter tip makes contact with the surface, the force on the indenter increases until the material begins to deform plastically. All approaches report a similar value for the indentation displacement point at 0.9 ± 0.1 showing the elastic to plastic transition, while the critical pop-in load is maximum for EAM and minimum for MEAM, noting the importance of surface information in the approach due to contact responses of the W matrix, regardless of the surface temperature. The effective Young’s modulus at 300 K is 420 GPa for EAM and EAM/ZBL, 400 GPa for ABOP and tabGAP, and 355 GPa for MEAM, which is in the experimental range of 350–405 GPa [41]. At 77 K temperature, all the MD simulations resulted in an elastic modulus of 395 ± 5 GPa. This can be attributed to the interaction between the nonatomic RI sphere of the indenter tip, which has a hard sphere, and the W atoms in the top layers of the material, which exhibit only small thermal vibrations. As a result, the elastic behavior modeled by all the methods is similar.

Temperature effects are observed during the elastic part where the interatomic potentials are required to have surface information like surface energy due to the open boundary and plastic deformation initiation by the penetration of the indenter tip in the material. The effect of the crystal orientation is presented in the Supplemental Material (SM) [43], where a sequence is found by every approach used following the characteristic maximum pop-in load for [001] orientation and the minimum one for [111] orientation for BCC metals [2,21,44].

Figure 3 reports the mean contact pressure $p_c$ of [001] W to Young’s modulus $E_{\text{klm}}$, ratio calculated as a linear elastic
It is well established that plastic deformation in a material does not initiate at the surface, but rather at some atomic layers’ depth below it. This depth is known as the yield point or yield depth at which the material begins to nucleate defects and further dislocations under the applied load or stress [5], within the closest plastic region along the vertical $z$ axis underneath the spherical indenter tip expressed as

$$
\sigma_{zz} = -\left( \frac{3F}{2\pi a(h)\nu} \right) \left[ (1 - \frac{z}{a(h)}) \arctan \left( \frac{a(h)}{z} \right) \right] (1 + \nu)
$$

as an attempt to determine the strength and stability of the W matrix under load. The stress applied in the direction parallel to the indenter surface is then expressed as

$$
\sigma_{xx} = \sigma_{yy} = -\left( \frac{3F}{2\pi a(h)\nu} \right) \left( 1 + \frac{z^2}{a(h)^2} \right),
$$

where $x$, $y$, and $z$ are the coordinates in the Cartesian system, $\nu$ is the Poisson’s ratio, and $F$ is the nanoindentation load. This defines the maximum shear stress as $\tau_{\text{Max}} = (\sigma_{zz} - \sigma_{xx})/2$ that the material can withstand before it begins to undergo plastic deformation as reported in Fig. 4, being normalized by the applied pressure (equal to the force $F$ divided by the contact area). The normalized depth is the distance from the surface of the material to the point at which the contact mechanics formulation [5,20]:

$$
\frac{p}{E_{\text{klm}}} = \frac{2\pi}{3E_{\text{klm}}} \left[ \frac{24E_{\text{klm}}R_x(1 - \nu^2)}{1} \right]^{1/3}
$$

as a function of the normalized contact radius, $a/R$, between the sample and the tip with the geometrical relationship $a(h) = \left[ 3PR(1 - \nu^2)/8E_{\text{klm}} \right]^{1/3}$, which is related to the inner radius of the plastic region where the defects nucleate. The results seem to follow the universal linear relationship as [20] $0.844/(1 - \nu^2)a/R_i$, regardless of the employed interatomic potential.

In Fig. 3, the recorded load curves can be affected by both the spatial arrangement of the surface atoms and the thermally induced atomic vibrations [2]. Thus temperature effects are observed in the elastic part by fluctuations of the mean contact as a response of the interaction of the indenter tip with the W atom at the top layer of the surface sample. Due to the size of the indenter tip, the transitional regime is defined between 0.12 and 0.15 $a/R$, while the steady state of the loading process is reached at bigger values at both temperatures. The value $p/E_{001} = 0.09 \pm 0.012$ at the steady state is similar to the one reported for (001) Ta and other BCC metals by Varilla et al. [20], showing a good agreement between the approaches for calculations of material’s hardness.
maximum shear stress occurs, normalized by the radius of the indenter that is used to apply the shear forces. Our MD results showed that the point at which plastic deformation begins is at a normalized depth of $z/a = 0.5$ for both temperatures considered. We also observed that the choice of interatomic potential can have an impact on the modeling of the contact between the indenter tip and the surface of the material. Specifically, our findings indicate that the tabGAP method offers a more precise depiction of the interaction between the indenter tip and the surface, exhibiting a smooth increase of the shear stress within the range of $0$–$0.2 z/a$. In contrast, other methods are not able to capture this information.

A. Dislocation nucleation

In general, dislocation glide occurs in the closest-packed (111) directions for BCC metals with Burgers vector $b = 1/2(111)$ and slip planes belong to the $\{110\}$ and $\{112\}$. To analyze the atomic structure during the nanoindentation test which provides information about the mechanisms of dislocation nucleation and evolution [45], we use OVITO [46] with the DXA package [47] to identify dislocations into several dislocation types according to their Burgers vectors as $1/2(111)$, (100), and (110) dislocation types with their corresponding dislocation density, $\rho$, defined as

$$\rho = \frac{l_{\text{lim}}}{V_D},$$

where $l_{\text{lim}}$ is the dislocation length of each type, by using a hemispherical radius of the plastic zone of $r_{pz} = a_{pz}(r^2 - (r - h)^2)^{1/2}$ with $a_{pz} = 1.9$ and the total volume equal to the hemispherical volume excluding the volume displaced by the indenter tip as $V_D = (2\pi r_{pz}^2/3) - [\pi h^2(r - h)/3]$, with $r$ as the indenter radius and $h$ the indentation depth, excluding pileup or sink in effects in this model [48].

Figure 5 shows dislocation densities as a function of normalized indentation depth during loading process at a temperature of 300 K in (a)–(c) and 77 K in (d)–(f), showing the differences of the description of W-W interaction by the MD potentials.

FIG. 5. Average total, $1/2(111)$, and (100) type dislocation density as a function of the normalized indentation depth during loading process at a temperature of 300 K in (a)–(c) and 77 K in (d)–(f), showing the differences of the description of W-W interaction by the MD potentials.
stable lattice positions of the W atoms during the loading process, which leads to the more efficient nucleation of prismatic loops [see Figs. 7(c) and 7(d)]. As the indenter tip goes deeper into the sample, the shear loops expand through the advancement of edge dislocations, while the screw dislocations can undergo limited cross slip, as seen in the simulations using MEAM, ABOP, and tabGAP. This cross slip of the screw dislocations eventually leads to a pinch-off action, resulting in the formation of prismatic loops. It is worth noting that the edge dislocations cannot undergo cross slip. As plastic deformation proceeds during the loading process, the formed prismatic loop advances and the process of shear loop formation and cross slip repeats itself underneath the indenter tip. We noticed that, among the different potentials we used, tabGAP simulations provided the most accurate modeling of this mechanism, showing good qualitative agreement with the results that are expected to be observed in experiments [16,17].

It is well known that dislocation glide in BCC metals is mainly governed by the Peierls barrier, which measures the stress that needs to be applied in order to move a dislocation core to the next atomic valley in the glide plane. Moreover, the Peierls barrier is smaller for edge dislocations than for screw dislocations, where the BCC metal plasticity is dominated by the sluggish glide of screw dislocation segments, as shown by our MD simulations [49,50]. Thus the “lasso” mechanism is observed by all methods for (111) W, suggesting that the main dislocation nucleation mechanism remains analogous to other BCC metals [20,21], with a difference on the number loops nucleated by each approach. In Table III we present the number of prismatic loops nucleated at the maximum indentation depth, quantified for all the potentials we tested at different temperatures. We noticed that ABOP and tabGAP are capable to model the nucleation of dislocation loops on the expected (111) and (112) slip directions. The visualization of the dislocation dynamics during the nanoindentation test for both the (011) and (111) orientations can be found in the Supplemental Material [43].

B. Nanoindentation-induced plastic patterning

The formation of slip traces at the surface is an important aspect of the crystal plasticity process that occurs during a nanoindentation test, as these traces provide evidence of the underlying dislocation glide processes occurring in the subsurface. As shown in Fig. 8, the four (111) slip directions that occur at 300 K temperature lead to the formation of surface pileups with fourfold symmetry. This figure provides a visualization of this process at the maximum indentation depth by using different approaches. The figure includes a color palette that indicates the magnitude of the displacement, revealing that the pileups form around the indenter mark in the shape of a fourfolded rosette due to the (001) orientation of the W matrix, as expected for BCC metals on a (001) orientation. This has been reported experimentally for tungsten by Argus images reported by Yu et al. [51], where the surface morphology shows fourfold slip traces on the (011) and (110) planes. Moreover, large-scale MD simulations for α-Fe [2] have also demonstrated similar pileups resulting from the slip directions.

In Fig. 9, we present the results of von Mises strain atomic mapping at the maximum indentation depth, as obtained from OVITO and reported in our previous work [21]. The sample
TABLE III. Average number of dislocation loops nucleated at the maximum indentation depth for W by different potentials. Results for temperatures of 300 K and 77 K.

<table>
<thead>
<tr>
<th>Potentials</th>
<th>(001) 300 K</th>
<th>(001) 77 K</th>
<th>(011) 300 K</th>
<th>(011) 77 K</th>
<th>(111) 300 K</th>
<th>(111) 77 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAM</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>EAM/ZBL</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>MEAM</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>ABOP</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>tabGAP</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>8</td>
</tr>
</tbody>
</table>

was slid on the (011) plane, revealing that the maximum strain follows the ⟨111⟩ slip directions, due to the BCC crystal geometry of the W samples. This highlights the importance of accurate modeling for simulations involving open boundaries. From our MD simulations, the formation of indentation plastic imprints is a process associated to the onset of plastic bursts during mechanical loading that is modeled in a similar manner by tabGAP, ABOP, and the modified EAM potential, where our results are in good agreement with experimental electron microscopy images [17,19,51]. Results for both (011) and (111) orientations can be found in the Supplemental Material [43]. In addition, the dynamics of twin nucleation and twin annihilation during the loading process is a key aspect of the plastic deformation of the W material that needs to be observed in the experimental nanoindentation test. Twin nucleation refers to the process by which a twinned region forms within the W lattice, while twin annihilation refers to the process by which twinned regions transform into dislocations or a dislocation network beneath the indenter tip, as reported experimentally by Wang et al. [52] in compression experiments. These processes are generally influenced by the surface energy of the sample, which is a measure of the energy required to create or modify the surface of the material by external load. In our simulations, we utilized the BDA method [55] to identify material defects as twin planes {112} as described in the Appendix A. Although some W atoms were identified as twins in all the simulations, consistent with the literature [44], they can be likely misidentified as screw dislocations. Only in the tabGAP simulations were several W atoms observed in the near vicinity of the indenter tip, which exhibited twin-like defects upon structural analysis and visual examination [see Fig. 8(f)].

There are several machine-learning-based interatomic potentials for W reported in the literature, such as GAP [54] and spectral neighbor analysis potential (SNAP) [55]. However, nanoindentation simulations require simulation cells with

FIG. 8. Visualization of the formation of pileups and slip traces for the indented [001] W sample at the maximum depth (3 nm). The surface morphology for ABOP and tabGAP show fourfold slip traces on the (110) and (110) planes in good agreement with experimental findings [51].

FIG. 9. Visualization of the von Mises strain mapping for the indented [001] W sample at the maximum depth, at room temperature. The W matrix is slid on the (011) plane for better visualization. BCC {112} twin boundaries are identified in our simulations as depicted in (f) by BDA method and are marked by white circles for the tabGAP simulations.
millions of atoms and open boundaries. A single MD simulation using GAP and SNAP potentials would require a wall time of 10–20 days with high computational resource demands, as we tested for our simulation cells. In our work, we are focused on modeling nanoindentation with interatomic potentials that offer the possibility of a good description of the plastic deformation of W matrices with modest computer resources and wall times on the scale of hours. Therefore, we used a Linux cluster with 120 Intel(R) Xeon(R) CPU E5-2680 v2 processors at 2.80 GHz, with wall time of 82 min for the EAM potential, 63 min for the EAM/ZBL potential, 780 min for the MEAM potential, 960 min for the ABOP potential, and 1658 min for the tabGAP potential that seems to model several defect nucleation and evolution mechanisms.

C. Nanoindentation load rate

We have shown that tabGAP simulations provide a reliable description of the mechanism of plastic deformation of W during the loading process. Thus we decided to decrease the load rate to 10 m/s and 5 m/s to give W samples more time to dissipate the energy and yield more ductile behavior. This will give us the opportunity to better understand the nanocontact between the indenter tip and the surface and, consequently, the initiation of plastic deformation, which is of importance in experiments [56]. In Fig. 10, we present the results of the evolution of the average contact pressure, \( p \), normalized to the Young’s modulus, at different load rates. Sample temperature is 300 K in (a) and 77 K in (b). It is observed that when indentation goes beyond linear elasticity, the W matrix responds with sudden, first pop-in events characterized by different magnitudes of the load drop, \( \Delta p \). The load drops mark the early inception of defects and are more pronounced as the load rate decreases, regardless of the sample temperature. We argue that the ratio of the contact pressure, \( p_c \), defined as the point where the drop is identified, to the Young’s modulus, \( E_{\text{kin}} \), can be used as an intrinsic measure of the surface resistance to dislocation nucleation mechanisms.

Furthermore, the contact pressure results obtained from our study can be compared qualitatively with the compression experimental stress-strain curves reported by Wang et al. [52] (see Fig. 3 in the main text and Fig. S3 in the Supplemental Material for a qualitative comparison to our results). Wang et al. demonstrated the antitwinning phenomenon in BCC W nanowires with diameters less than approximately 20 nm during compression, where a transition from dislocation slip to antitwinning shear was observed with decreasing nanowire diameter. This transition was attributed to the limited plastic deformation carriers in nanosized BCC crystals. Our nanoindentation simulations conducted with tabGAP revealed that, at a load rate of 20 m/s and particularly at 5 m/s, a load drop of \( \Delta p/E = 0.035 \) in a range of 0.13 to 0.15 \( a/R \) resulted in ultrahigh stresses that triggered the formation and growth of twins, as shown in Fig. 9.

D. Stacking fault and dislocation glide energies

Generalized stacking fault energy (GSFE) is a measure of the energy required to create a specific defect or deformation in the W lattice, such as a twin or stacking fault. To understand the mechanisms of twin nucleation during loading process, we compute the GSFE for W using different interatomic potentials. The GSFE is computed by cutting a perfect crystal along a specific direction, known as the \( \gamma \) line, and calculating the energy required to move one part of the cut crystal relative to the other. The \( \gamma \) line is parallel to the cut plane and the movement of the two parts of the cut crystal results in the creation of a specific defect or deformation. In our computations, we applied periodic boundary conditions along the cut plane with unit cells from dislocation objects with \( 2 \times 2 \) lattice units (l.u.) surface area and 30 l.u. perpendicular to the cut plane. For relaxation, we used a force tolerance of 0.01 eV/Å. Figure 11 shows the results for the GSFE for each displacement vector, where the atomic positions are relaxed only in the direction perpendicular to the cut plane [57]. These results confirmed the different shapes of the slip traces showing that EAM/ZBL potentials subestimate the SFEs, which may explain why this method does not predict the formation of twinned regions. However, MEAM and tabGAP agree well with reported DFT calculations [39] for \( (111) \{110 \} \) with a value of \( \sim 0.1 \) eV/Å\(^2\) at the stable point.

In order to evaluate the ability of the applied potentials to model the nucleation and motion of dislocations during loading, we compute the screw and junction dislocation glide energies. These energies measure the resistance of the material to plastic deformation in a specific direction and
are calculated by considering the motion of dislocations between two easy cores using the nudged elastic band (NEB) method. A force tolerance of 0.025 eV/Å is used during the minimization process and the initial path of the dislocation is determined using linear interpolation of the atomic positions between the initial and final relaxed configurations with force tolerance of 0.001 eV/Å, which are obtained using anisotropic elasticity within the Stroh formalism [58] using the elastic constants reported in Table I. As presented in Fig. 12, the tabGAP seems to have the overall best compromise with comparable barriers for two-junction dislocation glide planes and reasonable screw dislocation barriers as compared to recent QM/ML results [59]. The other potentials have some inaccuracies: (i) MEAM and EAM/ZBL potentials poorly represent screw dislocation core stability; (ii) EAM and MEAM significantly overestimate the glide barrier for a junction dislocation in the ⟨001⟩ glide plane; (iii) MEAM, ABOP, and EAM/ZBL predict almost zero glide for the junction dislocation in the ⟨011⟩ glide plane. The results obtained can guide experiments in understanding the fundamental mechanisms for nanoindentation induced dislocation nucleation through in situ transmission electron microscopy (TEM) images [60].

IV. CONCLUDING REMARKS

This work investigates the nanomechanical response of crystalline W during nanoindentation tests by performing MD simulations with different interatomic potentials: traditional EAM, EAM with ZBL corrections, modified EAM (MEAM), analytic bond-order potential (ABOP), and a recently developed tabulated Gaussian approximation potential (tabGAP). The study analyzes the dislocation nucleation and evolution mechanisms for each approach at different temperatures and loading rates. The nanoindentation loading process is characterized by recording load-displacement curves, dislocation densities, and atom displacement mapping. The comparison of the potentials shows similarities in stress-strain curves, but differences are observed while describing the nanocontact mechanisms between the indenter tip and the surface. Dislocation nucleation mechanisms are differently modeled by the approaches, where prismatic loop nucleation is highly affected by the surface, stacking faults, and dislocation glide energies information for each method. It is also worth noting that the computational time and resources required for performing MD simulations can vary significantly depending on the chosen interatomic potential. The tabGAP simulations were found to be slower than EAM-based simulations, but provided a better modeling for mechanical testing.

A general conclusion is that nanomechanical tests can be modeled by several interatomic potentials, with similar load-displacement and stress-strain curves, but dislocation dynamics depends on the approach used being exhibited by NEB calculations of screw and edge dislocation glide of 1/2⟨111⟩{110} and junction ⟨100⟩⟨001⟩ and ⟨100⟩{110} energies, and stacking fault energies showing that tabGAP simulations can emulate the nanoindentation test as close as possible to experiments. In our future work, we will investigate the nanomechanical response of chemically complex BCC metals under external load by using recently developed tabGAP potentials that can be compared to experimental SEM and TEM images.
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APPENDIX: DEFECTS IDENTIFICATION

In order to identify the defects in nanoindentation simulations, we apply the BCC Defect Analysis (BDA) developed by Möller and Biztek [53], which utilizes coordination number (CN), centrosymmetry parameter (CSP), and common neighbor analysis (CNA) techniques to detect typical defects found in bcc crystals. Then, BDA compares the CN and CSP values of each atom that is not in a BCC perfect lattice point according to CNA or has a CN of 14 with empirically determined values for common defects such as surfaces, vacancies, twin boundaries, screw dislocations, [110] planar faults, and edge dislocations.

The results of the BDA technique used to identify defects in the plastic region beneath the indenter tip of the (001) W sample at 300 K with MD simulation performed by tabGAP are presented in Fig. 13. The developers of BDA have reported that the line direction of screw dislocations corresponds to the shear direction for producing a deformation twin, making it impossible to differentiate their characteristics from those of twin boundaries. However, since dislocations are line defects, they can easily be distinguished from planar twin structures by comparing their dimensionalities. Although this comparison is not yet implemented in the BDA algorithm, precise defect identification is performed by visual inspection of the analysis output mainly observed beneath the indenter tip. Additionally, CNA can detect twinning dislocations as bcc and characterize them by a relatively high CSP (>8) but less than nine perfect bcc neighbors. Atoms near twin boundaries that lack one neighbor atom have either a low CSP (<1) but four 14-coordinated neighbors with CSP > 8 or a relatively high CSP (>4.5) and a fixed number of perfect, 13-, and 14-coordinated neighbors. This methodology was utilized to identify twin boundaries in our simulation, and it may be the reason why twinning was challenging to model using traditional EAM-based methods.
