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Abstract

We formulate natural gradient variational inference (VI), expectation propagation (EP),
and posterior linearisation (PL) as generalisations of Newton’s method for optimising the
parameters of a Bayesian posterior distribution. This viewpoint explicitly casts inference
algorithms under the framework of numerical optimisation. We show that common approxi-
mations to Newton’s method from the optimisation literature, namely Gauss–Newton and
quasi-Newton methods (e.g., the BFGS algorithm), are still valid under this ‘Bayes–Newton’
framework. This leads to a suite of novel algorithms which are guaranteed to result in
positive semi-definite (PSD) covariance matrices, unlike standard VI and EP. Our unifying
viewpoint provides new insights into the connections between various inference schemes.
All the presented methods apply to any model with a Gaussian prior and non-conjugate
likelihood, which we demonstrate with (sparse) Gaussian processes and state space models.

Keywords: Approximate Bayesian inference, optimisation, variational inference, expecta-
tion propagation, Gaussian processes.

1. Introduction

When performing approximate Bayesian inference in probabilistic models, the need to strike
a balance between accuracy and efficiency under varying use cases has led to the development
of numerous schemes. Typically these have been derived from different viewpoints, and
from various communities of researchers with different priorities. For example, linearisation-
based methods have been intensively studied in the signal processing literature due to
their intuitive nature when applied to nonlinear dynamical systems (Bell, 1994; Särkkä,
2013; Garćıa-Fernández et al., 2016). Attempts to generalise these methods beyond signal
processing motivated the invention of expectation propagation (EP, Minka, 2001) in the
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machine learning community as an alternative to variational inference (VI, Sato, 2001; Blei
et al., 2017). However, the Laplace approximation (Tierney and Kadane, 1986) arguably
remains the most popular approach for performing inference in probabilistic machine learning
models due to its simplicity.

Despite their differing backgrounds, we will show here that all of these schemes can
be viewed under the framework of numerical optimisation (Nocedal and Wright, 2006),
namely as generalisations of Newton’s method. Explicitly, we show that they all reduce
to either Newton’s method or the Gauss–Newton method under certain conditions. By
making these links to the optimisation literature explicit, we gain new insights into the type
of approximations used and the connections between the methods. For example, we show
that natural gradient VI is a limiting case of power EP, we discuss the connection between
variational inference and Newton’s method, and we show that when approximations are
applied to Newton’s method the extended Kalman smoother is recovered. We also derive
an improved version of the posterior linearisation algorithm (Garćıa-Fernández et al., 2016)
based on our insights.

Furthermore, we show that our optimisation viewpoint provides the means by which
to derive new variants of VI and EP by showing that Gauss–Newton (Björck, 1996) and
quasi-Newton (Broyden, 1967) approximations remain valid in these cases. These methods
address stability issues by ensuring that updates to the approximate posterior always result
in positive semi-definite (PSD) covariance matrices. Such stability issues have previously
hindered the use of approximate inference in cases where the likelihood is not log-concave
(Challis and Barber, 2013). We also present an alternative approach to PSD constraints
based on Riemannian gradients (Lin et al., 2020).

Finally, we demonstrate that all the methods outlined here can be used to perform
inference in Gaussian processes (Rasmussen and Williams, 2006) and their variants, as well as
state space models. Our experiments show that for some complicated non-conjugate models
our methods can significantly improve prediction accuracy relative to a simple heuristic
approach.

Our main contributions, which apply generally to cases where the approximate posterior
is chosen to be Gaussian, can be summarised as follows:

• We present natural gradient variational inference, power expectation propagation, and
posterior linearisation under a unified ‘Bayes–Newton’ framework based on numerical
optimisation. We argue that this presentation makes the connections between methods
more explicit than in previous work.

• We utilise this framework to derive novel Gauss–Newton methods for approximate
inference, including a Gauss–Newton approximation to variational inference which
guarantees the posterior covariance is PSD.

• We derive a (damped) quasi-Newton method for approximate inference based on
the application of BFGS updates to local likelihood terms. This leads to novel
quasi-Newton approximations for variational inference, expectation propagation, and
posterior linearisation, all of which guarantee the posterior covariance is PSD.

• We discuss PSD constraints for variational inference based on Riemannian gradients,
and show that similar constraints can be applied to expectation propagation and
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posterior linearisation. We also discuss heuristic methods for ensuring PSD covariances,
and present case studies comparing the proposed methods.

2. Background

Despite their varying motivations and attributes, there has been much work pointing out the
connections between different approximate inference schemes. In this section, we review this
past work and set out the notation to be used throughout this paper to unify the discussed
methods.

2.1 Related Work

Casting approximate inference as optimisation is a viewpoint explicitly used when performing
variational inference (Blei et al., 2017), in which gradient ascent is typically applied to a
lower bound of the model likelihood (see Section 4.1). The derivation of natural gradient
ascent for VI (Amari, 1998; Khan and Lin, 2017) has made clear further connections to
optimisation methods that incorporate second-order information, namely Newton’s method.
Notably, Khan and Rue (2021) show how VI generalises a large class of machine learning
algorithms, including Newton’s method, the Laplace approximation, and many gradient-
based optimisation algorithms such as the Adam optimiser (Kingma and Ba, 2014; Khan
et al., 2018).

The VI formulation of inference in Khan and Rue (2021) is extremely general, so much
so that they refer to it as the ‘Bayesian Learning Rule’, but it ignores the various other
approaches to approximate inference, namely linearisation-based methods and EP. This is
likely because it less clear how such approaches can be cast as optimisation. However, it was
shown by Bell (1994) that the iterated extended Kalman smoother (EKS) is equivalent to
applying the Gauss–Newton algorithm to a nonlinear state space model. Garćıa-Fernández
et al. (2016) further discuss how posterior linearisation, which is a generalisation of all
nonlinear Kalman smoothers, can also be seen as a Gauss–Newton type of method.

Viewing EP as a form of gradient-based optimisation is less straight-forward, but the
connections between EP and VI have been discussed at length: VI is in fact a special case
of Power EP (PEP, Minka, 2004, 2005), and this relationship remains valid in settings such
as sparse Gaussian process models (Bui et al., 2017) and when using natural gradients (Bui
et al., 2018). By considering EP in the large-data limit, Dehaene and Barthelmé (2018)
show that EP does have a deep connection to Newton’s method. However, our work shows
that these connections are more general than this limiting case (see Section 4.2).

Nickisch and Rasmussen (2008) provide a presentation of some of the methods discussed
here with a unifying aim but do not discuss linearisation-based methods and their viewpoint
does not allow for the derivation of Gauss–Newton and quasi-Newton extensions. Jylänki
et al. (2011) similarly discuss a variety of approaches and explore ways to deal with the
instability of inference, particularly EP, when using non-log-concave likelihoods which result
in non-PSD covariance updates. They suggest a complicated scheme involving double-loop
algorithms, ad hoc fixes, and adaptive learning rates.

Applying PSD constraints in EP has long been an open research question, with most
methods being based on similar double-loop algorithms (Opper and Winther, 2005; Seeger
and Nickisch, 2011). Lin et al. (2020) present a method for enforcing PSD constraints in VI
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based on Riemannian gradients, and we discuss this approach in Section 7, where we also
derive a similar approach for EP. On the other hand, PL and its variants are guaranteed to
result in PSD covariance matrices, but are often less accurate than VI and EP since the PL
parameter updates are based on first-order derivative information only (see Section 5.1 for
discussion).

We also explore the use of quasi-Newton algorithms for inference. The quasi-Newton
approach has been used previously to improve the computational scaling of Gaussian process
regression (Leithead and Zhang, 2007). However, as discussed in Section 6.1, the application
of low-rank updates to a large full-rank covariance matrix can be a very poor approximation,
and hence our proposed method is instead based on updates to local terms, with a focus on
accurate inference and PSD guarantees. It is also important to distinguish our work from
Bayesian interpretations of quasi-Newton methods (Hennig and Kiefel, 2013; Hennig et al.,
2015), which aim to characterise uncertainty about the optimisation procedure itself, rather
than use the quasi-Newton algorithm for Bayesian inference as we do.

In this paper, we consider models with a Gaussian prior and non-Gaussian observation
model, and all of our case studies in Section 8 are based on Gaussian processes (Rasmussen
and Williams, 2006). Approximate inference has been intensively studied for such models,
and we outline all the connections between our work and this body of literature in Section 8.1,
Section 8.2, and Section 8.3, where we discuss Gaussian processes, sparse Gaussian processes,
and state space models respectively. Challis and Barber (2013) list many other modelling
scenarios that fit our specification, including Bayesian generalised linear models, binary
logistic regression, and independent component analysis. Many of the presented methods
could also be extended beyond the Gaussian case to any exponential family distribution,
but we do not discuss such extensions here.

2.2 Model Definition and Notation

We consider models with a matrix-valued latent variable, F ∈ RN×D, and observed data, Y ∈
RN×Dy . We use their vectorised form, letting f = vec(F) ∈ RND×1, y = vec(Y) ∈ RNDy×1,
and at all times we abuse notation by indexing them as follows: fn = F>n ∈ RD×1, and
yn = Y>n ∈ RDy×1. For a block-diagonal matrix C, we also refer to its n-th block as Cn,n.
This allows us to use vector notation throughout, whilst recognising that all methods are
extendable to matrix-valued data (see Section 8.4 for an example).

We assume a Gaussian prior for f with a non-conjugate, i.e., non-Gaussian, observation
model for y (which we will refer to as the likelihood) that factorises as follows,

f ∼ p(f) = N(f |µ,K), (prior)

y | f ∼ p(y | f) =

N∏
n=1

p(yn | fn). (likelihood)
(1)

Our main motivation for such a model is Gaussian processes (see Section 8.1), where the
prior is constructed using a mean function, µ(·), and a kernel, κ(·, ·), applied to some input
features, X: µ = µ(X), K = κ(X,X). However, as discussed in Section 2.1, our methods
are not limited to this case, so we maintain a more general presentation.
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We explore methods for computing a Gaussian approximation, q(f) = N(f |m,C), to
the non-Gaussian posterior, p(f |y):

q(f) ≈ p(f |y) ∝ p(f)
N∏
n=1

p(yn | fn). (2)

Without loss of generality we can assume that q(f) factorises in the same way as the true
posterior by approximating the non-Gaussian likelihood with a factorisable unnormalised
Gaussian function, t(f) =

∏
n t(fn). This function describes the effect of the observations on

the latent variables, and whilst it is only explicitly written as a function of f , it’s parameters
will be set based on y. This results in an approximate posterior of the form,

q(f) ∝ p(f)
N∏
n=1

t(fn). (3)

We emphasise that this parametrisation is not a restriction or limitation on the approximate
posterior since, as we will show, updates to q(f) (e.g., via gradient-based methods) always
implicitly contain a contribution from the prior and a factorised contribution from the true
likelihood. That is to say, the approximate posterior is fully characterised by the prior
and an approximate likelihood. We denote m and C as the mean and covariance of t(f)
respectively, t(f) = zN(f |m,C), where C ∈ RND×ND is a block-diagonal matrix with block
size D, and z =

∏N
n=1 zn is the unnormalised Gaussian constant. The above construction is

very general, and we will show that it directly enables all approximate inference methods to
be cast as local parameter update rules for m and the block-diagonal elements of C.

Letting λ = [λ(1) ∈ RND×1, λ(2) ∈ RND×ND] be the natural parameters, we parametrise
the model densities as follows,

Prior: p(f) = N(f |µ,K), λ
(1)
prior = K−1µ, λ

(2)
prior = −1

2
K−1,

Approximate likelihood: t(f) = N(f |m,C), λ(1) = C−1m, λ(2) = −1

2
C−1,

Approximate posterior: q(f) = N(f |m,C), λ(1) = C−1m, λ(2) = −1

2
C−1.

(4)

Due to conjugacy, we have λ(1) = λ
(1)
prior + λ(1) and λ(2) = λ

(2)
prior + λ(2).

We will now introduce our unifying perspective on approximate inference. It is important
to note that in Section 3 and Section 4 we do not propose any new methods: we present a
view of existing algorithms under a numerical optimisation framework. Later, in Section 5,
Section 6, and Section 7, we derive entirely novel algorithms motivated by this viewpoint.

3. Newton’s Method and the Laplace Approximation as Bayesian
Inference

Newton’s method (Nocedal and Wright, 2006) is a very general approach for finding the
optimum of a function, or the mode of a distribution. It can be used to perform maximum a
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posteriori (MAP) estimation in a Bayesian model by letting the optimisation target be the
log-posterior, L(f) = log p(f |y). Using the model and notation from above we have,

L(f) = log p(f |y) = log p(y | f) + log p(f)− log p(y),

∇fL(f) = ∇f log p(y | f)−K−1(f − µ),

∇2
fL(f) = ∇2

f log p(y | f)−K−1.

(5)

We then iterate the following online Newton updates (see Appendix A),

C−1
k+1 = (1− ρ)C−1

k − ρ∇
2
fL(mk),

mk+1 = mk + ρCk+1∇fL(mk),
(6)

where k is the iteration number. The term ‘online’ refers to the fact that Ck is updated in
a damped fashion using learning rate ρ. When ρ = 1, this reduces to standard Newton’s
method. The iterates mk converge to the fixed point, m∗, the posterior mode. This MAP
estimate can be transformed into a full approximate inference scheme by using the inverse
Hessian of the objective, (−∇2

fL(m∗))−1, as the posterior covariance estimate, which is
known as the Laplace approximation (Tierney and Kadane, 1986). This is a natural choice
since the iterates Ck converge to this quantity. The approximate posterior is then given by
q(f) = N(f |m = m∗,C = (−∇2

fL(m∗))−1).

Examining the form of the Hessian in Equation (5) we can see that the running estimate
of C−1 contains additive contributions from the prior precision and a block-diagonal term

depending on the likelihood: ∇2
fL(f) = ∇2

f log p(y | f) − K−1 = ∇2
f log p(y | f) + 2λ

(2)
prior.

For notational convenience we define ∇f log p(y |mk) := ∇f log p(y | f)|f=mk
to be the

Jacobian w.r.t. f evaluated at the posterior mean estimate. Utilising the property that
C−1 = K−1 + C−1, and similarly λ = λprior + λ, the Newton updates can be rewritten in
terms of the natural parameters as

λ
(2)
k+1 := −1

2
C−1
k+1 = −(1− ρ)

1

2
C−1
k − ρ

1

2

(
K−1 −∇2

f log p(y |mk)
)

= λ
(2)
prior + (1− ρ)λ

(2)
k + ρ

1

2
∇2

f log p(y |mk)︸ ︷︷ ︸
λ

(2)
k+1

,

λ
(1)
k+1 := C−1

k+1mk+1 = C−1
k+1mk + ρ∇f log p(y |mk)− ρK−1(mk − µ)

= λ
(1)
prior + (1− ρ)λ

(1)
k + ρ

(
∇f log p(y |mk)−∇2

f log p(y |mk) mk

)︸ ︷︷ ︸
λ

(1)
k+1

,

(7)

where we define λ
(1)
k , λ

(2)
k and λ

(1)
k , λ

(2)
k respectively to be the natural parameters of the

approximate posterior and approximate likelihood at iteration k. A more detailed derivation
is given in Appendix A. Observing that the prior contribution in Equation (7) is fixed, with
only the terms depending on the likelihood being updated across iterations, leads to the
following remark:
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Remark 1 Only the block-diagonal entries of the posterior precision are updated when

iterating Newton’s method, since ∇2
f log p(y |mk) is block-diagonal and the prior λ

(2)
prior is

fixed. Therefore Newton’s method / the Laplace approximation can be written as a combination
of local (likelihood) and global (posterior) updates.

This fact, that Newton’s method can be seen as iterative updates to a likelihood
component, can be further clarified by defining the log likelihood to be a surrogate target
for optimisation. The combination of this with global conjugate updates ensures that the
likelihood is always updated using the latest global information. We denote this surrogate
target L(fn), and its Jacobian Jk and Hessian Hk (which is a block-diagonal matrix) are,
for all n = 1, 2, . . . , N ,

L(fn) = log p(yn | fn)

Jk,n = ∇fnL(mk,n)

Hk,n,n = ∇2
fn
L(mk,n)

 surrogate target & gradients
(Newton / Laplace)

(8)

We then iterate the following updates,

λ
(2)
k+1 = (1− ρ)λ

(2)
k + ρ 1

2Hk

λ
(1)
k+1 = (1− ρ)λ

(1)
k + ρ (Jk −Hk mk)

}
local likelihood
online Newton update

(9)

Ck+1 = −1
2(λ

(2)
prior + λ

(2)
k+1)−1

mk+1 = Ck+1(λ
(1)
prior + λ

(1)
k+1)

}
global posterior
update

(10)

Since λ
(2)
k+1 is block-diagonal (the likelihood factorises) Equation (9) is cheap to compute.

That being said, the full algorithm has the same computational complexity as global updates
because Equation (10) involves inverting a dense matrix. Equation (10) is equivalent to a
conjugate regression step with the prior and the approximate likelihood. We notice that the
Newton updates are now applied to a surrogate target, the log likelihood log p(y | f), rather
than the log posterior. However, we have shown that these updates completely characterise
the full Newton method, since the contribution from the prior is static.

Whilst Equations (9) and (10) seem more complicated than the standard updates in
Equation (6) (and have the same computational complexity), it turns out that this new form,
in which Newton updates are applied to the local likelihoods before performing a conjugate
update, will provide us with a unifying perspective that subsumes many approximate
Bayesian inference algorithms. We now derive multiple such algorithms, showing how they
all result in Newton-like updates of this form.

4. Bayes–Newton: Approximate Bayesian Inference as Probabilistic
Variants of Newton’s Method

In this section we will present three prominent Bayesian inference methods: variational
inference, power expectation propagation, and posterior linearisation. Our presentation will
demonstrate how these methods can all be viewed as generalisations of Newton’s method,
with the parameter updates taking a surprising similar form to those presented in the
previous section.
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The methods presented here have an important distinction from Newton’s method: the
target L(·) is a function of not only the posterior mean, m, but also the posterior covariance,
C, and involves computing expectations with respect to a probability distribution rather
than using a single point estimate at the mean.

Due to the incorporation of the full Bayesian posterior into the updates we name this class
of inference algorithms Bayes–Newton methods. We will show that they too are completely
characterised by a set of local likelihood parameter updates. In later sections we will show
that common approximations to Newton’s method from the optimisation literature (Gauss–
Newton and quasi-Newton methods) are still valid under the Bayes–Newton framework.

4.1 Variational Inference

Variational inference aims to minimise the KL divergence of the approximation q(f) from
the true posterior,

q(f) = arg min
q∗(f)

DKL

[
q∗(f) ‖ p(f |y)

]
. (11)

Doing so is equivalent to minimising the variational free energy (VFE), i.e., the negative
evidence lower bound (ELBO),

VFE(q(f)) = −Eq(f)[log p(y | f)] + DKL

[
q(f) ‖ p(f)

]
= Eq(f)[− log p(y, f) + log q(f)], (12)

with respect to the parameters of q(f). It is highly desirable to apply natural gradient descent
(Amari, 1998) to the VFE to obtain the posterior natural parameters, λ. Following Khan
and Lin (2017), we use the property that the gradient with respect to the mean parameters,
ω = [m,C + mm>], is equivalent to the natural gradient. This results in the following
natural gradient update step,

λk+1 = λk − ρ∇ωVFE(q(f))

= (1− ρ)λk + ρ∇ωEq(f)[log p(y, f)]. (13)

By application of the chain rule to obtain Equation (13) in terms of gradients with respect
to m, the individual posterior parameter updates then become

λ
(2)
k+1 = (1− ρ)λ

(2)
k + ρ

1

2
∇2

mEq(f)[log p(y, f)]

= λ
(2)
prior + (1− ρ)λ

(2)
k + ρ

1

2
∇2

mEq(f)[log p(y | f)],

λ
(1)
k+1 = (1− ρ)λ

(1)
k + ρ

(
∇mEq(f)[log p(y, f)]−∇2

mEq(f)[log p(y, f)] mk

)
= λ

(1)
prior + (1− ρ)λ

(1)
k + ρ

(
∇mEq(f)[log p(y | f)]−∇2

mEq(f)[log p(y | f)] mk

)
.

(14)

A more detailed derivation is given in Appendix B. The striking similarity between these
updates and Equation (7) leads to the following remark:

Remark 2 Natural gradient VI is fully characterised by updates to the local approximate
likelihoods: only the block-diagonal of the posterior precision is updated iteratively since
∇2

mEq(f)[log p(y | f)] is block-diagonal. Furthermore, the updates can be framed in a similar lo-
cal/global fashion to Newton’s method by defining the expected log likelihood, Eq(f)[log p(y | f)],
as the target, and calculating its gradients with respect to the posterior mean.
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We conclude that natural gradient VI can be performed by defining:

L(mn,Cn,n) = Eq(fn)[log p(yn | fn)]

Jk,n = ∇mnL(mk,n,Ck,n,n)

Hk,n,n = ∇2
mn
L(mk,n,Ck,n,n)

 surrogate target & gradients
(VI)

(15)

and then iterating the local damped Newton updates, Equation (9), and the posterior updates
given in Equation (10). This analysis shows that the approximate posterior does indeed
factorise in the way given by Equation (2), which is perhaps surprising since VI is not usually
characterised this way (whereas EP, for example, explicitly uses this parameterisation).

4.1.1 The Variational Free Energy

Whilst the natural gradient updates above have a very convenient form, it is still often useful
to be able to compute the variational free energy explicitly, for example when optimising the
hyperparameters of a Gaussian process model (Section 8.1), or when monitoring convergence
in line search methods. Due to our parametrisation of the approximate posterior, the VFE
can be written,

VFE(q(f)) = −Eq(f)

[
log

p(y | f)p(f)

q(f)

]
= −Eq(f)

[
log

p(y | f)
∫
p(f)t(f) df

t(f)

]
= −Eq(f)

[
log

p(y | f)
∫
p(f)N(f |m,C) df

N(f |m,C)

]
= −

N∑
n=1

Eq(fn)[log p(yn | fn)] +
N∑
n=1

Eq(fn)[log N(fn |mn,Cn,n)]− logZ, (16)

where Z =
∫
p(f)N(f |m,C) df = N(m |µ,K + C). The first term in Equation (16) can

be computed via quadrature methods, whilst the remaining terms are both Gaussian and
can be computed in closed form. Also recall that the approximate likelihood factors are
unnormalised, t(fn) = znN(fn |mn,Cn,n), but that the constants zn cancel out in the VFE
and therefore can be ignored.

We also propose using an approximation to the VFE as the energy associated with the
Laplace/Newton method by replacing the expectations in Equation (16) by point estimates
at the posterior mean. We call this the Laplace energy (LE),

LE(q(f)) = −
N∑
n=1

log p(yn |mn) +
N∑
n=1

log N(mn |mn,Cn,n)− logZ. (17)

Alternatively, Rasmussen and Williams (2006) propose an approximation to the negative log
marginal likelihood based on a first-order Taylor expansion of the exact marginal likelihood
evaluated at m, giving,

LE2(q(f)) = −
N∑
n=1

log p(yn |mn) +
1

2
m>K−1m +

1

2
log |K|+ 1

2
log |K−1 + C−1|. (18)
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4.2 Power Expectation Propagation

In the previous sections we have seen how updates to the global posterior in both Newton’s
method and VI are completely characterised by iterative updates to local parameters. Whilst
this is not the standard presentation for either of these schemes, we now turn our attention
to a method which is typically (and necessarily) defined this way.

Power expectation propagation (PEP, Minka, 2004) aims to minimise the α-divergence
of the true posterior from its approximation,

q(f) = arg min
q∗(f)

Dα

[
p(f |y) ‖ q∗(f)

]
. (19)

In practice this is intractable, so instead the local approximate likelihood terms, t(fn), are
updated iteratively. To update a single t(fn) the current term is removed from the posterior,
and replaced with the true likelihood. This new quantity is termed the tilted distribution, and
PEP minimises the α-divergence of the approximate posterior from the tilted distribution,
which can be done by raising the likelihood terms to a power of α and minimising the
forward KL divergence:

t(fn) = arg min
t∗(fn)

DKL

[
1

Zn

pα(yn | fn)

tα(fn)
q(f)

∥∥ 1

Wn

tα∗ (fn)

tα(fn)
q(f)

]
= arg min

t∗(fn)
DKL

[
1

Zn

pα(yn | fn)

tα(fn)
q(fn)

∥∥ 1

Wn

tα∗ (fn)

tα(fn)
q(fn)

]
, (20)

for Zn =
∫ pα(yn | fn)

tα(fn) q(f)df =
∫ pα(yn | fn)

tα(fn) q(fn)dfn andWn =
∫ tα∗ (fn)
tα(fn)q(f)df =

∫ tα∗ (fn)
tα(fn)q(fn)dfn.

The above divergence can be minimised by choosing t∗(fn) such that the first two
moments of the tilted distribution and the approximate posterior are matched, i.e., by
computing the moments of both sides, setting them to be equal, and then solving for t∗(fn).
In practice, a useful shortcut involves differentiating logZn with respect to the mean of
the cavity, q\n(fn) = N(fn |m\

n,C
\
n,n) ∝ q(fn)/tα(fn) (Seeger, 2005; Rasmussen and Williams,

2006). The derivatives of logZn turn out to be a function of the required moments, and
so after some rearranging we obtain the following update algorithm for a single factor t(fn)
(see Appendix C for the derivation),

Rn = C\
−1
n,n

(
∇2

m
\
n

logEq\n(fn)[p
α(yn | fn)] + C\

−1
n,n

)−1
,

λ
(2)
k+1,n,n = (1− ρ)λ

(2)
k,n,n + ρ

1

2α
Rn∇2

m
\
n

logEq\n(fn)[p
α(yn | fn)],

λ
(1)
k+1,n=(1−ρ)λ

(1)
k,n+ρ

1

α
Rn

(
∇

m
\
n

logEq\n(fn)[p
α(yn | fn)]−∇2

m
\
n

logEq\n(fn)[p
α(yn | fn)] m\

n

)
,

(21)

where we have damped the updates (Jylänki et al., 2011) using learning rate ρ. Examining
Equation (21) leads to the following remark:

Remark 3 The PEP updates for a single factor take the form of damped Bayes–Newton
updates to the approximate likelihood natural parameters, with two important distinctions:
(i) the Jacobian and Hessian are scaled by a factor Rn to account for the fact that the target
is a function of the cavity rather than the posterior, and (ii) the updates act on the cavity
mean rather than the posterior mean.

10
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We now define

L(m\
n,C

\
n,n) = 1

α logEq\(fn)[p
α(yn | fn)]

Rk,n = C\−1
k,n,n

(
α∇2

m
\
n

L(m\
k,n,C

\
k,n,n) + C\−1

k,n,n

)−1

Jk,n = Rk,n∇m
\
n
L(m\

k,n,C
\
k,n,n)

Hk,n,n = Rk,n∇2

m
\
n

L(m\
k,n,C

\
k,n,n)


surrogate target
& gradients
(PEP)

(22)

For notational convenience we can collect the marginal cavity means m\
n together: m\=

[m\
1, . . . ,m

\
N ]>, which allows us to apply the local updates of Equation (9) by using m\ in

place of the posterior mean, m. Equation (10) is then used to update the full posterior.
It is well known that when α→ 0 the PEP energy becomes equivalent to the variational

free energy (Minka, 2005; Bui et al., 2017) and that in this case, if PEP converges, it
converges to the same fixed points as VI. However, our presentation reveals even deeper
connections between the two methods. In Appendix D we show that the surrogate target
used in PEP has the following property,

lim
α→0

1

α
logEq\(fn)[p

α(yn | fn)] = Eq(fn)[log p(yn | fn)], (23)

and furthermore we can see that the PEP scaling factor reverts to the identity in the
limit, limα→0 Rn = I. Combined with the fact that limα→0 q

\(fn) = q(fn), this shows that
Equation (22) (α→ 0) is identical to the VI updates given by Equation (15), which leads to
the following result:

Remark 4 When α→ 0, a single step of the power EP algorithm is equivalent to a natural
gradient descent step in the variational free energy (i.e., a natural gradient VI step).

This connection between PEP and natural gradient VI had gone largely unnoticed until
Bui et al. (2018) recently derived the same result. However, our presentation arguably makes
the connection even clearer.

4.2.1 The Power EP Energy

The PEP algorithm also provides a way to compute an approximation to the negative log
marginal likelihood. This approximation is often referred to as the PEP energy (PEPE) and
to derive it we must recall that the approximate likelihood factors are defined as unnormalised
Gaussians, t(fn) = znN(fn |mn,Cn,n). The PEPE is then given by

PEPE(q(f)) = − log

∫
p(f)

N∏
n=1

t(fn) df

= − log

∫
p(f)

N∏
n=1

znN(fn |mn,Cn,n) df

= −
N∑
n=1

log zn − logZ, (24)

11
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where Z =
∫
p(f)

∏N
n=1 N(fn |mn,Cn,n) df , which is the same term used in the VFE in

Equation (16). Computing the constants, zn, is less straightforward. To do so, we match the
zero-th moment of the tilted distribution in a similar way to the first two moments, which
amounts to setting zn such that

zαn Eq\(fn)[N
α(fn |mn,Cn,n)] = Eq\(fn)[p

α(yn | fn)]. (25)

Taking the logarithm and rearranging gives

log zn =
1

α

(
logEq\(fn)[p

α(yn | fn)]− logEq\(fn)[N
α(fn |mn,Cn,n)]

)
, (26)

such that the PEP energy becomes

PEPE(q(f)) = − 1

α

N∑
n=1

logEq\(fn)[p
α(yn | fn)] +

1

α

N∑
n=1

logEq\(fn)[N
α(fn |mn,Cn,n)]− logZ.

(27)
This presentation of the energy highlights its connection to the VFE in Equation (16):
applying Equation (23) to the first two terms immediately shows that as α→ 0, PEPE→
VFE.

4.3 Posterior Linearisation

Posterior linearisation (PL, Garćıa-Fernández et al., 2016) is another approximate inference
method which can be framed as updates to local likelihood factors. Whilst PL is not a
commonly used method in the machine learning community, it provides an important link
to the approximate Bayesian inference methods developed in the signal processing literature:
it is an extension of classical statistical linearisation (Gelb, 1974), which itself generalises
the sigma-point smoothing algorithms such as the unscented Kalman smoother (Särkkä,
2013). PL seeks an approximate posterior via the likelihood approximation p(y | f) ≈
q(y | f) = N(y |Af + b,Ω), computed via statistical linear regression (SLR, Särkkä, 2013)
of E[y | f ] := Ep(y | f)[y] with respect to the approximate posterior q(f) = N(f |m,C). SLR
provides the optimal linearisation of the likelihood model in the mean-square-error (MSE)
sense,

MSE(A,b) = Eq(f)

[
(E[y | f ]−Af − b)>(E[y | f ]−Af − b)

]
. (28)

The PL updates can be derived by setting the derivatives of Equation (28) with respect to
A, b to zero, which gives

A = Eq(f)

[
(f −m)(E[y | f ]− Eq(f)[E[y | f ]])>

]
C−1,

b = Eq(f)[E[y | f ]]−Am.
(29)

The likelihood covariance is then set equal to the mean-square-error matrix,

Ω = Eq(f),p(y | f)

[
(y −Af − b)(y −Af − b)>

]
= Eq(f)

[
(E[y | f ]−Af − b)(E[y | f ]−Af − b)> + Cov[y | f ]

]
. (30)

12
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This approach has an intuitive interpretation: PL seeks the best affine fit to the conditional
expectation E[y | f ] in the region of the approximate posterior, and sets the likelihood
covariance equal to the error induced by this approximation. To enable direct comparison
with VI and PEP, the approximate likelihood q(y | f) can also be written as a Gaussian
distribution over f : t(f) = N(f |m,C), with update rule (see Appendix E for the derivation):

L(mn, Cn,n) = log N(yn |Eq(fn)[E[yn | fn]], Ωn,n)

Jk,n = ∇mnEq(fn)[E[yn | fn]]>Ω−1
k,n,n(yn − Eq(fn)[E[yn | fn]])

Hk,n,n = −∇mnEq(fn)[E[yn | fn]]>Ω−1
k,n,n∇mnEq(fn)[E[yn | fn]])


surrogate target
& gradients
(PL)

(31)

The damped local/global Newton updates of Equation (9) and Equation (10) can now
be applied to perform inference. Notice that PL only requires the Jacobian of the objective,
whereas both EP and VI also require the Hessian, i.e., they utilise second-order derivative
information of the objective. This first-order approximation to the Hessian means PL is a
Gauss–Newton method. We will discuss Gauss–Newton methods further in Section 5.

4.3.1 Taylor Expansion / the Iterated Extended Kalman Smoother

Another approximate inference algorithm can be obtained by replacing statistical linear
regression in PL by analytical linearisation, i.e., a first-order Taylor expansion (and using a
simpler covariance approximation). This can be achieved by defining the simpler surrogate
target L(f) = log p(y | f) and setting the likelihood covariance to Ω = Cov[y |m] :=
Cov[y | f ]f=m, after which the update equations become:

L(fn) = log N(y |E[yn | fn], Cov[yn | fn])

Jk,n = ∇fnE[yn |mk,n]>Cov[yn |mk,n]−1(yn − E[yn |mk,n])

Hk,n,n = −∇fnE[yn |mk,n]>Cov[yn |mk,n]−1∇fnE[yn |mk,n])


surrogate target
& gradients
(Taylor)

(32)

where E[yn |mk,n] = E[yn | fn]|fn=mk,n
. Here Hk,n,n is again a first-order approximation to

the true Hessian, i.e., a Gauss–Newton approximation (see Section 5 and Appendix G). This
approach is equivalent to the updates used in the iterated extended Kalman smoother (EKS,
Bell, 1994) when performing inference in nonlinear state space models.

4.3.2 The Posterior Linearisation Energy

Unfortunately, it is not clear how to construct a marginal likelihood approximation using
the computations involved in PL. Garćıa-Fernández et al. (2019) suggest an approximation
for Gaussian process models similar to the PEP energy, but where they discard some terms
that do not depend on the model hyperparameters. The best approach may therefore be to
use the full PEP energy, however this is sub-optimal since does not re-use the computations
performed during inference. Alternatively, the VFE could also be used.

On the other hand, since the Taylor/EKS approach is equivalent to a Gauss–Newton
method, the Laplace energy, Equation (17), is a natural candidate to be used as the negative
log marginal likelihood approximation in this case.
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Table 1: Comparison of optimisation target and derivative approximations used by various
Bayesian inference schemes. Rn = C\−1

n,n(α∇2

m
\
n

L(m\
n) + C\−1

n,n)−1 is the PEP scaling factor,

q\(fn) ∝ q(fn)/tα(fn) is the PEP cavity, Ωn,n is the mean square error matrix of the SLR
approximation, Equation (28), and ν(fn) = E[yn | fn], Σ(fn) = Cov[yn | fn] are the first two
moments of p(y | f).

Surrogate target, L(·) Jacobian, Jn Hessian, Hn,n

Newton log p(yn | fn) ∇fnLn(mn) ∇2
fn
Ln(mn)

Taylor log N(yn |ν(fn), Σ(fn)) ∇fnν(mn)>Σ(mn)−1(yn − ν(mn)) −∇fnν(mn)>Σ(mn)−1∇fnν(mn)

PL log N(yn |Eq [ν(fn)],Ωn,n) ∇mnEq [ν(fn)]>Ω−1
n,n(yn − Eq [ν(fn)]) −∇mnEq [ν(fn)]>Ω−1

n,n∇mnEq [ν(fn)]

VI Eq [log p(yn|fn)] ∇mnLn(mn,Cn,n) ∇2
mn
Ln(mn,Cn,n)

PEP 1
α

logEq\[p(yn|fn)] Rn∇
m

\
n
L(m

\
n,C

\
n,n) Rn∇2

m
\
n

L(m
\
n,C

\
n,n)

Table 2: A comparison of the different method and approximation types employed by various
Bayesian inference schemes. The Newton and Taylor methods are mode-seeking algorithms
whose updates depend only on the posterior mean, whereas the Bayes–Newton methods
(PL, PEP, VI) optimise the full posterior mean and covariance. It can be shown that Taylor
and PL make Gauss–Newton approximations to the Hessian of the optimisation target.

Method Type Approximation Type

Newton/Laplace Newton Laplace approximation around posterior mode

Taylor/EKS Gauss–Newton Taylor expansion around posterior mode

PL Bayes–Gauss–Newton
arg minq(y | f) Ep(f |y)[DKL

[
p(y | f) ‖ q(y | f)

]
]

Optimal likelihood linearisation in MSE sense

PEP Bayes–Newton
≈ arg minq(f) Dα

[
p(f |y) ‖ q(f)

]
Stationary point of PEP Energy

VI Bayes–Newton
arg minq(f) DKL

[
q(f) ‖ p(f |y)

]
Minimizes variational free energy (VFE)

4.4 Method Comparison

Table 1 compares the surrogate targets used for updating the approximate likelihood
parameters. Laplace (i.e., Newton) and Taylor (i.e., EKS) both compute the derivatives
of the target with respect to fn and then evaluate them at the mean, fn = mn. The
Bayes–Newton methods (PL, PEP, VI) marginalise out fn and then compute the gradients
with respect to the posterior (or cavity) mean. Table 2 compares the types of approximations
employed by the each inference algorithm, and Figure 1 is a flow chart showing the connections
between the methods.
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Figure 1: A graphical representation of the links between various inference methods. When
the EP power tends to zero, the method becomes identical to natural gradient variational
inference. Replacing the expectations of l = log p(y | f) in the VI updates with point
estimates leads to the Laplace approximation / Newton’s method. Applying a (generalised)
Gauss–Newton approximation to the Hessian of the target results in the Taylor method
(extended Kalman smoother). Similarly, replacing the expectations of ν = E[y | f ] in PL
with point estimates leads to the Taylor method. In Section 5 we show that a Gauss–Newton
approximation can also be applied to VI, which guarantees PSD covariance updates.

4.5 Issues with Newton and Bayes–Newton Methods

There are two sources of potential instability in the algorithms described above: (i) the
algorithms that involve a full Hessian computation may result in the approximate likelihood
covariance, C, being negative definite, such that the algorithm fails, (ii) the algorithms
may oscillate or diverge. In the following sections, we present ways to address issue i) by
developing Bayesian variants of approximation schemes from the optimisation literature,
namely Gauss–Newton and Quasi-Newton methods.

Regarding issue (ii), whilst a practical approach is to choose a relatively small step
size, Newton’s method with a constant step size is not guaranteed to converge, even for
convex objective functions. It is therefore often used in conjunction with globalisation
strategies such as line-search or trust region methods (Nocedal and Wright, 2006). We
consider these strategies to be beyond the scope of this work. However, we hope that our
approach motivates development of these ideas in the future.

4.5.1 Heuristic Methods for Ensuring PSD Updates

One common way to improve the conditioning of a matrix is to add a constant value to
its diagonal entries. When applying Newton’s method, this is a valid way to improve
stability, because adding a infinitely large value to the diagonal of the Hessian results in
the steepest descent algorithm. For the Bayes–Newton algorithms, adding a large constant
to the diagonal is not valid, since the Hessian is also used as the approximate likelihood
precision, so modifying its entries can lead to poor results.
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Therefore we propose a simple heuristic approach to ensuring that updates remain PSD,
which will serve as a baseline method for our Bayes–Gauss–Newton and Bayes-quasi-Newton
methods presented in Section 5 and Section 6. Given a possibly indefinite precision matrix,
C−1, our heuristic approach sets all the off-diagonal entries to zero, and replaces all the
negative diagonal entries with a small positive value, ε = 0.01.

5. Bayes–Gauss–Newton

Here we will first derive a Gauss–Newton approximation to Newton’s method for approximate
inference. After which, we will show how a similar Bayesian analogy results in an efficient
and stable VI method that guarantees the likelihood covariance remain PSD, and show how
this presentation provides insight into the PL and EKS methods. Unfortunately, it is not
possible to derive a similar Gauss–Newton approximation to PEP, because Bonnet’s and
Price’s theorems (see Section 5.2) do not apply to the PEP surrogate target.

5.1 The (Partial) Gauss–Newton Method for Approximate Bayesian Inference

Consider again Newton’s method applied to the log posterior, L(f) = log p(f |y), with a
Gaussian prior, Equation (5). We now reformulate this algorithm as a nonlinear least-squares
problem, the form required in order to derive and apply a Gauss–Newton approximation
(Björck, 1996). This rewriting of the model into a least-squares form is a crucial step. However,
it seems to have been neglected in the approximate inference literature (e.g., Khan and
Rue, 2021), where it is common to simply use the approximation ∇2

fL(f) ≈ ∇fL(f)>∇fL(f),
which despite guaranteeing PSD updates is not a correct Gauss–Newton method.

We first consider the case where the likelihood is a Gaussian noise model of the form,

log p(y | f) = log N(y |E[y | f ],Cov[y | f ])

= logZ(f)− 1

2
(y − E[y | f ])>Cov[y | f ]−1(y − E[y | f ]), (33)

where Z(f) = (2π)−N/2|Cov[y | f ]|−1/2 is the normaliser, and where E[y | f ] and Cov[y | f ]
are the conditional moments, which may be nonlinear functions of f (making inference
intractable). For example, the heteroscedastic noise likelihood (see Section 8.4.1) takes this
form, as do many models from the signal processing literature involving dynamical systems
corrupted by noise. For models of this type, we can define the vector V(f) to be a collection
of residual components as follows,

V(f) =


Cov[y1 | f1]−

1
2 (y1 − E[y1 | f1])

...

Cov[yN | fN ]−
1
2 (yN − E[yN | fN ])

K−
1
2 (f − µ)

 , (34)

such that the log posterior can be written log p(f |y) = −1
2V(f)>V(f) + logZ(f) + c =

−1
2‖V(f)‖22 + logZ(f) + c, where c = −N

2 log(2π)− 1
2 log |K| − p(y) collects the terms that

do not depend on f and so can be ignored. This shows that optimisation of the target can
be cast as a partial nonlinear least-squares problem. We use the term ‘partial’ because the
log normaliser may depend on f , but cannot be written in the required least-squares form.
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The Jacobian of the residual vector is obtained by taking the partial derivatives of each
component,

∇fV(f) =


G1
...

GN

K−
1
2

 , (35)

where,

Gn = ∇f>

(
Cov[yn | fn]−

1
2 (yn − E[yn | fn])

)
=
[
0, . . . ,∇fn

(
Cov[yn | fn]−

1
2 (yn − E[yn | fn])

)
, . . . ,0

]
∈ RDy×ND. (36)

The residual Hessian ∇2
f V(f) is defined similarly. The Jacobian and Hessian of the log

posterior can then be computed via the chain rule,

∇fL(f) = −∇fV(f)>V(f) +∇f logZ(f),

∇2
fL(f) = −∇fV(f)>∇fV(f)−∇2

f V(f)>V(f) +∇2
f logZ(f).

(37)

A Gauss–Newton approximation to the Hessian involves discarding the second-order terms
to give

∇2
fL(f) ≈ −∇fV(f)>∇fV(f)

= −
N∑
n=1

G>nGn −K−1. (38)

Inference based on Equation (38) is guaranteed to result in PSD covariances because G>nGn

is PSD. Note that
∑N

n=1 G>nGn is a block-diagonal matrix with block size D.
For many likelihood models the second-order term, ∇2

f V(f)>V(f), will be zero or close
to zero, meaning that the Gauss–Newton approach is either exact or a good approximation.
However, Gauss–Newton is arguably most desirable in scenarios where the second-order
term is not close to zero, since this often causes non-PSD updates to occur.

Equation (38) also discards the log normaliser term, ∇2
f logZ(f), which is often positive

definite (undesirably so). For some models the normaliser Z(f) does not depend on f , and
hence this term will be zero. Even if Z(f) does depend on f , we might still expect the
residual term to dominate the Hessian computation.

5.1.1 Generalised Gauss–Newton for General Likelihoods

We now consider the case where the likelihood model cannot be written in the Gaussian form
of Equation (33), for example in discrete models such as the Bernoulli or Poisson likelihoods,
or continuous models such as the Gamma or Student-t likelihoods. In this case, the model
can no longer be cast as a least-squares problem, so we resort to a generalised Gauss–Newton
approach. The generalised approach, initially developed to address constrained optimisation
problems (Golub and Pereyra, 1973), and more recently applied to Bayesian neural networks
(Khan et al., 2019), works by defining a transformation of variables such that application of
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the chain rule leads to a sum of first- and second-order terms. We propose the transformation
u(f) = E[y | f ], giving

∇f log p(y |u(f)) = ∇fu(f)>∇u log p(y |u(f)),

∇2
f log p(y |u(f)) = ∇2

f u(f)>∇u log p(y |u(f)) +∇>f u(f)∇2
u log p(y |u(f))∇fu(f)

≈ ∇>f u(f)∇2
u log p(y |u(f))∇fu(f),

(39)

where the final line amounts to the generalised Gauss–Newton approximation. However,
∇2

u log p(y |u(f)) is not guaranteed to be negative semi-definite as required. We therefore
propose using the Laplace approximation, ∇2

u log p(y |u(f)) ≈ −Cov[y | f ]−1, inspired by
the fact that for many models this Hessian term will be well approximated by the negative
likelihood precision, which is guaranteed to be negative semi-definite. This leads to the
following generalised Gauss–Newton method

∇2
f log p(y | f) ≈ −∇fE[y | f ]>Cov[y | f ]−1∇fE[y | f ]

= −
N∑
n=1

G>nGn, (40)

where Gn = Cov[yn | fn]−
1
2∇f>E[yn | fn]. This version matches the full Gauss–Newton

method when ∇f Cov[y | f ] and ∇f logZ(f) are both zero (or assumed to be zero). Inter-
estingly, Equation (40) also matches the Taylor method / EKS updates in Equation (32)
exactly. Next we will show that our presentation has the benefit of allowing for a variational
Gauss–Newton extension, which improves on the EKS approach whilst still ensuring PSD
updates.

5.2 Variational Gauss–Newton

As discussed in Section 4.1, natural gradient VI can be derived by defining the expected log
likelihood, L(m,C) = Eq(f)[log p(y | f)], to be a surrogate optimisation target. Therefore,
assuming the continuous Gaussian model in Equation (33) and letting

V(f) =

 Cov[y1 | f1]−
1
2 (y1 − E[y1 | f1])

...

Cov[yN | fN ]−
1
2 (yN − E[yN | fN ])

 , (41)

the expected log likelihood can be written,

Eq(f)[log p(y | f)] = Eq(f)

[
−1

2
V(f)>V(f) + logZ(f)

]
+ c, (42)

where c again collects the terms that do not depend on f . By Bonnet’s and Price’s
theorems (see Lin et al., 2019) we can write ∇mEq(f)[log p(y | f)] = Eq(f)[∇f log p(y | f)], and
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∇2
mEq(f)[log p(y | f)] = Eq(f)[∇2

f log p(y | f)], such that

∇mEq(f)[log p(y | f)] = Eq(f)[−∇fV(f)>V(f) +∇f logZ(f)],

∇2
mEq(f)[log p(y | f)] = Eq(f)[−∇fV(f)>∇fV(f)−∇2

f V(f)>V(f) +∇2
f logZ(f)]

≈ Eq(f)

[
−∇fV(f)>∇fV(f)

]
= Eq(f)

[
−

N∑
n=1

G>nGn

]
,

(43)

where Gn = ∇f>

(
Cov[yn | fn]−

1
2 (yn − E[yn | fn])

)
. Here G>nGn is guaranteed to be PSD

such that Eq(fn)

[
G>nGn

]
is also PSD. We refer to Equation (43) as the variational Gauss–

Newton method.

As above, for discrete likelihoods we again propose the use of Gn =
Cov[yn | fn]−

1
2∇f>E[yn | fn], leading to the following approximation,

∇2
mEq(f)[log p(y | f)] ≈ −Eq(f)

[
∇fE[y | f ] Cov[y | f ]−1∇fE[y | f ]

]
, (44)

that we refer to as the variational generalised Gauss–Newton method. Equation (44) is
equivalent to the Taylor/EKS method where we take an expectation with respect to the full
posterior rather than simply evaluating the Hessian at the posterior mean. It also bears an
interesting resemblance to the PL updates, Equation (31), making it clear that whilst PL and
variational Gauss–Newton are both Bayes–Gauss–Newton methods, PL makes additional
limiting assumptions and approximates the likelihood covariance differently.

The variational Gauss–Newton method is guaranteed to produce PSD updates even in the
presence of numerical integration error when computing Eq(f)[log p(y | f)], and in scenarios
where the model hyperparameters change across iterations. This gives it a significant
advantage relative to the PSD constraints based on Riemannian gradients in Section 7.

5.3 Second-Order Posterior Linearisation

In Appendix F, we show how the PL updates in Equation (31) amount to a Bayes–Gauss–
Newton approximation, with the Hessian computation only involving first-order derivatives.
Additionally, the covariance, Ωn,n, is assumed to have zero gradient with respect to mn.
This means PL results in a poor approximation for likelihood models of the form given in
Equation (33) where Cov[y | f ] depends on f . We propose a full Newton-like version of PL
which takes into account this dependency and includes the second-order terms. Recall that
the PL surrogate target is L(mn,Cn,n) = log N(yn |Eq(fn)[E[yn | fn]], Ωn,n). Letting Zn be
the normaliser of this Gaussian gives

Dk,n = Ω
− 1

2
k,n,n(yn − Eq(fn)[E[yn | fn]])

L(mn,Cn,n) = logZn − 1
2D>nDn

Jk,n = ∇mn logZn −∇mnD
>
k,nDk,n

Hk,n,n = ∇2
mn

logZn −∇mnD
>
k,n∇mnDk,n −∇2

mn
D>k,nDk,n


surrogate target
& gradients
(2nd-order PL)

(45)
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Following the approach above, a Gauss–Newton approximation can then be derived by
setting

Hk,n,n = −∇mnD
>
k,n∇mnDk,n, (46)

which improves upon standard PL when Cov[y | f ] depends on f , and still guarantees PSD
updates. If the likelihood model is not of the form given in Equation (33), for example if it
is discrete, then a generalised Gauss–Newton approximation in which the normaliser Zn and
the gradients of Ωk,n,n are ignored results in exactly the standard PL method.

6. Bayes-Quasi-Newton

As discussed in Section 5.1, Gauss–Newton methods are accurate when the Hessian compu-
tation is dominated by the first-order term. If this is not the case, a better approximation
may be a quasi-Newton method (Broyden, 1967; Nocedal and Wright, 2006). Quasi-Newton
methods replace the full Hessian computation with a series of efficient low-rank updates,
and whilst these updates are not guaranteed to result in PSD covariances, they do provide
a way of checking whether a given update will be PSD, which can be used to determine
whether an update should be applied. A damped version of the updates can also be applied,
which does guarantee that the resulting covariances are PSD.

6.1 The Quasi-Newton Method

Quasi-Newton methods approximate the Hessian of the optimisation target, ∇2L, via a
matrix, B, in a way that avoids the Hessian computation by utilising changes in first-order
derivative information along the optimisation search direction. The application of the
quasi-Newton method to the global Newton updates, Equation (6), whilst extremely efficient,
is a poor approximation because the full-rank matrix C−1 cannot be well approximated by
iterative low-rank updates. Therefore, we apply individual quasi-Newton updates to the
local approximate likelihood terms, L(fn) = log p(yn | fn):

∇2
fnL(fn) ≈ Bk,n. (47)

The matrix Bk,n is chosen to ensure it satisfies the secant equation: Bk+1,nsk,n = gk,n,
where sk,n = mk+1,n−mk,n and gk,n = ∇fnL(mk+1,n)−∇fnL(mk,n). Various methods exist
for doing do, but we focus on the BFGS formula (Broyden, 1969; Fletcher, 1970; Goldfarb,
1970; Shanno, 1970), because it has been shown empirically to be the most effective, and
because it guarantees that Bk,n remains negative semi-definite whenever the initial value,
B0,n, is negative semi-definite and s>k,ngk,n < 0.

The BFGS formula, which amounts to a rank-two update to Bk,n, is given by

Bk+1,n = Bk,n −
Bk,nsk,ns

>
k,nBk,n

s>k,nBk,nsk,n
+

gk,ng
>
k,n

s>k,ngk,n
. (48)

The curvature condition, s>k,ngk,n < 0, is not guaranteed for general nonlinear functions,
and we observe it to often be violated for non-log-concave likelihood models. A practical
approach to ensure stability is to simply reject updates that do no satisfy the condition.
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The local quasi-Newton updates are then

L(fn) = log p(yn | fn)

Jk,n = ∇fnL(mk,n)
Hk,n,n = Bk,n

sk,n = mk+1,n −mk,n , gk,n = ∇fnL(mk+1,n)−∇fnL(mk,n)

Bk+1,n =

 Bk,n −
Bk,nsk,ns>k,nBk,n

s>k,nBk,nsk,n
+

gk,ng>k,n
s>k,ngk,n

, if s>k,ngk,n < 0

Bk,n , if s>k,ngk,n ≥ 0


surrogate target
& gradients
(Quasi-Newton)

(49)

In some scenarios this approach can cause a large number of the updates to be rejected.
We present a damped version whose updates are guaranteed to be stable in Section 6.5.
Next we will derive two Bayesian variants of the quasi-Newton method corresponding to
approximations to VI and PEP.

6.2 Variational Quasi-Newton

The quasi-Newton method cannot be straightforwardly applied to VI by simply changing
the target density, because the parameters being optimised in Bayes–Newton methods
include the posterior covariance, C, as well as the posterior mean, m, and the changes
in covariance must be accounted for in the secant equation. Since the surrogate target,
L(m,C) = Eq(f)[log p(y | f)], only depends on the marginal variances (yn only depends on
fn) it is sufficient to define a new vector,

ηn =

(
mn

vec(Cn,n)

)
∈ R(D+D2)×1, (50)

where vec(Cn,n) ∈ RD2×1 represents the covariance of the marginal, q(fn), stored as a
column vector. We must then compute the Jacobian of the target with respect to ηn. Since
computing the Jacobian with respect to the covariance comes at the same computational
cost as computing the Hessian with respect to the mean, Bayes-quasi-Newton methods are
not computationally more efficient than standard Bayes–Newton methods and should be
viewed instead as a way to ensure PSD updates.

The variational quasi-Newton method is therefore characterised by the following updates,

L(ηn) = Eq(fn)[log p(yn | fn)]

Jk,n = ∇mk,n
L(ηk,n)

Hk,n,n = Bk,n,1:D,1:D

sk,n = ηk+1,n − ηk,n , gk,n = ∇ηnL(ηk+1,n)−∇ηnL(ηk,n)

Bk+1,n =

 Bk,n −
Bk,nsk,ns>k,nBk,n

s>k,nBk,nsk,n
+

gk,ng>k,n
s>k,ngk,n

, if s>k,ngk,n < 0

Bk,n , if s>k,ngk,n ≥ 0



surrogate target
& gradients
(Variational
Quasi-Newton)

(51)

where Bk,n,1:D,1:D represents the upper left D ×D block of Bk,n ∈ R(D+D2)×(D+D2), which
corresponds to the approximate Hessian with respect to the mean, mk,n.
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6.3 Power Expectation Propagation Quasi-Newton

We take a similar approach to derive a quasi-Newton approximation to power EP. In this
case, we define a new vector which stacks the cavity means and marginal cavity variances,

η\n=

(
m\
n

vec(C\n,n)

)
∈ R(D+D2)×1, (52)

where vec(C\n,n) is a vectorised version of C\n,n. The updates are then

L(η\n) = 1
α logEq\(fn)[p

α(yn | fn)]

Rk,n = C\−1
k,n,n

(
αBk,n,1:D,1:D + C\−1

k,n,n

)−1

Jk,n = Rk,n∇m
\
n
L(η\k,n)

Hk,n,n = Rk,nBk,n,1:D,1:D

sk,n = η\k+1,n − η\k,n , gk,n=∇η\nL(η\k+1,n)−∇η\nL(η\k,n)

Bk+1,n =

 Bk,n −
Bk,nsk,ns>k,nBk,n

s>k,nBk,nsk,n
+

gk,ng>k,n
s>k,ngk,n

, if s>k,ngk,n < 0

Bk,n , if s>k,ngk,n ≥ 0



surrogate target
& gradients
(PEP Quasi-Newton)

(53)

6.4 Posterior Linearisation Quasi-Newton

A quasi-Newton approximation can also be applied to PL in a very similar way to the VI
case:

L(ηn) = log N(yn |Eq(fn)[E[yn | fn]], Ωn,n)

Jk,n = ∇mnEq(fn)[E[yn | fn]]>Ω−1
k,n,n(yn − Eq(fn)[E[yn | fn]])

Hk,n,n = Bk,n,1:D,1:D

sk,n = ηk+1,n − ηk,n , gk,n = ∇ηnL(ηk+1,n)−∇ηnL(ηk,n)

Bk+1,n =

 Bk,n −
Bk,nsk,ns>k,nBk,n

s>k,nBk,nsk,n
+

gk,ng>k,n
s>k,ngk,n

, if s>k,ngk,n < 0

Bk,n , if s>k,ngk,n ≥ 0


surrogate target
& gradients
(PL Quasi-Newton)

(54)

where ∇ηnL(ηk,n) = ∇ηnEq(fn)[E[yn | fn]]>Ω−1
k,n,n(yn − Eq(fn)[E[yn | fn]]), i.e., the gradient

of Ωn,n is assumed to be zero. This approach can also be adapted to the improved version
of PL derived in Section 5.3 by relaxing this assumption (and including the normalisation
constant if appropriate).

6.5 Damped Quasi-Newton Updates

For complicated likelihood models, the BFGS updates described above may result in many
updates being rejected, which can result in poor performance. The following damped BFGS
formula can be used as a slightly less accurate approach which guarantees PSD updates.
The adaptive damping term, ψ, is introduced as follows:

ψk,n =

 1 , if s>k,ngk,n ≤ (1− ξ)s>k,nBk,nsk,n

ξ
s>k,nBk,nsk,n

s>k,nBk,nsk,n−s>k,ngk,n
, if s>k,ngk,n > (1− ξ)s>k,nBk,nsk,n

(55)
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where ξ is the damping factor (often set to ξ = 0.8). Then letting

rk,n = ψgk,n + (1−ψ)Bk,nsk,n, (56)

the BFGS update is modified to use rk,n in place of gk,n:

Bk+1,n = Bk,n −
Bk,nsk,ns

>
k,nBk,n

s>k,nBk,nsk,n
+

rk,nr
>
k,n

s>k,nrk,n
, (57)

which is guaranteed to be negative semi-definite because s>k,nrk,n = −(1− ξ)s>k,nBk,nsk,n < 0.
When ψk,n = 1, the update is equivalent to the standard BFGS formula. When ψk,n ∈ (0, 1),
the update results in a negative semi-definite Bk+1,n that interpolates between the previous
estimate and the standard update. The damped approach is also applicable to the VI and
PEP quasi-Newton variants.

Perhaps a more common approach to ensuring PSD updates during quasi-Newton is to
the use the Wolfe line-search (Nocedal and Wright, 2006). However, since our approach is to
apply the BFGS updates to the individual likelihood terms separately, whereas the objective
(the model energy) is global, we found that a very small step size is often required to ensure
that all terms remain PSD. In contrast, the damping approach effectively allows a different
step size for each term, which is much more effective.

7. PSD Constraints via Riemannian Gradients

Lin et al. (2020) used Riemannian gradient methods to deal with the PSD constraint in VI
by adding an additional term to the precision update, in a similar vein to the ‘retraction
map’ presented in Tran et al. (2019). Since the prior precision is guaranteed to be PSD by
construction, we derive the corresponding method applied to the approximate likelihood
updates by subtracting the prior component from the method of Lin et al. (2020) to give

L(mn,Cn,n) = Eq(fn)[log p(yn | fn)]

Jk,n = ∇mnL(mk,n,Ck,n,n)

Gk,n = C−1
k,n,n +∇2

mn
L(mk,n,Ck,n,n)

Hk,n,n = ∇2
mn
L(mk,n,Ck,n,n)− ρ

2Gk,nCk,n,nGk,n


surrogate target
& gradients
(VI Riemann)

(58)

This approach provides excellent performance in many cases, although the degree to which
the constraint may affect the quality of the approximation is unclear. Unfortunately, despite
having theoretical guarantees that Equation (58) results in PSD updates, in practice we
find that numerical integration error when computing L(mn,Cn,n) can cause the algorithm
to fail. The constraint is also not guaranteed if the model hyperparameters change across
optimisation iterations.

Adding a similar retraction map term to the improved PL method, Equation (45), is
also valid, and by approximating the target expectation with a point estimate, L(mn) =
log p(yn |mn), it is straightforward to derive a Newton / Laplace version. Our unifying
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presentation also allows us to formulate a similar PSD constraint for PEP as follows:

L(m\
n,C

\
n,n) = 1

α logEq\(fn)[p
α(yn | fn)]

Rk,n = C\−1
k,n,n

(
α∇2

m
\
n

L(m\
k,n,C

\
k,n,n) + C\−1

k,n,n

)−1

Gk,n = C−1
k,n,n + Rk,n∇2

mn
L(m\

k,n,C
\
k,n,n)

Jk,n = Rk,n∇m
\
n
L(m\

k,n,C
\
k,n,n)

Hk,n,n = Rk,n∇2

m
\
n

L(m\
k,n,C

\
k,n,n)− ρ

2Gk,nCk,n,nGk,n


surrogate target
& gradients
(PEP Riemann)

(59)

These constraints for the PEP updates only hold if
(
α∇2

m
\
n

L(m\
k,n,C

\
k,n,n) +C\−1

k,n,n

)
is PSD,

which is not guaranteed to be the case. However, in practice, we find the method greatly
reduces the chance of the update resulting in a negative-definite covariance. We find that
most of the practical issues involved with these PSD constraints for both VI and PEP can
be alleviated by setting the learning rate ρ to a small value. Reducing the power, α, in the
PEP case also improves stability.

8. Examples, Experiments, and Connections to Related Work

As we have shown, all approximate inference schemes can be cast as updates to local
approximate likelihoods, Equation (9), combined with conjugate global parameter updates,
Equation (10). For this reason, the choice of approximate inference scheme is completely
independent of the choice of model, and of the approach used to compute the global updates.
To illustrate this point, we now demonstrate how to apply the inference schemes when the
latent variable f is characterised by a Gaussian process, a sparse Gaussian process, or a
state space model. The full algorithms are described in Appendix H.

8.1 Gaussian Processes

A Gaussian process (GP, Rasmussen and Williams, 2006) is a distribution over functions,
which states that realisations of a function, f(x), at any finite collection of inputs, X ∈
RN×Dx , is jointly Gaussian distributed, f = f(X) ∼ N(f(X) |µ = µ(X),K = κ(X,X)). A
GP prior, written f(x) ∼ GP(µ(x), κ(x, x′)), is characterised by a mean function, µ(x), and
a covariance function, κ(x, x′), and sophisticated domain knowledge can be incorporated
into µ and κ, which may have some hyperparameters, θ, associated with them.

If a GP prior is combined with a Gaussian likelihood, p(y | f) = N(y | f ,C), then the
application of Bayes’ rule allows us to obtain the posterior distribution, p(f |y) ∝ p(f) p(y | f),
whose mean and covariance are given by (assuming the prior has zero mean, µ = 0),

m = K(K + C)−1y,

C = K−K(K + C)−1K.
(60)

When p(y | f) is non-Gaussian, the approximate inference schemes presented above can be
used by replacing the true likelihood with an approximate likelihood, t(f) = N(f |m,C). In
this case, by setting y = m, the above equations are equivalent to, but slightly more stable
than, the updates given in Equation (10). Additionally, GPs allow for predictions to be
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made at ‘test’ locations, X∗, by exploiting the marginalisation and conditional properties of
Gaussian densities. In Section 8.4 we also consider the case where f is vector-valued with D
elements: f(x) : RDx → RD.

Inference in non-conjugate GP models therefore involves the iterative application of a
local update scheme for t(f), followed by Equation (9), and Equation (60) with y = m.
Algorithm 1 gives the full algorithm. These iterations can be alternated with updates to the
hyperparameters, θ, via gradient-based optimisation of the model energy (see Section 4).
If the VI updates of Equation (15) are used, we recover a natural gradient version of
the variational GP (Opper and Archambeau, 2009). The PEP updates of Equation (22)
recover the approach of Minka (2001). Newton’s method, Equation (8), results in the
Laplace approach described in Rasmussen and Williams (2006). PL, Equation (31), recovers
Garćıa-Fernández et al. (2019).

8.2 Sparse Gaussian Processes

The global update in Equation (60) has O(N3D3) computational scaling, which can be
prohibitive. A common approach to reducing this scaling is the sparse GP (Csató and
Opper, 2002). Sparse GPs introduce a set of inducing inputs, Z ∈ RM×Dx , where M < N .
The inducing variables, u = f(Z), have prior p(u) = N(u |µu = µ(Z),Kuu = κ(Z,Z)).

The posterior over the inducing variables, q(u) = N(u |mu,Cu), is stored in memory,
from which the approximate posterior marginals can be obtained by conditioning: q(fn) =∫
p(fn |u)q(u) du, where the conditional is Gaussian: p(fn |u) = N(fn |Wfnuu,Kn,n −

KfnuW>
fnu

), for Wfnu = KfnuK−1
uu, and Kfnu = κ(Xn,Z). This leads to computational

savings because fi and fj are now conditionally independent given u. The approximate
likelihoods are also redefined to be functions of u,

t(u) =
N∏
n=1

tn(u). (61)

In order to update the parameters of tn(u) we must compute the gradients of the surrogate
target (see Table 1), but where the posterior marginal, q(fn), is computed via the conditional.
For example, the sparse VI surrogate target becomes Eq(u)[Ep(fn |u)[log p(yn | fn)]] and we
compute its gradients with respect to the mean of tn(u). Fortunately, for all inference
schemes this quantity amounts to applying the standard update rules to t(fn) followed by
a deterministic mapping: recalling that λ(1), λ(2), are the natural parameters of t(f), the
corresponding natural parameters of t(u) = zuN(u |mu,Cu) are

λ
(1)
u = W>

fuλ
(1),

λ
(2)
u = W>

fuλ
(2)Wfu .

(62)

Note that λ
(2)
u ∈ RMD×MD is a dense matrix, whereas λ(2) ∈ RND×ND is block-diagonal.

To update the inducing posterior we now apply a modified version of Equation (60),

mu = Kuu(Kuu + Cu)−1mu,

Cu = Kuu −Kuu(Kuu + Cu)−1Kuu.
(63)
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Updates to the local factor, t(fn), require the posterior marginal q(fn) = N(fn |mn,Cn,n),
which is given by

mn = Wfnumu,

Cn,n = Kn,n −WfnuK>fnu + WfnuCuW>
fnu.

(64)

This algorithm has O(NM2D3) dominant computational scaling, and can be combined with
any of the inference methods presented above by choosing the appropriate update rule for
t(fn). The full algorithm is given in Algorithm 2. Use of the VI updates of Equation (15)
leads to the method of Adam et al. (2021), which they show to be an improved version of
natural gradient inference for the sparse variational GP (Hensman et al., 2015; Salimbeni
et al., 2018). The PEP updates of Equation (22) lead to sparse PEP (Bui et al., 2017).

If the local factors, t(fn), are stored in memory, then the overall memory requirement
scales as O(ND + M2D2). However, for all algorithms apart from PEP (where the local
factors must be kept in order to compute the cavities), it’s possible to instead store only
t(u), leading to memory scaling of O(M2D2). The inducing inputs, Z, can be treated as
hyperparameters and optimised based on the model energy. Crucially, a stochastic version
of the sparse algorithm can be obtained by updating only a subset of the local factors on
each iteration, which is particularly efficient since the marginals of q(f) can be computed
independently given q(u). In this case, the parameters for each factor are ‘tied’: the likelihood
contribution for each data point is simply given by tn(u) = tN−1/N(u). This approach is
used with VI in Adam et al. (2021), and when used with PEP it leads to stochastic PEP (Li
et al., 2015) which also has memory scaling O(M2D2).

8.2.1 The Sparse GP Energy

The GP energy can also be efficiently approximated via the sparse model. The sparse
variational free energy (see Section 4.1.1) is given by

VFE(q(u)) = −
N∑
n=1

Eq(u)[Ep(fn |u)[log p(yn | fn)]] + Eq(u)[log N(u |mu,Cu)]− logZu, (65)

with logZu =
∫
p(u)N(u |mu,Cu) du. Replacing the expectations with point estimates in

a similar way to Equation (17) leads to a sparse version of the Laplace energy.
The sparse PEP energy is

PEPE(q(u)) = − 1

α

N∑
n=1

logE
q
\
n(u)

[Ep(fn |u)[p
α(yn | fn)]]

+
1

α
logEq\(u)[N

α(u |mu,Cu)]− logZu, (66)

where q\(u) = q(u)/tα(u) is the ‘global’ cavity, and q\n(u) = q(u)/tαn(u) is the cavity
associated with data point yn. This result is arrived at using a similar approach to
Section 4.2.1: we set zu such that the zero-th moment (i.e., the log normaliser) of the
approximate posterior matches the (product of) zero-th moments of the tilted distributions,

zαu Eq\(u)[N
α(u |mu,Cu)] =

N∏
n=1

E
q
\
n(u)

[Ep(fn |u)[p
α(yn | fn)]], (67)
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and then rearrange in a similar fashion to Equation (26).
Again using the property in Equation (23), we can see that the PEP energy is equal to

the VFE in the limit as α→ 0. Since the sparse algorithm presented above is identical for
both methods, we can conclude the following:

Remark 5 The connection between PEP and natural gradient VI holds in the sparse GP
case: sparse PEP (α→ 0) is equivalent to natural gradient sparse VI.

8.3 State Space Models and Markovian Gaussian Processes

All of the listed inference schemes can be used to perform inference in the discrete-time state
space model with linear Gaussian dynamics of the following form,

f̄n+1 = Anf̄n + qn , qn ∼ N(0,Qn),

yn | f̄n ∼ p(yn | H̄f̄n),
(68)

where f̄n ∈ RS×1 is the Gaussian distributed state vector, An ∈ RS×S is the transition
matrix, and Qn ∈ RS×S is the process noise. H̄ ∈ RD×S is the measurement matrix such
that fn = H̄f̄n. In essence, the Gaussian prior in Equation (1) has been replaced by the linear
Gaussian state space model on the first line of Equation (68). Therefore inference again
simply involves replacing the true likelihood, p(yn | H̄f̄n), with the approximate likelihood,
t(fn), after which the approximate posterior over the state, q(f̄) ≈ p(f̄ |y), is given by
application of the linear Kalman filter followed by the Rauch–Tung–Striebel smoother
(Särkkä, 2013). That is, the global posterior update, Equation (10), is replaced with linear
filtering and smoothing. The full algorithm is given in Algorithm 3.

8.3.1 Markovian Gaussian Processes

Consider again the GP model in Section 8.1. If the inputs are vector valued and ordered,
X ∈ RN×1 = [x1, . . . , xN ]>, for example if they represent sequential time steps, then for
many common covariance functions the GP can be rewritten as a linear time-invariant
stochastic differential equation (Hartikainen, 2013),

df̄(x) = F f̄(x) dx+ L dβ(x), (69)

where F is the feedback matrix and dβ(x) has spectral density Qc. F and Qc are determined
by the GP covariance function such that the model exhibits similar covariance properties to
the standard GP (see Särkkä and Solin, 2019, for details). There is a linear relationship
between the state, f̄ , and the function, f , characterised by the measurement matrix, f(xn) =
H̄f̄(xn). The discrete-time solution to this SDE is given by Equation (68) where

An = Φ(F∆n) and Qn =

∫ ∆n

0
Φ(∆n − τ) L Qc L>Φ(∆n − τ)>dτ, (70)

for step size ∆n = xn+1 − xn, where Φ(·) is the matrix exponential. The initial state is
f̄0 ∼ N(0,P0), where P0 is the solution to the Lyapunov equation, FP0+P0F

>+LQcL
> = 0.

For many covariance functions, An, Qn, and P0 can be computed in closed form. Once
constructed, inference can again proceed by application of linear filtering and smoothing,
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which will return the exact same posterior as that given by the approach in Section 8.1.
This algorithm scales linearly in the number of data points, O(S3N).

The use of the VI updates in conjunction with filtering and smoothing gives the approach
of Chang et al. (2020), whilst the use of PEP was explored in Wilkinson et al. (2020). The
Newton/Laplace approach was first applied to Markovian GPs in Nickisch et al. (2018). PL
was initially derived as an approach for inference in state space models, and generalises
the iterated nonlinear Kalman smoothers such as the extended and unscented smoothers.
The Markovian approach can be extended to spatio-temporal data with more than one
input dimension via the use of infinite-dimensional filtering methods (Särkkä et al., 2013;
Hamelijnck et al., 2021; Tebbutt et al., 2021). The sparse and Markovian approaches can
also be combined to further reduce the computational scaling (Wilkinson et al., 2021).

8.3.2 The Markovian GP Energy

The GP model energy can also be computed efficiently when using the Markovian approach.
Consider the energy functions for VI, Laplace, and PEP, given by Equation (16), Equation (17)
and Equation (27) respectively. In each case, the first two terms can be computed as usual,
since they only require the marginals, q(fn), which are given by filtering and smoothing.
The final term, logZ = log

∫
p(f)

∏N
n=1 N(fn |mn,Cn,n) df , can be computed sequentially

during the forward filter as,

logZ =
N∑
n=1

log

∫
p(f̄(xn) |m1:n−1) N(mn | H̄f̄(xn),Cn,n) df̄(xn), (71)

where p(f̄(xn) |m1:n−1) is the predictive filtering distribution. Therefore the energy for all
inference schemes can also be computed in O(S3N).

8.4 Experiments

To evaluate our proposed methods, we consider three case studies. These include likelihood
models that are a nonlinear function of multiple latent Gaussian processes, and which
consistently result in non-PSD covariances when inference is applied näıvely. These models
can be seen as instances of chained GPs (Saul et al., 2016), with the distinction that Saul
et al. (2016) assume independence between the latent processes to make the model tractable
and stable, which amounts to a similar approach to the heuristic method discussed in
Section 4.5.1. We do not assume independence between the posterior processes, and we
demonstrate that this can improve the inference result. Such an approach can become
computationally prohibitive when the number of latent processes is large, although the sparse
algorithm given in Section 8.2 is applicable in all cases, and the Markovian approach of
Section 8.3 is applicable whenever the inputs are one-dimensional. We compute the negative
log predictive density (NLPD) of the test data as the main performance metric. We set the
EP power to α = 0.5. In almost all cases, we find that the methods based on Riemannian
gradients result in non-PSD covariances when the method nears its optima. Therefore in
the reported results we take the last stable step before the algorithm fails as the final result.

We have also added a first-order variational inference method as a baseline to each
experiment. This is achieved by training the approximate likelihood mean and covariance
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Figure 2: Example heteroscedastic noise model results. The top figure compares the
posterior obtained for the motorcycle crash data set when using heuristic VI, variational
Gauss–Newton and variational quasi-Newton. All methods obtain similar mean values, but
different covariances. The contour plots show the marginal posterior covariance between f1

(x-axis) and f2 (y-axis, the noise standard deviation GP) at the time points marked by vertical
lines in the top figure. The heuristic method (grey) assumes posterior independence between
the two latents, variational Gauss–Newton (cyan) captures small amounts of cross-covariance,
whilst variational quasi-Newton (red) captures more significant cross-covariance.

via gradient-base optimisation of the VFE using the Adam optimiser with a learning rate
of 0.1 (we empirically found this to give the best performance and convergence). This is
equivalent to the variational-GP method of Opper and Archambeau (2009). As expected,
the first-order method converges more slowly than the other methods.

8.4.1 Gaussian Process Regression with Heteroscedastic Noise

First we consider the model of Goldberg et al. (1997), which augments a standard regression
model with an additional GP prior on the observation noise standard deviation,

f1(·) ∼ GP(0, κ1(·, ·)) , f2(·) ∼ GP(0, κ2(·, ·)) ,
yn | f1(Xn), f2(Xn) ∼ N(yn | f1(Xn), φ(f2(Xn))2) ,

(72)

where φ(·) = log(1 + exp(·)) is the softplus function which ensures the standard deviation is
positive. There are two latent processes, D = 2, and the observations are scalars, Dy = 1.
This model has been a focus of much research due to its relevance to real-world applications
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Figure 3: Heteroscedastic noise results. Mean of 4-fold cross validation shown. Variational
quasi-Newton is capable of obtaining the best predictive performance, however all quasi-
Newton methods converge slowly due to the need for damping. Gauss–Newton variants
obtain similar performance to the heuristic method, but do not require computation of
second-order derivatives. PL2 is the second-order PL method, and it significantly outperforms
PL because it takes into account the gradients of the likelihood covariance.

(Tolvanen et al., 2014; Lázaro-Gredilla and Titsias, 2011). The model is applied to data
simulating N = 133 accelerometer readings from a motorcycle crash (Silverman, 1985). κ1,
κ2 are Matérn-3/2 kernels, and we use a learning rate of ρ = 0.3 and a quasi-Newton damping
rate of ξ = 0.5. The data inputs and outputs are scaled to have zero mean and unit variance,
and the kernel hyperparameters (lengthscales and variances) are all fixed at the value 1.
We use Gauss–Hermite integration with 202 = 400 points to solve the intractable integrals
required for the VI-, EP- and PL-based methods. An example inference result is shown in
Figure 2, and the test performance using 4-fold cross validation is shown in Figure 3.
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Figure 4: A short segment of the signal used for the amplitude demodulation experiment.
The observed signal is produced via the product of a periodic component and a positive
amplitude envelope. By taking into account cross-covariance between components, variational
Gauss–Newton is better able to recover the ground truth than the heuristic approach.

Standard PL fails badly on this task since it does not take into account the gradients
of the likelihood covariance (see Section 5.3 for discussion). From Figure 2 we can see
that variational Gauss–Newton does not capture a significant amount of cross-covariance
between the latent components and provides very similar performance to the heuristic
method, but has the benefit of not requiring computation of the full Hessian. The variational
quasi-Newton method provides the best test performance, but all quasi-Newton methods
converge slowly due to the use of damped BFGS updates (see Section 6.5).

8.4.2 Bayesian Amplitude Demodulation: the Product Likelihood

Next we apply our methods to the model of Turner and Sahani (2011), which assumes an
observed signal is produced by the product of a periodic component and a positive amplitude
envelope. The task is to uncover these latent components from the signal alone. We use the
following generative model,

f1(·) ∼ GP(0, κ1(·, ·)) , f2(·) ∼ GP(0, κ2(·, ·)) ,
yn | f1(Xn), f2(Xn) ∼ N(yn | f1(Xn)φ(f2(Xn)), σ2) ,

(73)
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Figure 5: Bayesian amplitude demodulation results. Mean of 4-fold cross validation shown.
Whilst the test NLPD is similar for most methods, those capable of capturing the cross-
covariance between latent components obtain better RMSE relative to the ground truth. PL
quasi-Newton results not plotted since it is identical to PL2 quasi-Newton for this model.

where φ(·) is again the softplus function to ensure the amplitude is positive. Again we have
D = 2, and Dy = 1. κ1 is an oscillator kernel made up of the product of the cosine kernel
and the Matérn-3/2: κ1(x, x′) = cos(ω(x− x′))κMat-3/2(x, x

′) with ω = 2
5π, unit variance and

a lengthscale of 500. We consider N = 1000 evenly spaced inputs in the range [0, 200],
therefore this amounts to an almost perfectly sinusoidal prior. κ2 is a Matérn-5/2 kernel with
a lengthscale of 3 and a variance of 2. The likelihood noise variance is σ2 = 0.1.
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Figure 6: Example GPRN prediction results. The variational Gauss–Newton method is
capable of learning meaningful dependencies between the output streams, and hence is able
to interpolate accurately. The heuristic VI approach, which assumes independence between
the posterior latent processes, makes less accurate predictions.

We use a learning rate of ρ = 0.1 and a quasi-Newton damping rate of ξ = 0.5. We again
use Gauss–Hermite integration to solve the intractable integrals. We draw a sample from the
model to be used as the training and test data, and the hyperparameters are fixed to their
true values. The aim of Bayesian amplitude demodulation is to uncover the ground truth
latent functions whilst characterising the model uncertainty. Figure 4 shows an example
inference result, and we plot the 4-fold cross validation results in Figure 5 where we measure
both the test NLPD and the RMSE of the posterior mean relative to the ground truth
components. Whilst the test NLPD results show similar behaviour to the heteroscedastic
noise task, we can see that the methods which take into account the cross-covariance between
the latent components are able to better recover the ground truth oscillator and amplitude
envelope.

8.4.3 The Gaussian Process Regression Network

The Gaussian process regression network (GPRN, Wilson et al., 2012) is a multi-output
GP model capable of capturing complex time-varying dependencies between observation
streams. We use the following generative model,

fi(·) ∼ GP(0, κf (·, ·)) , i = 1, 2,

Wj,i(·) ∼ GP(0, κW (·, ·)) , j = 1, . . . , 3, i = 1, 2,

yn | f(Xn),W (Xn) ∼ N(yn |W (Xn)f(Xn), Σ) ,

(74)
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Figure 7: Gaussian process regression network (GPRN) results. Mean value across 4 synthetic
data sets shown. Some methods not plotted due to divergent behaviour during training.
The Gauss–Newton methods (including PL) significantly outperform all other approaches in
terms of convergence rate, test NLPD and their ability to recover the ground truth.

where yn ∈ R3×1. Inference in Equation (74) is notoriously difficult due to the nonlinear
interaction of many components (there are 8 latent Gaussian processes, D = 8, Dy = 3). κf
and κW are Matérn-5/2 kernels with unit variance. κf and κW have lengthscales of 10 and
70 respectively. We assume correlated observation noise,

Σ =

 0.02 −0.015 −0.005
−0.015 0.04 0.01
−0.005 0.01 0.06

 ,

34



Bayes–Newton Methods for Approximate Bayesian Inference with PSD Guarantees

and draw four samples from the model to be used as separate data sets, with 400 time steps
(each with 3 outputs, giving 1200 total data points) evenly spaced in the range [−17, 147].
When the output streams are partially observed, the GPRN can be a powerful model for
interpolation of missing data, so we remove the middle third of data for two of the three
output streams and then compute the NLPD of the removed data as well as the RMSE of
the posterior mean relative to the ground truth. We use a learning rate of ρ = 0.3 and a
quasi-Newton damping rate of ξ = 0.3. The hyperparameters are fixed to their true values.
Since the intractable integrals required for the VI-, EP- and PL-based methods are now
8-dimensional, we use the 5th-order unscented transform (McNamee and Stenger, 1967) to
approximate them instead of Gauss–Hermite.

Figure 6 plots an example prediction result on one of the synthetic data sets, and Figure 7
plots the mean prediction performance across the four data sets. These results show that
the independence assumption between latent processes made in the original GPRN paper is
highly detrimental to performance and convergence rate. By including the cross-covariance
terms, the model improves in terms of prediction quality. However, the original approach
proposed by Wilson et al. (2012) is much more efficient than our methods when the number
of latent functions is large.

The Gauss–Newton methods significantly outperform all others with regards to conver-
gence rate, test NLPD and ground truth RMSE. PL and PL2 Gauss–Newton both perform
well, but exhibit oscillatory behaviour suggesting they may require a smaller learning rate
than the Gauss–Newton and variational Gauss–Newton approaches. The quasi-Newton
methods perform poorly on this task, since the rank-two BFGS updates are less accurate
than on the previous tasks due to the higher number of latent functions.

9. Conclusions and Discussion

Through careful analysis of variational inference, expectation propagation and posterior
linearisation, we have shown that many approaches to approximate Bayesian inference can
be viewed as update rules to local approximate likelihood terms. Furthermore these update
rules involve computing the Jacobian and (approximate) Hessian of a surrogate target, and
can be cast under the framework of numerical optimisation.

Our work aims to draw connections between such ideas from optimisation, machine
learning and signal processing, and in particular the development of the variational Gauss–
Newton method provides a key link between VI, the Gauss–Newton method, and linearisation-
based methods (which also turn out to make Gauss–Newton approximations). Additionally,
it serves as an approximation to VI that guarantees PSD updates and which exhibits excellent
performance in some very difficult inference tasks such as the GPRN multi-output model.

The quasi-Newton methods showed less promise experimentally, especially in terms of
convergence rates, but for some tasks they are able to capture shared information between
latent components that other methods are not. This may motivate further work in this area,
since it is clear that the heuristic and Gauss–Newton methods are not optimal in terms
of inference quality. Our PEP quasi-Newton approach also contributes to the search for
accurate and stable EP algorithms.

The explicit connections to the optimisation literature presented here motivate avenues for
further research. Perhaps the most interesting of these would be analysis of the convergence
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properties of the Bayes–Newton methods, and development of line-search methods for
improving the stability and convergence of all schemes. Whilst convergence analysis was out
of scope for this paper, we hope that the connections to Newton’s method and its variants
is a useful perspective in this regard. Python code for the methods and experiments is
provided at https://github.com/AaltoML/BayesNewton (see Appendix I for instructions
on how to reproduce the results).
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Appendix A. Derivation of the Online Newton Updates

Newton’s method corresponds to approximating

L(f) ≈ L(mk) +∇L(mk)
> (f −mk) +

1

2
(f −mk)

>∇2L(mk) (f −mk), (75)

whose minimum is given by setting the derivative of the right hand side to zero:

∇L(mk) +∇2L(mk) (f −mk) = 0, (76)

which then gives the next iterate as

mk+1 = mk − (∇2L(mk))
−1∇L(mk). (77)

We can now set Ck+1 = −(∇2L(mk))
−1 which allows us to write

C−1
k+1 = −(∇2L(mk))

−1,

mk+1 = mk + Ck+1∇L(mk).
(78)

However, instead of taking full step of Newton’s we can also take a partial step (as is often
done via line-search in the optimization literature) which replaces the update by

C−1
k+1 = (1− ρ) Ck − (∇2L(mk))

−1,

mk+1 = mk + ρCk+1∇L(mk),
(79)

as given in Equation (6). The iterates Ck indeed converge to C = −(∇2L(m∗))−1 which is
the Laplace approximation to the posterior covariance.

The following is a more detailed derivation of the result given in Equation (7),

λ
(2)
k+1 := −1

2
C−1
k+1 = −(1− ρ)

1

2
C−1
k − ρ

1

2

(
K−1 −∇2

f log p(y |mk)
)

= −(1− ρ)
1

2
(K−1 + C−1

k )− ρ 1

2

(
K−1 −∇2

f log p(y |mk)
)

= λ
(2)
prior + (1− ρ)λ

(2)
k + ρ

1

2
∇2

f log p(y |mk) ,

λ
(1)
k+1 := C−1

k+1mk+1 = C−1
k+1mk + ρ∇f log p(y |mk)− ρK−1(mk − µ)

= (1− ρ) C−1
k mk + ρK−1µ+ ρ

(
∇f log p(y |mk)−∇2

f log p(y |mk) mk

)
= λ

(2)
priormk − ρK−1mk + ρK−1µ+ ρ

(
∇f log p(y |mk)−∇2

f log p(y |mk) mk

)
= λ

(1)
prior + (1− ρ)λ

(1)
k + ρ

(
∇f log p(y |mk)−∇2

f log p(y |mk) mk

)
.

(80)

Appendix B. Derivation of the VI Updates

The following is a more detailed derivation of the result given in Equation (14),

λk+1 = λk − ρ∇ωVFE(q(f))

= λk − ρ (−∇ωEq(f)[log p(y, f)] +∇ωEq(f)[log q(f)])

= λk − ρ (−∇ωEq(f)[log p(y, f)] + λk)

= (1− ρ)λk + ρ∇ωEq(f)[log p(y, f)]. (81)
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By application of the chain rule (see Khan and Rue, 2021, for a detailed explanation of this
step), the individual posterior parameter updates then become

λ
(2)
k+1 = (1− ρ)λ

(2)
k + ρ

1

2
∇2

mEq(f)[log p(y, f)]

= (1− ρ)λ
(2)
k + ρ

(
1

2
∇2

mEq(f)[log p(y | f)] + λ
(2)
prior

)
= λ

(2)
prior + (1− ρ)λ

(2)
k + ρ

1

2
∇2

mEq(f)[log p(y | f)],

λ
(1)
k+1 = (1− ρ)λ

(1)
k + ρ

(
∇mEq(f)[log p(y, f)]−∇2

mEq(f)[log p(y, f)] mk

)
= (1− ρ)λ

(1)
k + ρ

(
∇mEq(f)[log p(y | f)]−K−1(mk − µ)− (∇2

mEq(f)[log p(y | f)]−K−1) mk

)
= λ

(1)
prior + (1− ρ)λ

(1)
k + ρ

(
∇mEq(f)[log p(y | f)]−∇2

mEq(f)[log p(y | f)] mk

)
.

(82)

Appendix C. Derivation of the PEP Updates

It is tempting to view PEP as minimising an alternative free energy approximation, and
to apply natural gradient descent to the approximate energy as in the VI case. However,
this approach would be flawed since this energy is not a bound for the true energy, and
stationary points obtained via moment matching may not even be local minima (Opper and
Winther, 2005).

The PEP algorithm proceeds by minimising local KL divergences,

t(fn)← arg min
t∗(fn)

DKL

[
1

Zn

pα(yn | fn)

tα(fn)
q(fn)

∥∥ 1

Wn

tα∗ (fn)

tα(fn)
q(fn)

]
, (83)

where Zn =
∫ pα(yn | fn)

tα(fn) q(fn)dfn and Wn =
∫ tα∗ (fn)
tα(fn)q(fn)dfn. Since the right hand side is

Gaussian, this minimisation amounts to moment matching. Hence we must compute the
first two moments of 1

Zn

pα(yn | fn)
tα(fn) q(fn). To derive the moment matching equations we take

the derivatives of Zn w.r.t. the cavity mean (we let N(fn |m\
n,C

\
n,n) be the marginal cavity

mean),

∂Zn

∂m\
n

= C\
−1
n,n

∫
(fn −m\

n)
pα(yn | fn)

tα(fn)
q(fn)dfn

= C\
−1
n,n

∫
fn
pα(yn | fn)

tα(fn)
q(fn)dfn −C\

−1
n,nm

\
n

∫
pα(yn | fn)

tα(fn)
q(fn)dfn

= C\
−1
n,nZn

∫
fnZ

−1
n

pα(yn | fn)

tα(fn)
q(fn)dfn −C\

−1
n,nm

\
nZn

= C\
−1
n,nZnEq̃[fn]−C\

−1
n,nm

\
nZn, (84)

and rearranging the terms gives

Eq̃[fn] = m\
n + C\n,n

∂Zn

∂m\
n
Z−1
n

= m\
n + C\n,n

∂ logZn

∂m\
n
. (85)
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Differentiating again we get,

∂2Zn

∂m\
n∂m\

n
> = C\

−1
n,n

∫
(fn −m\

n)(fn −m\
n)>

pα(yn | fn)

tα(fn)
q(fn)dfnC

\−1
n,n

−C\
−1
n,n

∫
pα(yn | fn)

tα(fn)
q(fn)dfn

= C\
−1
n,n

∫
fnf
>
n

pα(yn | fn)

tα(fn)
q(fn)dfnC

\−1
n,n − 2C\

−1
n,nm

\
n

∫
fn
pα(yn | fn)

tα(fn)
q(fn)dfnC

\−1
n,n

+ C\
−1
n,nm

\
nm

\
n
>
∫
pα(yn | fn)

tα(fn)
q(fn)dfnC

\−1
n,n −C\

−1
n,n

∫
pα(yn | fn)

tα(fn)
q(fn)dfn

= C\
−1
n,nZn

∫
fnf
>
n Z
−1
n

pα(yn | fn)

tα(fn)
q(fn)dfnC

\−1
n,n

− 2C\
−1
n,nm

\
nZn

∫
fnZ

−1
n

pα(yn | fn)

tα(fn)
q(fn)dfnC

\−1
n,n

+ C\
−1
n,nm

\
nm

\
n
>
ZnC

\−1
n,n −C\

−1
n,nZn

= C\
−1
n,nZnEq̃[fnf>n ]C\

−1
n,n − 2C\

−1
n,nm

\
nZnEq̃[fn]C\

−1
n,n

+ C\
−1
n,nm

\
nm

\
n
>
ZnC

\−1
n,n −C\

−1
n,nZn (86)

which gives

Eq̃[fnf>n ] = 2m\
nEq̃[fn]−m\

nm
\
n
>

+ C\n,n + C\n,n
∂2Zn

∂m\
n∂m\

n
>Z
−1
n C\n,n, (87)

Covq̃[fn] = Eq̃[fnf>n ]− Eq̃[fn]Eq̃[fn]>

= 2m\
nm

\
n
>

+ 2m\
nC

\
n,n

∂Zn

∂m\
n
Z−1
n −m\

nm
\
n
>

+ C\n,n + C\n,n
∂2Zn

∂m\
n∂m\

n
>Z
−1
n C\n,n

−m\
nm

\
n
> − 2m\

nC
\
n,n

∂Zn

∂m\
n
Z−1
n −C\n,n

∂Zn

∂m\
n

∂Zn

∂m\
n

>
Z−2
n C\n,n

= C\n,n + C\n,n

(
∂2Zn

∂m\
n∂m\

n
>Z
−1
n −

∂Zn

∂m\
n

∂Zn

∂m\
n

>
Z−2
n

)
C\n,n

= C\n,n + C\n,n
∂2 logZn

∂m\
n∂m\

n
>C\n,n. (88)

Now removing the cavity contribution from these posterior moments and scaling by the
inverse power (since substituting the cavity results in a fraction α of the full likelihood)
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gives the new approximate likelihood parameter updates,

C−1
n,n =

1

α

(
C\n,n + C\n,n

∂2 logZn

∂m\
n∂m\

n
>C\n,n

)−1

− 1

α
C\
−1
n,n

=
1

α

(
I +

∂2 logZn

∂m\
n∂m\

n
>C\n,n

)−1

C\
−1
n,n −

1

α
C\
−1
n,n

=
1

α

(
I +

∂2 logZn

∂m\
n∂m\

n
>C\n,n

)−1

C\
−1
n,n −

1

α

(
I +

∂2 logZn

∂m\
n∂m\

n
>C\n,n

)−1(
I +

∂2 logZn

∂m\
n∂m\

n
>C\n,n

)
C\
−1
n,n

=
1

α

(
I +

∂2 logZn

∂m\
n∂m\

n
>C\n,n

)−1(
− ∂2 logZn

∂m\
n∂m\

n
>

)

=
1

α
C\
−1
n,n

(
C\
−1
n,n +

∂2 logZn

∂m\
n∂m\

n
>

)−1(
− ∂2 logZn

∂m\
n∂m\

n
>

)
, (89)

where the re-arrangement on the last line is to ensure we only invert a symmetric matrix (note
that whilst the quantity being inverted is guaranteed to be symmetric, it is not guaranteed
to be PSD).

λ(1)
n =

1

α

(
C\n,n + C\n,n

∂2 logZn

∂m\
n∂m\

n
>C\n,n

)−1(
m\
n + C\n,n

∂ logZn

∂m\
n

)
− 1

α
C\
−1
n,nm

\
n

=
1

α

(
I +

∂2 logZn

∂m\
n∂m\

n
>C\n,n

)−1(
C\
−1
n,nm

\
n +

∂ logZn

∂m\
n

)
− 1

α
C\
−1
n,nm

\
n

=
1

α

(
I +

∂2 logZn

∂m\
n∂m\

n
>C\

−1
n,n

)−1(
∂ logZn

∂m\
n
− ∂2 logZn

∂m\
n∂m\

n
>m\

n

)

=
1

α
C\
−1
n,n

(
C\
−1
n,n +

∂2 logZn

∂m\
n∂m\

n
>

)−1(
∂ logZn

∂m\
n
− ∂2 logZn

∂m\
n∂m\

n
>m\

n

)
. (90)

Appendix D. Equivalence of PEP α→ 0 and Natural Gradient VI

Following Bui et al. (2017), we utilise the Maclaurin series, exp(x) = 1 + x+ x2

2! + x3

3! + . . . ,
to write

pα(yn | fn) = exp(α log p(yn | fn))

= 1 + α log p(yn | fn) +
1

2!
(α log p(yn | fn))2 +

1

3!
(α log p(yn | fn))3 + . . .︸ ︷︷ ︸

α2ψ(·)

, (91)
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which leads to (using the series log(1 + x) = x− x2

2! + x3

3! − . . . ),

1

α
logEq\(fn)[p

α(yn | fn)] =
1

α
log

∫
q\(fn)[1 + α log p(yn | fn) + α2ψ(·)]dfn

=
1

α
log

[
1 + α

∫
q\(fn) log p(yn | fn)dfn + α2ψ(·)

]
=

∫
q\(fn) log p(yn | fn)dfn + αψ(·), (92)

therefore,

lim
α→0

1

α
logEq\(fn)[p

α(yn | fn)] = Eq(fn)[log p(yn | fn)]. (93)

It is also the case that the PEP scaling factor reverts to the identity in the limit,

Rn = C\n
−1
(
α∇2

m
\
n
L(m\

k,n) + C\n
−1
)−1

=
(
α∇2

m
\
n
L(m\

k,n)C\n + I
)−1

=⇒ lim
α→0

Rn = I

(94)

which shows that the PEP updates given by Equation (22) when α→ 0 are equivalent to
the natural gradient VI updates given by Equation (15).

Appendix E. Derivation of the PL Updates

After performing SLR on a single likelihood term, we obtain the approximation

p(yn | fn) ≈ N(yn |Anfn + bn,Ωn,n), (95)

where An = Q>nC−1
n,n, bn = Eq(fn)[E[yn | fn]]−Q>nC−1

n,nmn, and Ωn,n = Sn−Q>nC−1
n,nQn for,

Sn =Eq(fn)

[
(E[yn | fn]− Eq(fn) [E[yn | fn]])(E[yn | fn]− Eq(fn) [E[yn | fn]])> + Cov[yn | fn]

]
,

Qn =Eq(fn)

[
(fn −mn)(E[yn | fn]− Eq(fn) [E[yn | fn]])>

]
.

(96)

Given this Gaussian term, the question remains what its corresponding factor t(fn) is, such
that PL can be presented in the same light as the other approximate inference methods. If
An is square and invertible, then finding t(fn) is trivial, but we are interested in the more
general case where the dimension of fn and yn may not be the same.

Fortunately, the EP and VI updates provide a means by which to compute a factor t(fn)
given a general likelihood model, and furthermore we know that these methods are exact in
the Gaussian case (which PL provides after linearisation). Since the VI updates are slightly
simpler than the EP ones, we proceed by treating N(yn |Anfn + bn,Ωn,n) as the target
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distribution in Equation (15), which gives

Ln = Eq(fn)[log N(yn |Anfn + bn,Ωn,n)]

= −1

2
log 2π − 1

2
log Ωn,n −

1

2
((yn −Anmn − bn)Ω−1

n,n(yn −Anmn − bn)> + Cn,n),

= −1

2
log 2π − 1

2
log Ωn,n −

1

2
((yn − Eq(fn)[E[yn | fn]])Ω−1

n,n(yn − Eq(fn)[E[yn | fn]])> + Cn,n),

= c− 1

2
(yn − Eq(fn)[E[yn | fn]])Ω−1

n,n(yn − Eq(fn)[E[yn | fn]])>, (97)

where c is constant and contains the terms that do not depend on mn (and hence do not
effect the updates). Differentiating with respect to mn gives

∂Ln
∂m>n

=
∂Eq(fn)[E[yn | fn]]

∂mn

>
Ω−1
n,n(yn − Eq(fn)[E[yn | fn]]),

∂2Ln
∂m>n ∂mn

= −
∂Eq(fn)[E[yn | fn]]

∂mn

>
Ω−1
n,n

∂Eq(fn)[E[yn | fn]]

∂mn
,

(98)

which gives the desired updates in Equation (31).

Appendix F. Posterior Linearisation as a Bayes–Gauss–Newton Method

Posterior linearisation can be characterised as a Gauss–Newton algorithm. Whilst it
is less clear what optimisation target PL minimises, the updates can be re-derived as
the result of a least-squares problem by defining the surrogate target L(mn,Cn,n) =
log N(yn |Eq(fn)[E[yn | fn]], Ωn,n), and the least-squares residuals

V(m,C) =


Ω
− 1

2
1,1 (y1 − Eq(f1)[E[y1 | f1]])

...

Ω
− 1

2
N,N (yN − Eq(fN )[E[yN | fN ]])

 , (99)

such that L(m,C) = V(m,C)>V(m,C). The residual Jacobian is then defined as

∇mV(m,C) =


−Ω

− 1
2

1,1∇m>Eq(f1)[E[y1 | f1]]
...

−Ω
− 1

2
N,N∇m>Eq(fN )[E[yN | fN ]]

 , (100)

where

−Ω
− 1

2
n,n∇m>Eq(fn)[E[yn | fn]] =

[
0, . . . ,−Ω

− 1
2

n,n∇mnEq(fn)[E[yn | fn]], . . . ,0
]
. (101)

Use of the Gauss–Newton approximation to the Hessian results in

∇2
mL(m,C) ≈ −∇mV(m,C)>∇mV(m,C)

= −∇mEq(f)[E[y | f ]]>Ω−1∇mEq(f)[E[y | f ]], (102)
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which matches the PL updates. Note that it has been assumed that the gradient of Ωk is
zero (see Section 5.3 for discussion). Since these terms take into account the full Bayesian
posterior via the expectation with respect to q(f), rather than a point estimate, we refer to
PL as a Bayes–Gauss–Newton method.

Appendix G. Taylor Expansion / Extended Kalman Smoother as a
Gauss–Newton Method

It is well known that the Taylor/EKS approach given in Section 4.3.1 is equivalent to a
Gauss–Newton method (Bell, 1994). This can be seen by modifying the PL approach in
Appendix F by setting Ω = Cov[y | f ] and replacing the expectations with respect to q(f)
with point estimates at the mean. This gives

V(f) =

 Cov[y1 | f1]−
1
2 (y1 − E[y1 | f1])

...

Cov[yN | fN ]−
1
2 (yN − E[yN | fN ])

 , (103)

such that L(f) = log N(y |E[y | f ],Cov[y | f ]) = V(f)>V(f) + c. The residual Jacobian is
then defined as

∇fV(f) =

 −Cov[y1 | f1]−
1
2∇f>E[y1 | f1]

...

−Cov[yN | fN ]−
1
2∇f>E[yN | fN ]

 , (104)

where

− Cov[yn | fn]−
1
2∇f>E[yn | fn] =

[
0, . . . ,−Cov[yn | fn]−

1
2∇fnE[yn | fn]], . . . ,0

]
. (105)

Use of the Gauss–Newton approximation to the Hessian results in,

∇2
fL(m) ≈ −∇fV(m)>∇fV(m)

= −∇fE[y |m]>Cov[y | f ]−1∇fE[y |m], (106)

where ∇fE[y |m] := ∇fE[y | f ]f=m, which matches the EKS updates. Again note that it has
been assumed that the gradient of Cov[y | f ] is zero.

Appendix H. Full Algorithm Descriptions

Here we outline the exact algorithms used to perform inference in GPs, sparse GPs and
Markovian GPs. The ‘update rule’ Λ(·) can be chosen to be any of the local likelihood
updates listed in the main paper. Newton: Equation (8), variational inference: Equa-
tion (15), power expectation propagation: Equation (22) (update rule acts on cavity
marginals rather than posterior marginals), posterior linearisation: Equation (31), extended
Kalman smoother: Equation (32), second-order posterior linearisation: Equation (45),
quasi-Newton: Equation (49), variational quasi-Newton: Equation (51), power expectation
propagation quasi-Newton: Equation (53), posterior linearisation quasi-Newton: Equa-
tion (54). A Gauss–Newton approximation to the Hessian can be obtained by applying
Equation (38), ??, Equation (40), Equation (43), or Equation (44). PSD constraints via
Riemannian gradients can be applied using Equation (58) or Equation (59).
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Algorithm 1 Gaussian process inference

Input: data: {X,y}, kernel: κ(·), update rule: Λ(·), initial approx. likelihood:
{λ(1),λ(2)}, learning rate: ρ
K = κ(X,X)
while energy not converged do

Convert approximate likelihood to mean/cov:
C = − 1

2
(λ(2))−1

m = Cλ(1)

Compute the approximate posterior:
m = K(K + C)−1m
C = K−K(K + C)−1K
Update the approximate likelihood:
Jn,Hn,n = Λ(mn,Cn,n,yn) ∀n
λ(2) = (1− ρ)λ(2) + ρ 1

2
H

λ(1) = (1− ρ)λ(1) + ρ (J−Hm)
end while

Algorithm 2 Stochastic sparse GP inference

Input: data: {X,y}, inducing inputs: Z, kernel: κ(·), update rule: Λ(·), initial
approx. likelihood: {λ(1),λ(2)}, learning rate: ρ, batch size: Nb
Kuu = κ(Z,Z)
Kfnu = κ(Xn,Z) ∀n
Wfnu = KfnuK

−1
uu ∀n

while energy not converged do
Convert approximate likelihood to mean/cov:
Cu = − 1

2
(W>

fuλ
(2)Wfu)−1

mu = CuW
>
fuλ

(1)

Compute the approximate posterior:
mu = Kuu(Kuu + Cu)−1mu

Cu = Kuu −Kuu(Kuu + Cu)−1Kuu

Compute the posterior marginals ∀n in batch:
mn = Wfnumu

Cn,n = κ(Xn,Xn)−WfnuK
>
fnu + WfnuCuW

>
fnu

Update the approximate likelihood:
Jn,Hn,n = Λ(mn,Cn,n,yn) ∀n in batch
λ(2) = (1− ρ)λ(2) + ρ 1

2
H

λ(1) = (1− ρ)λ(1) + ρ (J−Hm)
end while
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Algorithm 3 State space model / Markovian GP inference

Input: data: {X,y}, update rule: Λ(·), model matrices: {An,Qn, H̄}Nn=1,
initial state: {m̄0, P̄0}, initial approx. likelihood: {λ(1),λ(2)}, learning rate: ρ
while energy not converged do

Convert approximate likelihood to mean/cov:
C = − 1

2
(λ(2))−1

m = Cλ(1)

Compute the approximate posterior:
for n = 1 : N do

m̄n = Anm̄n−1, P̄n = AnP̄n−1A
>
n + Qn

Vn = H̄P̄nH̄
> + Cn,n, Wn = P̄nH̄

>V−1
n

m̄n = m̄n + Wn(mn − H̄m̄n)
P̄n = P̄n −WnVnW

>
n

end for
for n = N − 1 : 1 do

Gn = P̄nAn+1P̄
−1
n

Rn+1 = An+1P̄nA
>
n+1 + Qn+1

m̄n = m̄n + Gn(m̄n+1 −An+1m̄n)
P̄n = P̄n + Gn(P̄n+1 −Rn+1)G>n
mn = H̄m̄n

Cn,n = H̄P̄nH̄
>

end for
Update the approximate likelihood:
Jn,Hn,n = Λ(mn,Cn,n,yn) ∀n
λ(2) = (1− ρ)λ(2) + ρ 1

2
H

λ(1) = (1− ρ)λ(1) + ρ (J−Hm)
end while
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Appendix I. Reproducibility

Scripts to reproduce the results in this paper can be found in the experiments folder in the
code repository: https://github.com/AaltoML/BayesNewton/tree/main/experiments.
The individual experiments can be found in the motorcycle, product and gprn folders
respectively. Each folder contains a main Python script, plus bash scripts to produce the
results for each inference method class: bn-newton.sh, bn-vi.sh, bn-ep.sh, bn-pl.sh.
After these have finished running, the results bn.py script can then be run to produce the
plots.
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