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Abstract—Google Tilt Brush is expensive for virtual 
drawing which needs further improvement on the 
functionalities of mechanisms rather than implementation 
expects addressed in this research. Several issues are 
addressed by this research in this context, i.e., noise removal 
from sensor data, double integration-based drift issues and 
cost. Recently, available smart phones do not have the 
ability to perform drawing within artificial settings handling 
cardboard and daydream of google without purchasing 
Oculus Rift and HTC Vive (Virtual Reality Headset) 
because of expensiveness for large number of users. In 
addition, various extrinsic hardwares, i.e., satellite 
localization hardware and ultrasonic localization 
applications are not used for drawing in virtual reality. 
Proposed methodology implemented extended Kalman filter 
and Butterworth filter to perform positioning using six 
degree of freedom using Microelectromechanical 
Applications (MEMS) software data. A stereo visual method 
using Simultaneous Localization and Mapping (SLAM) is 
used to estimate the measurement for positioning 
implicating mobile phone (i.e., android platform) for the 
hardware system to estimate drift. This research 
implemented Google Virtual Reality application settings Kit 
with Unity3D engine. Experimentation validation states that 
proposed method can perform painting using virtual reality 
hardware integrated with controller software implicating 
smartphone mobile without using extrinsic controller device, 
i.e., Oculus Rift and HTC Vive with satisfactory accuracy.   
 
Keywords—stereo vision, extended Kalman filter, 3D 
painting, virtual reality 
 

I. INTRODUCTION 

 With the recent advancement of technology 
transferable, strength, user friendliness and low expensive 
impacts hugely in modern day to day life. Recent 
progress of computer vision and machine learning makes 
it possible to imagine augmented and virtual reality 
technology with which individual can see more than 
others see, listen more than others can listen, and touch, 
smell in lieu with taste things that others get it 
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difficult  [1]. Augmented reality and virtual reality have 
made it possible to achieve computation elements and 
objects within actual earth flavor adding whole creates in 
lieu with structures to include everyday activities at the 
same time communicating without consciousness by 
using lack of gestures and verbal communication [2]. 
Various progress was done before within machine vision 
and image processing by using the platform of mobile 
and transferable systems based on android phones, tab, 
individual personal assistant [3]. Various unique 
techniques such as user friendliness, low expense of 
hardwares, number of platforms and effectiveness of 
operative systems, internet connectivity of firmware 
updates, comfortability of user interface are responsible 
for opting into these devices. Strengthen of these devices 
are accelerated with the advancement of half conductor 
materials and combined electronics materials.  

Virtual Reality (VR) can be addressed as potential 
computer vision-based technology indicates a prominent 
process for communicating with growing modern 
community and is often considered as cumulative tools 
for upcoming fertile research to boost researcher for 
harvesting artificial experience a world beyond reality [4]. 
The usage of VR is to deliver data sources to our emotion, 
vision, listening and gestures. However, emotion and 
vision have received understandably high concentration 
with VR integrated with computer vision and machine 
learning, displaces for sign, hearing and touch received 
less attention by the researchers which needs to be 
addressed adequately to fulfil the demand of upcoming 
computer vision-based machine learning advancement [5]. 
For this reason, VR can be recognized as an emerging 
technology for today’s smart phone to embrace very new 
and exciting tool for human computer interaction. 

This research developed several applications in this 
regard using the advantage of accelerometer, gyroscope, 
magnetometer sensors of the smartphone.  A controller 
application is developed which works by sending the 
real-world coordinates of the smartphone to the painting 
application through Wi-Fi using User Datagram Protocol 
(UDP). Besides, a panting application is developed to 
perform painting in open space by providing the 
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capability to be visible via virtual reality headset. In the 
overall methodology, noise is removed using signal 
processing. Overall methodology provides the novelty by 
giving prospective cost-effective approach in comparison 
to the already established ones rather than not using 
internal base station. Section II illustrates comprehensive 
and critical review of previous research, Section III 
depicts proposed methodology, Section IV demonstrates 
experimental results and lastly Section V illustrates 
presents final summary and comments. 

II. LITERATURE REVIEW 

Previously, various sensors were used for 
accomplishing various tasks. For tracking human motion, 
miniature intrinsic materials using biomechanical 
frameworks and sensor integration methodologies were 
used [1]. For this sensor, cost effective system did not 
require external camera, emitter, marker but rather was 
able to track all types of motion, i.e., running, jumping, 
crawling. However, miniature inertial sensor is hardware 
and software specific to process data. In addition, 
miniature inertial sensor cannot track any motion which 
is not compatible with the laws of physics. Miniature 6-
DOF implicating Head Mounted Displays (HMDs) based 
head positioning application changes in direction and 
location merging the outputs of gyroscope and 
accelerometer sensors [2]. Several benefits were 
monitored in these sensors, i.e., low cost, low jitter, high 
update rates and low latency whereas these advantages 
could not give satisfactory performance due to reasonably 
small tracking area. Fusion of sensors using duration 
integrated architecture able to estimate deficiencies to 
perform manipulation of smooth position and direction 
data [3, 4]. Previously, sensor fusion was used for various 
purposes, i.e., indoor positioning in android devices [5], 
automotive vehicle positioning using Global Positioning 
System (GPS) [6], mobile robot positioning using 
accelerometer [7] etc.  Although, sensor fusion can 
reduce random noise and serve low cost, random bias 
drift problems are common issue. Determination of 
position with orientation precisely, Tri-axial 
accelerometer can be useful in lieu of cost effective and 
provides impressive progress in tangential sensitivity [8]. 
However, tangential sensitivity in unexpected shape. For 
this, Gyroscope, Accelerometer, and magnetometer can 
be combined together for 3D knee kinematics which 
provides low error percentage results [9] and to develop 
error propagation equations [10]. Besides, combination of 
these sensors can form wrist worn application to recover 
3D user hand pose [11]. However, combination of 
sensor’s approach is expensive for implementation. For 
accurate navigation and orientation direction, approach 
such as integrated electronic devices containing 
accelerometers, gyroscopes and magnetometers 
incorporated Inertial Measurement Units (IMU) were 
previously implemented [12]. However, this approach 
provides drift error causes huge comparison for real 
position and application estimated localization. MEMS 
based low-cost system reduces drift error estimating 
towards gyroscope and accelerometer without 

magnetometer [13]. Previously, IMU was also used for 
gait analysis [14]. In this context, miniature 
inertial/magnetometer package was combined without 
wire to PDA for tracking pedestrian position depending 
on GPS signal [15]. Although, stride length independence 
without the requirement of calibration is the main 
advantage for that methodology, overall approach should 
be able to be impacted by low number of errors using 
effective architectures or constructions. For pedestrian 
localization in indoor environment, previously foot 
mounted inertial sensors were used where the advantage 
was less expense and unsignificant shape for the sensor 
required dedicated experimental space and walking 
range [16]. In that approach, high accuracy for position 
estimation was obtained using shift approach [17]. 
Kalman filtering is significant approach for smooth 
detection method which has several advantages [18, 19]. 
Kalman filtering needs smaller memory allocation for 
being appropriate for various situations and integrated 
systems and suitable form of real time processing. 
However, extended Kalman filter initializes final error 
level worse. In this context, one dimensional Kalman 
filter can describe actual structure for validation 
information through connecting with Wiener filter and 
GPS [20]. Accelerometer can be a good assistance for 
implementing Kalman filter for significant noise 
reduction in lieu of localization of weight using bonded 
loop structure [21]. For tracking human operators 
effectively, extended Kalman filter integration 
methodology in IMU/UWB should be able to be 
impacted option with high data rates and computation 
resources [22]. For global pose estimation, Kalman 
filtering was previously used implicating multi sensor 
fusion [23]. In this approach, correction of distortion for 
3-axis magnetic compass assists accuracy and robustness 
of pose estimation. Kalman filter was also used by 
inertial head tracker sensor fusion [24]. Extended Kalman 
filter which is a nonlinear approach Kalman filter should 
be able to linearize the manipulation of present 
covariance and mean [25].  Although, extended Kalman 
filter provides low accurate measurement of covariance, 
extended Kalman filter assists to construct indoor 
localization implicating IMU/magnetometer [26] which 
provides faster computation time using accelerometer 
sensor. 

III. PROPOSED RESEARCH METHODOLOGY 

Raw sensor data was achieved from android sensor 
manage API by using controller device. Rotation matrix 
for the controller phone’s rotation in arbitrary axis was 
received from virtual rotation sensor mentioned in Fig. 1. 
Android sensor manager was used for linear acceleration 
with invert rotation matrix vector in earth’s coordinate 
system. Extended Kalman Filter (EKF) was used to 
achieve smooth three axial accelerations with constant 
bias for reduced noise. Optimum averaging factor for 
each consequent state from past states are found using 
Extended Kalman Filter. 3-axial acceleration with 
constant bias was received after filtering noisy data using 
extended Kalman filter. Bias can be estimated using long 
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term average while the controller phone is in stationary 
position and subtract it from respective axes of 
acceleration. Linear acceleration was integrated to 
estimate velocity and integrated again over time to 
estimate displacement. Dead reckoning approach for 
accumulating positional information was followed 
because bias of accelerometer prolonged the usage of 
sensor’s temperature errors and contributes to drift in 
position.  
 

 
Figure 1. Virtual rotation axis from controller device. 

 
This research implicated stereo SLAM [27, 28] for 

estimating artificial odometry of controlled materials 
from artificial virtual environment. Stereo SLAM builds 
and navigates map using images from more than one 
camera from tracking relative position and orientation [29, 
30]. Good features between frames were tracked using 
Lucas Kanade sparse optical flow [31] for estimating 
essential matrix and rotation with translation information 
where dependency on external positioning system was 
reduced. Proposed controller uses dedicated button like 
mouse button or brush pressure where proposed 
application connects VR headset and controller 
smartphone using local Wi-Fi network. Protocol such as 
UDP socket protocol is used to transmit the location co-
ordinate vector with timeframe followed by the collection 
of sensor data. Datagram was collected in constant 
frequency in order to paint in the air for experiencing in 
virtual reality. Proposed methodology used android 
Software Development Kit (SDK) to build controller 
application where TensorFlow was used for image 
processing, Unity3D for developing virtual reality 
environment.  

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

Proposed method involves several RGB cameras for 
several corners which are calibrated beforehand. Image 
resolution was to 700 × 500 pixels running at 20 frames/s. 
Gravity measurement is separately achieved from gravity 
hardware. Vision hardwares are integrated by implicating 
self-integration tools. Several reflective marks with 
diameter of 1.3 cm are placed in appropriate position and 

these indicators are not chosen as nonrigid body. 
Estimated pose estimate achievement summaries not for 
the non-rigid surrounding applications which contains 
axes for the accelerometer with offset from the center for 
camera coordinates corrected during comparison. For 
precise estimation, synchronized data was used with 
offline sequences recorded at fixed frame rate and 
accelerometer data. To enable synchronization, user holds 
the device horizontal and vertically at the beginning of 
the test, then moves it up and down several times. 
Performance of the proposed method is combined with 
adaptive thresholding approach using adaptive filtering to 
achieve precise accuracy and processing time. This 
research observed constant time domain for white noise 
propagation in raw linear acceleration shown in Fig. 2. In 
this context, controller device was lying in flat position. 

 

 
Figure 2. Raw accelerometer data. 

 
Extended Kalman filter relatively smooth data shown 

in Fig. 3. Multiple values were set during construction of 
Extended Kalman filter, i.e., expectation value (0.005), 
process noise (1e-8) and measurement noise (0.001). 
linear acceleration of X, Y and Z- axis was delivered to 
extended Kalman filter from Data to transfer noise data 
for accurate information. Several biasness was found 
when accelerometer data were sent during filtration. 
Location of the mobile device was achieved by 
estimating the filter or smooth data by double integration. 
However, this strategy resulted rise in drift shown in 
Fig. 4. In addition, drift error was the resultant of biasness. 
Bias estimation was done before double integration for 
reducing drift. 

 

 
Figure 3. Kalmanfilter for noise reduction. 
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Flicker noise or 1/f noise was found based on MEMS 
inertial measurement sensors shown in Fig. 5. To avoid 
the contribution on velocity during the negligible 
movement of device, linear acceleration was passed 
through order 7 Butterworth high pass filter during the 
negligible movement of device. Small values of linear 
acceleration were attenuated by Butterworth filter and 
overall simulation drawing is shown in Fig. 6. 

 

 
Figure 4. Drift of position in flat platform. 

 

 
Figure 5. Accelerometer movement introduces flicker noise. 

 

 
Figure 6. Simulation of drawing in the air. 

 
In this research, stereo artificial intrinsic application 

was embedded with accelerometer for reducing flicker 
noise using significant velocity information. Features 
map was constructed using stereo images using PTAM or 
ORB-SLAM [28, 32]. Camera poses estimation was done 
using structure from motion in lieu of trajectory and 

achieved stable 3D coordinate for controller device. In 
addition, residual noises were also removed from IMU 
sensors [33–38]. 

V. CONCLUSION AND FUTURE WORK 

This research illustrates critical and comprehensive 
investigation to paint in virtual reality based on stereo 
vision instead of using extra controller devices. 
Validation was performed using Inertial Measurement 
Unit (IMU) where stage manipulation for acceleration, 
localization and shape were done using gyroscope, 
accelerometer and magnetometer applications in lieu of 
extended Kalman filter. Proposed methodology enables 
the ability to get room scale canvas by introducing 
validated experimental experience among users to 
perform drawing in open air using stereo vision. In future, 
this research will investigate stereo odometry further to 
estimate the coefficients for IMU given localization and 
artificial position in earth co-ordinate application. In this 
context, Unity with Google Virtual Reality kits based on 
stereo vision will be implicated to paint in virtual reality 
will be prime focus in future. 
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