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Quantum magnetometry based on adaptive phase estimation allows for Heisenberg precision while avoiding
creation and maintenance of complex entangled states. However, the absolute sensitivity is limited by the
nonoptimal use of quantum resources provided by multiple-qubit devices and algorithmic realizations of the
protocol. Here, addressing both issues, we advance the time-ascending phase estimation protocol by numerical
improvements of Bayesian learning, i.e., sequential updating of the field distribution, and optimal exploitation
of resources provided by unentangled qubits with limited coherence. Such algorithmic improvements are used
to evaluate the absolute sensitivity both on a simulator and by pulsed-transmon experiments conducted on the
IBMQ platform, where we take advantage of high coherence time. In addition, we compare the proficiency of
separable and entangled states for magnetometry and show that, in practice, separable states provide superior
performance. Flux-sensing emulation experiments demonstrate that a sensitivity of (0.17–1.74)μ�0 (

√
Hz)−1

(where �0 is the flux quantum) for a single-qubit magnetometer and (0.06–0.65)μ�0 (
√

Hz)−1 for a five-qubit
magnetometer can be achieved for slowly oscillating 1–10 kHz magnetic fields, which is comparable to more
established experimental platforms for magnetometry.

DOI: 10.1103/PhysRevA.107.052609

I. INTRODUCTION

Accurate sensing plays a fundamental role in many scien-
tific studies and industrial applications. Precise measurement
of weak magnetic fields is required in brain research [1],
biological studies [2], solid-state systems [3,4], and nuclear
magnetic resonance [5] and is often performed in challenging
environments [6]. Classical magnetometry is usually per-
formed using superconducting quantum interference device
(SQUID)–based systems that allow for field sensitivity lower
than 1 fT/

√
Hz [7], assuming a white-noise limit. However,

these devices are operated at 4 K using a bias close to the
critical current [8,9], which limits their flux noise to typical
values of (10−6–10−7)�0 (

√
Hz)−1 [10], where �0 is the flux

quantum.
Quantum systems promise to offer a higher precision than

classical systems due to quantum resources unavailable in
classical measurement settings [11,12]. For instance, quantum
phase estimation (QPE) protocols leverage coherence and en-
tanglement [13–15]. In particular, superconducting artificial
atoms are promising candidates for accurate magnetic-field
measurement since they are easily coupled to magnetic fields
using structures similar to SQUID magnetometers. Utilizing
QPE implemented on a transmon qubit [16], a flux sensitiv-
ity of 10−6�0 (

√
Hz)−1 (10 pT/

√
Hz field sensitivity) was

achieved in Ref. [17]. Nitrogen-vacancy (NV) centers can also
leverage QPE for the magnetometer providing a similar flux
sensitivity of 10 fT/

√
Hz [18].

*ngu@terraquantum.swiss

Recent advances in extending spin coherence in dia-
monds [19–21], control methodologies [22–25], and hardware
[26,27] have improved the performance of quantum magne-
tometers. Along with hardware improvements, algorithmic
improvements may play a crucial role in enhancing the sens-
ing capabilities of these devices. It is now more appreciated
that pure algorithmic improvements can provide an advan-
tage to quantum resource utilization (see, for instance, the
use of dynamic circuits in quantum computing [28]). Such
improvements pave the way towards industrial devices based
on quantum phenomena.

However, the ultimate limits of quantum magnetometers
that can be built using existing hardware are yet to be ex-
plored. In this work we focus on the question of what the
best sensitivity is that can be achieved using present-day su-
perconducting qubits and provide an answer by introducing
several algorithmic and numerical improvements to existing
protocols [17] for quantum magnetometry based on QPE;
simulating high-coherence devices and exploring the optimal
strategy for magnetometry based on QPE with limited coher-
ence time; extending our approach to a multiqubit setting and
evaluating the sensitivity for nonentangled states and entan-
gled Greenberger-Horne-Zeilinger (GHZ) states; emulating
magnetometry using state-of-the-art superconducting trans-
mon qubits from the IMB Quantum device (IBMQ), for both
single-qubit and multiple-qubit magnetometers; and compar-
ing sensitivity evaluated in our demonstrations to existing
magnetometers and fluxmeters and providing a perspective for
transmons devices.

For qubits featuring a coherence time of T2 ∼ 100–200 µs
and a magnetic moment μ ∼ (104–105)µB [17], we demon-
strate that a flux sensitivity of (0.17–1.74)μ�0 (

√
Hz)−1 and
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(a) (b)

FIG. 1. (a) Bloch sphere representation of operations with a single qubit. The Fc vector, which is parallel to the z axis on the Bloch sphere
wave function, evolves as it is shown; the ground-state energy is set to zero. (b) Schematic representation of the Kitaev algorithm. The blue loop
repeated kmax times corresponds to frames (a i)–(a v). After the process we obtain the field magnitude prediction Fpr. The scheme corresponds
to Algorithm 1 for a single qubit and Algorithm 2 for multiple qubits.

a field sensitivity of 0.7–7.2 pT/
√

Hz can be achieved. We
implement our protocol using five unentangled qubits demon-
strating a flux sensitivity of (0.06–0.65)μ�0 (

√
Hz)−1 and

a corresponding field sensitivity of 0.3–2.6 pT/
√

Hz. We
also compare this approach with the scheme including en-
tanglement and demonstrate that nonentangled states provide
better sensitivity in modern hardware. The given sensitivity
values apply at frequencies of the order of approximately
1/T2 ≈ 1–10 kHz, at which the influence of the 1/ f noise is
already incorporated into T2. Since our study is based on the
Ramsey-type Kitaev algorithm [29] for magnetic-field detec-
tion, our protocols are applicable for any qubit system where
the accumulated phase is proportional to a constant field
value and sensing time, and thus the potential implementa-
tions are not limited to superconducting devices.

The paper is organized as follows. In Sec. II we present
some general principles of quantum magnetometry based
on the Kitaev algorithm and we introduce three algorithmic
improvements that lead to a more efficient magnetometry
protocol. In Sec. III we discuss the results of magnetometry
simulation on IBM Qiskit and for emulation via a single and
several superconducting IBM qubits. In Sec. IV we provide a
comparison of modern magnetometer platforms and propose
and discuss further possible protocol improvements.

II. QUANTUM MAGNETOMETRY
USING A SINGLE QUBIT

The core routine used for the measurement of a constant
magnetic field via a qubit is the quantum phase estimation
algorithm. Here we assume that the magnetic field Fc we are
looking for (which we call correct field hereinafter) belongs to
a known segment [Fmin, Fmax]. The algorithm aims at finding
Fc in the shortest time and with minimal inaccuracy �F =
|Fpr − Fc|, where Fpr is the predicted field value. Interaction
between the qubit and the field during a given time causes the
qubit to accumulate a phase φ. Our magnetometry approach is
based on the Kitaev algorithm [29], which includes iterative
phase estimation. Therefore, we repeat the phase accumu-
lation at various interaction times tk , where k is the index
of the iteration or step. The qubit-based magnetometer is
characterized by an effective magnetic moment μ and co-

herence time T2 [17]. An iterative phase estimation is a
vivid example of hybrid classical and quantum informa-
tion processing, which is of high interest for quantum
computing [30–32].

A. Field estimation

Our magnetic-field-estimation protocol is depicted in
Fig. 1. At each kth step of the algorithm, we apply a Hadamard
gate to the ground state of the qubit in order to prepare
an equal-weight superposition. A qubit prepared in such a
state interacts with a magnetic field F for a fixed time tk ,
accumulating the phase φ(F ) = μ

h̄ Ftk . Here we assume that
the magnetic field is directed along the z axis on the Bloch
sphere, as depicted in Fig. 1. Concluding the protocol with
a second Hadamard gate, we perform single-shot readout,
obtaining 0 or 1 as an outcome. The probability to measure 1 is
given by

Ptheor
|1〉 [φ(F )] = sin2 φ(F )

2
. (1)

In general, we can repeat the measurement of the qubit’s
state multiple times nrep and collect the statistics of the binary
outcomes.

Since the searching field range is set in advance, we specify
the lowest time of interaction t0 in such a way that the first
half of [Fmin, Fmax] leads to |0〉 as the most frequent outcome
and the second half leads to |1〉 [33]. In the case in which
t0 is equal to π

2 /( μ

h Fmid ), where Fmid = (Fmin + Fmax)/2, the
probability function P|1〉[φ(F )] acts as a bijection between
[Fmin, Fmax] and the [0, 1] interval [34].

Completing the first step, we double the time of interaction
at each next step and reduce the span of the search range
by a factor of 2. Doubling the interaction time tk+1 = 2tk
splits the initial segment [Fmin, Fmax] into quarters. For the
first and fourth quarters we measure |0〉 as the most frequent
outcome; for the second and third we measure |1〉. Such a
procedure enables a binary searchlike algorithm described in
Ref. [34]. The whole estimation routine is shown in Fig. 1(a).
The interaction time tk can be further optimized, as was shown
in Ref. [33].
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B. Classical and quantum scaling

The operating frequency of the qubit sets certain limits on
the control of the device. The resulting sampling rate limits
the shortest interaction time between the qubit and the field,
which in turn limits t0 from below. On the other hand, the
coherence time T2 limits the maximal tk and also the maximal
number of steps kmax � log2(T2/t0) that can be completed
within the coherence time. After completing k steps, the in-
accuracy is given by �F (k) = (Fmax − Fmin)/2k+1, while the
total time of interaction is given by

tsum =
kmax−1∑

k=0

nreptk = nrep(2kmax − 1)t0. (2)

Here we assume that each measurement is performed nrep

times. In classical estimation theory, with no quantum re-
sources such as coherence or entanglement, the inaccuracy
�F can be improved by a value proportional to t−1/2

sum , which
is referred to as the standard quantum limit (SQL) [14]. How-
ever, in the case where the system features quantum resources,
such as coherence, the scaling can be improved: �F ∝ t−1

sum,
which is known as the Heisenberg limit (HL) [11]. The num-
ber of repetitions nrep enters as a prefactor:

�F (tsum ) ∝ nrep

tsum
. (3)

Considering a state-of-the-art single transmon or a NV-
center qubit, kmax ∼ 10 steps are possible. We provide a more
detailed analysis in Sec. III A for various devices. If the re-
quired precision is not achieved after kmax steps, the algorithm
without time doubling (just measuring at tkmax ) can be con-
tinued with standard quantum scaling. In order to push the
sensitivity even beyond the coherence time limit (and pre-
serve scaling better than the SQL), it is possible to conduct
measurements with interaction times tk > T2 and investigate
the algorithm performance in comparison with the standard
quantum limit strategy.

C. Bayesian learning

In order to extract the value of the magnetic field from
the outcomes, Bayesian learning can be applied. Bayesian
learning is a way of acquiring information from a set of given
events (e.g., measured binary values) and their probabilities,
given by Eq. (1). The important feature of this approach is
that it can self-correct occasional errors due to saving data
from previous measurements in the form of a normalized
probability density function (PDF).

We discretize the [Fmin, Fmax] range into an equidistant grid
with a grid step δF . This step is given by the initial field range
and the number of steps that we can complete, i.e., it is the
desired field inaccuracy.

Each step of the algorithm, which is defined by the inter-
action time tk and the number of measurements nrep, allows us
to renew the PDF via the Bayes formula

P(Fi|bk ) = P(Fi )Pbk (Fi )∑N
j=1 P(Fj )Pbk (Fj )

. (4)

Such a PDF tells us what the probability to estimate Fi is in the
case in which we measure bk on the kth step of the algorithm.

FIG. 2. Initial Gaussian PDF (see Sec. II C 1) and steps of the
PDF evolution guided by Eq. (4). Here we show only the first two
steps to illustrate the evolution of the distribution. Each step is taken
after nrep measurements for each tk and the most frequent outcome
is chosen. Finally, at the k = 2 step the algorithm removes half of
the initial [0; 50] nT segment and makes δFnew half as large as at the
previous steps (see the inset).

Here we repeat the measurement nrep times and bk is the most
frequent outcome. The P(Fi ) is the current PDF and Pbk (Fi ) is
the conditional probability to measure bk if the qubit interacts
with the field Fi. Such a conditional probability can be defined
by Eq. (1) or refined as we show below.

We assume that the current prediction of the algorithm’s
Fpr is given by Fi with the highest probability value. Since
we adopt the continuous function description, we consider the
half-width of the PDF σ , which is ideally reduced by factor of
2 at each step. We refer to the ±σ segment around Fpr as the
peak (see Fig. 2 for illustration).

In order to process the results of the probability field up-
date, we introduce several numerical techniques that facilitate
the algorithm stability.

1. Initialization

The PDF P(Fi|bk ) evolves via Eq. (4) at each step of the
protocol. Ideally, we aim to achieve a narrow Gaussian peak
at the end of the algorithm. As was shown in Ref. [33], the
initial uniform distribution P(F ) = 1/N introduces distortion
to Bayesian learning and complicates the field evaluation.
Therefore, we initialize the PDF with a wide half-width Gaus-
sian distribution

P(F ) = 1√
2πσ 2

init

exp

(
− (F − Fmid )2

2σ 2
init

)
, (5)

where σinit = (Fmax − Fmin)/2 (see Fig. 2).

2. Adaptive numerical processing

The PDF half-width σ cannot be smaller than the grid
spacing δF , since the PDF peak should include several grid
points. However, if the initial grid is not fine enough, we face
problems with the numerical processing due to the lack of
discretization. In order to avoid such an issue, we increase the
number of discretization points δF as necessary: We change
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the grid by refining the δF to be half as wide δFnew = δF/2. In
order to keep the amount of points on the segment the same,
we get rid of a half of the values Fi each time δF decreases
such that the remaining values form a segment symmetric with
respect to the currently predicted field Fpr.

Essentially, we expand (zoom in on) the necessary segment
and process only such a redefined part. The protocol is illus-
trated in Fig. 2. We initiate the zoom in when the half-width
σ becomes close to δF : σ � 10 × δF . The coefficient can
be varied according to the initial segment. As a result, we
always get enough points under the peak during all kmax steps
of the execution. Therefore, �F and σ are not limited by the
segment split δF .

The challenge we encounter is that the algorithm can re-
define the segment in the “wrong direction”, which does not
contain the correct field value Fc. However, in such a case the
PDF will reveal the error at the next step since the PDF loses
its Gaussian-fitting form. Tracking such anomalies, we shift
the enlarged segment along the field values for a half of the
new segment’s length before the next step; such manipulations
return the segment range to the position where it contains Fc.

3. Rescaling the probability due to decoherence

The conditional probability for the Ramsey sequence de-
fined in Eq. (1) can be refined in the following way:

Pmodif
|1〉 [φ(F )] = {

Ptheor
|1〉 [φ(F )] − 0.5

}
e−tk/T2 + 0.5. (6)

Here Pmodif
|0〉,|1〉 is noticeably different from Ptheor

|0〉,|1〉 when tk is of
the same order as T2. Thus, we involve this modification in
such cases only.

However, with all the above-mentioned numerical tech-
niques, our magnetometry procedure is not free from errors.
We call an error an event when the most frequent (according to
the probability distribution) bk is not measured: 0 (1) instead
of 1 (0). While the half-width of the PDF, σ , does not contain
information errors, we introduce the sensitivity

A = max(�F, σ )
√

tsum, (7)

with units of T (
√

Hz)−1, which reflects the real performance
of the protocol: The lower the value, the better the magne-
tometer. Sensitivity provides information not only on the final
difference between the desired and obtained field magnitude,
but also on the time spent to reach the result. Additionally,
via sensitivity A we can monitor if the inequality �F < σ

is satisfied: In the case in which it is not satisfied at step k,
the sensitivity A starts to grow (time increases, inaccuracy
�F > 0 is nearly constant, and the half-width σ decreases).
This is an indicator of an error at step k.

D. Pseudocode

The routine for a magnetic-field measurement via a single
qubit, which is illustrated in Fig. 1, is expressed in pseudocode
in Algorithm 1. First, to simplify the notation let us introduce
several auxiliary functions. The function PDFinit (Fmin, Fmax)
returns an initial Gaussian distribution corresponding to
Eq. (5). The function new_out(tk ) stands for the interaction
with quantum hardware: Corresponding to Fig. 1, it includes
initialization, control, interaction with the magnetic field, and
measurement, the result of which it returns. The function

Bayes(PDF, bk ) is implemented according to Eq. (4). The
functions find_peak(PDF) and find_sigma(PDF) return
Fpr and σ , respectively. The function enlarge() is described
in Sec. II C 2. When appropriate, it updates Fmin and Fmax and
divides δF by 2.

Algorithm 1. Single-qubit magnetometry algorithm.

PDF

out out

PDF PDF

PDF

PDF

out

III. SIMULATION AND EMULATION
OF MAGNETOMETRY

By adjusting the parameters, qubit-based magnetometry
methods can be deployed using various platforms. One of the
goals of this work is to benchmark magnetometry algorithms
utilizing devices with relatively high coherence time. IBM
superconducting devices feature a coherence time of approxi-
mately 100 µs, and an open-source software framework QISKIT

[35] enables the operation of small quantum devices, includ-
ing manipulation of quantum states using microwave pulses.

Utilizing the QISKIT framework, we simulate magnetom-
etry protocols with perfect qubits and under the effect of
adjustable thermal relaxation noise. We test the algorithms
using actual superconducting devices that are controlled by
microwave pulses, which we call emulation hereinafter. While
IBM qubits do not allow for the flux tuning, we emulate the
interaction with the magnetic flux via the Ramsey interfer-
ometry protocol. We keep the number of control pulses the
same as it would be in an actual field sensing, encoding the
field magnitude in the frequency detuning of the Hadamard
gate that is used to prepare a initial superposition. In such a
configuration, the qubit starts to accumulate the phase in the
same manner as it would be affected by an external magnetic
field.

Further, we expand the magnetometry algorithm to mul-
tiqubit schemes. In Sec. III C we propose a straightforward
magnetometry protocol for several nonentangled qubits cou-
pled to the same field. Instead of complicated entanglement,
which is challenging to prepare, we “share” the information
among qubits classically. While the scaling is not improved
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using that scheme, the absolute sensitivity, as we show below,
benefits from this approach.

A. Parameters

We consider regular transmon qubits as a platform for the
quantum magnetometer. Such devices can feature an effective
flux sensing area of 500 µm2 resulting in a magnetic moment
of μ ∼ 105µB [17,36,37]. We would like to emphasize that
the magnetic moment of this artificial atom is directly pro-
portional to the area of the sensing loop, L2 if L is the loop
size. Assuming the 1/ f flux noise from spin flips of magnetic
impurities located near the loop to be the main source of
decoherence [38], the noise strength increases linearly with
the loop size L, which degrades the flux resolution by a fac-
tor of

√
L [17]. The degradation comes due to the decrease

in the dephasing time [39]. The corresponding magnetic-
field resolution still improves with increasing loop size
as L−3/2.

In the simulations we set T1 = T2 = 200 µs. For experi-
mentally realistic values of the magnetic moment μ and of
the relaxation or coherence times T1 and T2, we refer to
Refs. [17,40]. This set of parameters leads us to the final
inaccuracy in the magnetic-field estimation of approximately
10−12 T. We analyze the algorithm through the simulation of
detection of magnetic fields in the range of [0; 50] nT, re-
quiring the initial time of t0 ≈ 40 ns, which is implementable
using state-of-the-art transmon qubits [41]. The total number
of steps is therefore equal to kmax = 13.

We start by varying the interaction time at each step ap-
proaching T2 in 13 steps. Utilizing QISKIT, we construct a
circuit by applying a Hadamard gate and applying the op-
erator that is responsible for the interaction with a field Fc,
i.e., adds a required phase that depends on the correct field
value Rz(φ) = exp(−iφσz ), where σz is a Pauli matrix. Thus,
we set the simulation parameters so they correspond to the
correct field value. Such an approach is clearly relieved of
any hardware errors and thus it is used as a baseline for
sensitivity.

Considering the current error rate, we analyze the number
of repetitions required in given settings and set it to nrep = 41.
We do not estimate the required fidelity of the qubit read-
out procedure directly, but rather utilize an estimation of the
whole performance success rate (see Appendix A). The num-
ber of repetitions, however, is a tunable parameter and should
be calibrated for a particular hardware.

B. Magnetometry emulation using
a single superconducting qubit

We emulate the magnetometry process by detuning the
frequency of the first Hadamard gate instead of coupling
magnetic flux to the qubit, since IBM qubits are not flux
tunable. In order to estimate the sensitivity, we utilize the
QISKIT PULSE framework using a single-qubit IBMQ-Armonk
quantum processing unit (QPU). We operate superconducting
qubits, preliminary calibrating pulses, qubit frequency ν0, and
readout parameters (via I − Q quadratures) before each exe-
cution. We also monitor the coherence time T2.

The whole protocol of a single step of the quantum phase
estimation algorithm is shown in Fig. 3(a). We alter the fre-
quency of the first H pulse, required for the first Hadamard
gate νsignal: We add a frequency offset δν to the qubit fre-
quency ν0. The detuning is set to

δν = νsignal − ν0 = 1

2π

μ

h̄
F. (8)

For a flux-sensitive transmon device we have μ = h̄dω01/dB,
where ω01 is the qubit’s transition frequency and B is the
real magnetic field. Since in this work the magnetometry
is only emulated, we call the effective magnetic field F to
avoid confusion with the real B. When this is done at the
kth step, we let the free oscillations evolve during the time
tk . The qubit oscillates in the equatorial plane at an angu-
lar speed of 2π × δν. Importantly, during these oscillations
the setting lacks coupling of the flux noise due to the ab-
sence of pickup (SQUID) loops in the IBM qubits. However,
charge noise, quasiparticle tunneling, critical current noise,
and resonator-induced dephasing affect the qubit. The oscil-
lations are terminated after tk with another (not-detuned) H
pulse.

For a single-qubit emulation we use IBMQ-Armonk with
ν0 = 4.97 GHz. The H gates are Gaussian enveloped pulses,
cut at ±3β, where β is the half-width of the envelope form;
δν ∼ 1 MHz. The measurements are performed using a res-
onator at 6.99 GHz frequency.

Using the IBMQ-Armonk processor (T1 ≈ 160 µs and
T2 ≈ 250 µs) and nrep = 41, we achieve a scaling of σ ac-
cording to the HL, as shown in Fig. 3(c) for a single qubit.
Assuming μ = 105µB, we evaluate the final sensitivity to
be A = 0.7 pT/

√
Hz, while the last measurement is per-

formed at 183 µs, as shown in Fig. 3(d) for a single qubit.
At large delay times for the final steps, the half-width and
sensitivity begin to increase as the decoherence scrambles
the dynamics of the qubit, preventing new information about
the field distribution from being learned from measurements.
The sensitivity obtained from simulation of a single transmon
(T2 = 200 µs) is A = 0.48 pT/

√
Hz, which is better than that

from the emulation due to errors at the penultimate step that
the algorithm tries to self-correct. This sensitivity is obtained
at a frequency corresponding to approximately 1/T2 ≈ 1 kHz,
where the influence of 1/ f noise is already included in T2.
For the single-qubit demonstration, the algorithm shrinks the
PDF to the actual Fc with a 95% success rate. One can
easily increase this rate by increasing the number of mea-
surements nrep, but that leads to worse sensitivity A since a
longer total time is required. The total time of interaction is
tsum ∼ 5 ms.

Since the goal of this work is to estimate the best sensi-
tivity that can be obtained using state-of-the-art devices, we
consider a fast reset approximately equal to 100 ns [42], a fast
H gate approximately equal to 50 ns, and a fast measurement
approximately equal to 250 ns [43]. Thus, a distinct majority
of the total time of the magnetometry will be contributed by
the total interaction time tsum. In the case when the magnetic
moment μ lies in the (104–105)µB range, we obtain a sensitiv-
ity A = 0.7–7.2 pT/

√
Hz.
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FIG. 3. (a) Ramsey interferometry scheme on IBMQ-Armonk with two Gaussian-enveloped signals: detuned H gate, delay time, H gate,
and measurement at another frequency channel. The same scheme was used for the IBMQ-Lima device. In contrast to the case when the qubit
accumulates the phase due to continuous interaction with the field, we encode the field value in the first pulse frequency shift. By adding an
artificial delay we accommodate for the interaction time, which contributes to the total sensing time. (b) Illustration of the multiqubit algorithm
(described in Algorithm 2) that assigns a single measurement with tk to multiple qubits. The scheme is depicted for Nqb = 3 qubits given
nrep = 5 measurement repetitions. According to the inequality (B1), such an assignment allows us to minimize the total magnetometry time
tsum. (c) Half-width of the resulting field distribution σ as a function of total time tsum. As expected, σ follows the Heisenberg limit perfectly
on the noiseless simulator (red curve). During the demonstrations using actual devices—IBMQ-Armonk for a single qubit and IBMQ-Lima
for multiple qubits—we observe some perturbations caused by self-correction of the algorithm. With the increase of Nqb, the half-width σ

improves by a factor of
√

Nqb, as expected. The HL and SQL scalings are also depicted in dark blue and orange, respectively. (d) Estimated
sensitivity A for the last five steps of the demonstrations in (c). The inset depicts the theoretical and demonstrated dependences of the obtained
sensitivity on the number of qubits at the last (14th) step of the algorithm. For the single-qubit emulation, we assume μ = 105µB and reach
a sensitivity of A = 0.7 pT/

√
Hz on the last step with a 183 µs interaction (delay) time. The simulation with the perfect qubit provides

A = 0.48 pT/
√

Hz, which is better due to errors at the penultimate step that the algorithm tries to self-correct. For the five-qubit emulation, we
reach A = 0.26 pT/

√
Hz. The sensitivity values apply at frequency corresponding to approximately 1/T2 ≈ 5 kHz. Due to the self-correction

of the algorithm, the sensitivity and inaccuracy �F may grow, which is expected for last steps of the algorithm, where the delay time is close
to the coherence time tk ∼ T2, e.g., five-qubit sensitivity is worse than the four-qubit sensitivity.

C. Multiqubit algorithm

1. Separable-state scheme

A significant challenge of the magnetometry protocol
considered is the maximization of the success rate of the
algorithm; in order to shrink the probability distribution to
the correct field value, many repetitions of measurements nrep

may be required. However, an increase in the number of mea-
surements leads to the increase of the total algorithm runtime,
which reduces the resulting sensitivity. Here we propose to
utilize multiple unentangled qubits, each of which takes part
in the measuring of the magnetic field with a fixed interaction
time at all kmax steps.

The whole scheme is depicted in Fig. 3(b) and described
in pseudocode in Algorithm 2. In such a setting we redis-
tribute kmax × nrep single-shot measurements across multiple
qubits. We can control each qubit in parallel by assigning
the measurements according to Algorithm 2 and avoiding
the creation of complex quantum states. In contrast to the
single-qubit algorithm (Algorithm 1), the multiqubit scheme
requires parallel qubit operation. First, we assign times to
measure (jobs) to each qubit according to the distribution
algorithm using tthe function assign_job(Nqb, nrep, kmax).
We conduct all assigned measurements in parallel [func-
tion meas ← undertake_meas()] and obtain the raw results.
For each step k, we obtain the most frequent result via
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most_frequent(meas, k). Then, similarly to the single-qubit
algorithm, we perform a Bayesian evolution of the initial PDF
through kmax steps.

Algorithm 2. Multiqubit-qubit magnetometry algorithm.

PDF

PDF
PDF

PDF

PDF

Based on Sec. II C, all the kmax measurements can be
processed in arbitrary order; we collect corresponding bits,
order them, and update the probability distribution. The total
magnetometry time tsum consists of an interaction time and a
qubit manipulation time tp, including reset, gates, and readout
duration. Reset takes approximately 100 ns [42], gates take
approximately 50 ns, and readout takes approximately 250 ns
[43], resulting in a total manipulation time of tp ∼ 500 ns.
We divide all kmax × nrep measurements in chunks of size nrep

and, starting from t0, we assign a single measurement with the
shortest tk to an available qubit. Once all the measurements
with tk are completed, the algorithm will start measurements
with tk+1.

For the multiqubit experiments we use the IBMQ-Lima
device (see the device description in Appendix D). For the
separable-state scheme, we estimate the resulting sensitiv-
ity by distributing the measurements among multiple qubits
using Algorithm 2. The results of these demonstrations are
presented in Figs. 3(c) and 3(d) for one to five qubits.
For all executions the final measurement was performed at
183 µs. The final sensitivity achieved is 0.72 pT/

√
Hz for

a single qubit and 0.26 pT/
√

Hz for a five-qubit scheme
with the magnetic moment taken as μ = 105µB. This sen-
sitivity relates to the frequency of the decoherence rate
of approximately 1/T2 ≈ 10 kHz. If the magnetic moment
μ = (104–105)µB, the sensitivity obtained for five qubits be-
comes 0.3–2.6 pT/

√
Hz. For the nonentangled multiqubit

scheme (see Appendix B for details), the sensitivity A scales
as

A = �F
√

tsum ∝ 1√
tkmax−1Nqb

. (9)

2. Entangled-state scheme

Our scheme can be improved by using entangled qubits,
for example, the well-known GHZ states [11,44]. In general,
using an entangled system is known to improve the quantum

phase estimation [45–48], i.e., K correlated probes enhance
the sensitivity leading to Heisenberg scaling in a number of
probes 1/K [11,49]. In that case

A = �F
√

tsum ∝ 1√
tkmax−1Nqb

, (10)

while the scaling in time of the last steps remains the same
but the prefactor improves with an increase in the number of
qubits.

Here we implement GHZ states in the IBMQ-Lima device
by coupling the target qubit with other qubits via controlled-
NOT (CNOT) gates. The final sensing state with Nqb qubits is
given by

|ψGHZ〉 = (|0〉⊗Nqb + |1〉⊗Nqb )/
√

2. (11)

Despite the device connectivity, which does not allow for
coupling all qubits to one, the circuit is easily transpiled by
QISKIT [50].

The comparison of sensitivities between separable and
GHZ states is presented in Fig. 4. While the sensitivity is
improved by a factor of

√
Nqb, as expected, the GHZ states

become incoherent in significantly shorter times than the sep-
arable states [50]. This explains the improved sensitivity at
shorter times as well as the inability to preserve the Heisen-
berg scaling long enough to beat the sensitivity obtained using
a separable state. The best sensitivity for entangled scheme
is observed for a five-qubit GHZ state, 1.7 pT/

√
Hz for

μ = 105µB.
The resulting dependence of the best obtained sensitivity

on the number of qubits is demonstrated in Fig. 5, where
separable-state and entangled-state schemes follow the pre-
dicted law; however, the sensitivities for the GHZ-based
scheme lie above the separable-state results. This suggests
that it is possible to partially entangle qubits within optimal
subsets of the system, optimizing the overall sensitivity; such
a scheme is also known to improve the results of Ramsey
spectroscopy [51,52]. This approach is a subject left for future
research.

IV. COMPARISON OF DIFFERENT MAGNETOMETER
TYPES AND PERSPECTIVES

According to the emulations on IBMQ-Armonk, a single
transmon is theoretically able to provide a field sensitivity
of A = 720 fT/

√
Hz. Another important metric is the flux

sensitivity, which is calculated taking into account the sensing
area [17]; the flux sensitivity obtained in the demonstration is
A� = 175n�0 (

√
Hz)−1.

The comparison between existing transmon-based mag-
netometers, potentially improved ones, and most promising
state-of-the-art platforms is shown in Fig. 6(a). The SQUIDs
(1), optically pumped systems (2), and NV centers (3) are
shown in blue, while our transmon scheme is shown in orange
circles.

Regarding magnetometry using flux-tunable superconduct-
ing qubits, there are two ways to enhance the sensitivity
through hardware improvements. (i) One way is to increase
the number of qubits Nqb, which are not entangled but can all
sense the magnetic field. In diamond magnetometer, such an
approach is widely used for a field sensing [54]. In the case
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(a) (b)

(c) (d)

FIG. 4. Comparison of sensitivities for separable-state and GHZ-state multiqubit schemes for (a) two qubits, (b) three qubits, (c) four
qubits, and (d) five qubits. Here μ = 105µB. While GHZ states improve the sensitivity by a factor of

√
Nqb compared to the separable-states

case, the Heisenberg scaling in delay time is the same for the two schemes (depicted in blue). The GHZ states ideally offer better sensitivity
but they are extremely hard to preserve; the separable-state scheme is affected by decoherence after the 13th step, the GHZ already becomes
worse after 7th–8th steps.

of superconducting circuits, a uniform field can be directed
to each of the transmons using, e.g., a flux-current-flux trans-
former as shown in Fig. 6(b) and distributing jobs according
to the presented protocol. Using the flux-distribution trans-
former, we keep the input flux the same in each sensor, not

FIG. 5. Best sensitivities for separable and GHZ states from
Fig. 4. While the GHZ- and separable-state sensitivities follow the
corresponding dependences on the number of qubits Nqb (see the leg-
end), the minimum absolute sensitivities for the GHZ-based scheme
are an order of magnitude worse than for the separable scheme.

spoiling the flux sensitivity A�. By employing 100 unentan-
gled qubits, both flux and field sensitivities can be improved
by an order of magnitude. Here it is not necessary for qubits
to be identical, as the magnetic moments can be calibrated
and accounted for during measurements. (ii) The increase in
coherence time T2 improves the sensitivity. In our work we
assume T2 ∼ 200 µs, but an increase up to 1 ms would help
to achieve field sensitivity of approximately 10 fT/

√
Hz and

a flux sensitivity of approximately 1n�0 (
√

Hz)−1 for 1-kHz
signals. Such coherence times were achieved for fluxonium
qubits [55] and 500 µs was achieved for transmons [56], so
we expect the 1-ms threshold to be reached in the near future.

Direct current SQUID magnetometers, which are widely
used commercially, provide a 0.1 fT/

√
Hz field sensitivity [7]

with the flux noise limited to (0.1–1.0)μ�0 (
√

Hz)−1. Such
devices require cryogenic temperatures of 4 K, which is easier
to maintain compared to the dilution refrigerator needed for
transmons.

Optically pumped, atomic, magnetometers (OPMs), fea-
ture 0.1 fT/

√
Hz field sensitivity approximately 1 cm3 in size

[53]. However, such a large size makes them impractical for
spatially precise measurements. Reducing their size to that of
transmons results in a sensitivity of 100 fT/

√
Hz. However,

such ambient-temperature OPMs are promising alternatives to
cryogenic devices.

Nitrogen-vacancy centers in diamonds have been carefully
studied as magnetometers [18,19,57–59] and can provide a
sensitivity of approximately 100 fT/

√
Hz [60]. In order to
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FIG. 6. (a) Field and flux sensitivities of SQUIDs (1) from Ref. [7], optically pumped devices (2) from Ref. [53], NV centers (3) from
Ref. [18], and transmon-based magnetometers (4) from Ref. [17]. Since NV centers are sensitive to the field rather than to a flux we consider
the sensing areas of such magnetometers and calculated flux sensitivity. We compare them to results estimated in this paper (4+) with the
algorithmic improvements described in Sec. II C, and potential sensitivities when the number of qubits is increased up to 100 (4′) and increasing
T2 up to 1 ms for each qubit (4′′). (b) Schematic representation of a possible multiqubit magnetometer setup, where the qubits are not entangled
and are all controlled independently. The measurements are distributed between qubits according to Algorithm 2. The flux transformer (vinous)
is a device that delivers the same flux to all qubits. Such a scheme can be used for multiqubit emulation (4′) and (4′′).

estimate the flux sensitivity, we consider the characteris-
tic sensing area to be in the range of 1 µm2–1 mm2. The
larger the diamond area is, the more NV centers are present,
which leads to a higher overall sensitivity. That results in
the flux sensitivities in the 10n�0–10 µ�0 (

√
Hz)−1 range,

while the field sensitivity is in the range from 100 pT/
√

Hz
to 100 fT/

√
Hz [18,60]. Since a NV center is sensitive to the

field (not flux), the flux sensitivity can be defined properly
only for a well-defined geometry designed for flux sensing.
However, an additional benefit of NV centers is their ability
to capture the field orientation.

Another promising magnetometry platform is based on
trapped ions [61–63]. Trapped ions are capable of measuring
ac magnetic fields with frequencies of approximately 15 MHz
featuring sensitivity of approximately 10 pT/

√
Hz [61]. Since

our operational frequencies are of the order of 1 kHz, it is
impossible to compare the sensitivities. Finally, we point out
that magnetometers exist in biological systems. For instance,
the avian compass allows certain bird species to sense rela-
tively small magnetic fields in a fraction of a millisecond [64].
Assuming that for navigation it is enough to detect about 10%
of the value of earth’s magnetic field, the bird’s “sensitivity”
would be approximately 50 nT/

√
Hz.

As seen from the above comparison between the state-of-
the-art platforms, a highly coherent transmon qubit with phase
estimation protocol offers a superior flux sensitivity, poten-
tially allowing the level of 1n�0 (

√
Hz)−1. In order to push

the field sensitivity beyond the commercially available level,
engineering of field-capturing components (for example, an
integrated pickup loop) is required, which is beyond the scope
of the present work.

V. CONCLUSION

In this work we have presented several algorithmic im-
provements to the Kitaev algorithm using a single qubit and

we have considered a multiqubit scheme based on a greedy
algorithm. The proposed scheme with Nqb qubits is easily
implemented since it does not require entanglement and im-
proves the sensitivity by a factor of 1/

√
Nqb.

Utilizing IBMQ processors, we have emulated the mag-
netometry protocol, while strengthening the results with
supporting numerical simulations. The results demonstrate
that current hardware limitations prevent entangled GHZ
states from providing the same level of performance as
separate states. However, we anticipate that it may be pos-
sible to partially entangle qubits within optimal subsets of a
sensitivity-optimized system.

We estimated that increasing the number of transmons up
to 100 with T2 ∼ 1 ms would improve the sensitivity by two
orders of magnitude. We expect that this high coherence time
can be maintained while increasing the number of qubits
by careful engineering and minimizing the cross coupling.
The maximal field range (dynamic range) of the device is
associated with the minimal time step to be implemented.
Considering state-of-the-art devices with high sampling al-
lowing for 1-ns pulses, we estimate the maximal field range
of 2 mT so the phase can be distinguished during QPE. The
best resolution is strongly dependent on the coherence time T2.
With T2 ∼ 200 µs the final inaccuracy is limited by approxi-
mately 10−11–10−12 T, as we have shown in the emulation.

The benefit from the increase in the number of qubits and
coherence time can be improved by advances in software. Ac-
cording to the results for divergence analysis (in Appendix C),
we should consider further improvements of the algorithm for
suppressing the difference between the actual and the fastest
possible PDF convergence rate. For this purpose, machine
learning algorithms can be used; for example, recently they
have shown advantage in phase estimation protocols [65].

We have considered measurements of slowly oscillating
magnetic fields with approximately 1–10 kHz frequency (de-
fined by T2). Interestingly, dynamic decoupling techniques are
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used for sensing of ac fields [54,66,67], largely eliminating
decoherence effects from the 1/ f noise. In our approach we
do not adopt any similar techniques, though it has recently
been shown that such schemes should be considered for dc
sensing as well [68,69]. Utilization of multilevel artificial
atoms theoretically allows for better sensitivity [33,34,70], but
coherence of higher transmon levels may be an issue in such
strategies.

While we benchmark our protocol using superconducting
devices, the described algorithms can be applied to any quan-
tum magnetometry system where the phase is proportional to
the measured field and time. Since transmon-based devices
feature a low dynamic range and require cryogenic tempera-
tures, other hardware platforms may mitigate such problems.
Nevertheless, a comparison to state-of-the-art magnetometers
indicates that the transmon qubit is a potential candidate for
ultimate sensitivity in quantum magnetometry.
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APPENDIX A: PHASE AND AMPLITUDE
DAMPING ERRORS

In this Appendix we consider thermal relaxation errors.
This error channel is correlated with the amplitude and phase
damping error [35] addressed in this Appendix. To connect
those two errors, let us write the amplitude damping channel
with damping strength a = 0, . . . , 1 in the Kraus form

E (ρ) = E0ρE†
0 + E1ρE†

1 , (A1)

where E0 = |0〉 〈0| + √
1 − a |1〉 〈1| is the absence of a de-

cay event and E1 = √
a |0〉 〈1| is a decay event; we assume

a = 1 − e−t/T1 [71]. Similarly, the phase damping strength
parameter p = 0, . . . , 1 can be defined. When the parameters
for strength a, p = 0, . . . , 1, are equal to 0, it means that there
is no noise in the system.

The parameters a and p change the theoretical probabilities
(1) to measure |0〉 or |1〉, resulting in P|0〉 and P|1〉 approaching
0.5. By increasing a and p we increase the probability of
false bit bk determination. As it was discussed in Sec. II C,
in some cases the algorithm can correct itself with further
data processing even in the presence of noise and false bit
bk determination. To explore this feature of the algorithm,
we monitor the statistics. We introduce the success rate: the

(a)

(b)

FIG. 7. (a) Success rate under the effect of amplitude and phase
damping noises, with nrep = 41. We see that the amplitude and phase
noise affect the simulation similarly. (b) Success rate under the effect
of different levels of amplitude damping noise a and different nrep =
1..201. It is clear that an increasing nrep increases the success rate for
any a < 1.

amount of successful performances (when the PDF shrinks to
Fc) divided by the total amount of the executions.

We explore how the success rate depends on a and p [see
Fig. 7(a)]. The amplitude and phase noise affect the simulation
results similarly. Then we optimize nrep by varying ampli-
tude noise levels [see Fig. 7(b)]. For the noiseless system to
achieve a success rate of 95% it should be nrep = 41. For an
almost 100% success rate it should be nrep = 91. These data
can also be applied to further actual device demonstrations.
Since in an actual system a and p are always nonzero, we
should consider the presence of moderate amplitude-phase
damping noise and take the corresponding nrep according to
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Fig. 7(b). However, increasing nrep also spoils sensitivity A
results.

APPENDIX B: UTILIZATION OF THE MULTIQUBIT
SCHEME

To simplify the explanation, we assume that we have Nqb

similar qubits (T2 and μ of each qubit are the same). We
use the fact that 2kmax−1t0 ≈ ∑kmax−2

k=0 2kt0. Indeed, we increase
tk each time twice. Having kmax ∼ 10, we approximate the
sum of t0, . . . , tkmax−2 as tkmax−1. The tsum is minimized when
each qubit works approximately the same time. Therefore,
each qubit will repeat measurements with time tk a number
round( nrep

Nqb
) of times, where round (·) is the rounding up func-

tion. Therefore,

tsum � 2tkmax−1round

(
nrep

Nqb

)

(B1)

�2tkmax−1

(
nrep

Nqb
+ 1

)

and

t real
sum � 2tkmax−1round

(
nrep

Nqb

)
+ round

(
nrep

Nqb

)
(kmax − 1)tp

� (2tkmax−1 + kmaxtp)

(
nrep

Nqb
+ 1

)
, (B2)

where tsum is the sum of all times of interaction and t real
sum

is the duration of the whole execution, taking into account
qubit preparation time tp, including reset, gates, and readout
duration. Thus, for the nonentangled scheme the sum of all
interaction times is inversely proportional to the number of
qubits tsum ∼ 1/Nqb, which leads to A ∼ √

tsum ∼ 1/
√

Nqb.

APPENDIX C: KULLBACK-LEIBLER DIVERGENCE
AS A MAGNETOMETRY SUCCESS METRIC

It was discussed in the main text that in a perfect execution
case (where all bits bk are determined correctly) the half-width
of the PDF σ and inaccuracy �F decrease by factor of 2 per
step. From the simulation and emulation results (see Fig. 3) it
can be seen that in an actual emulation σ does not have such
perfect scaling. To estimate this imperfection level we intro-
duce the Kullback-Leibler (KL) divergence metric, which has
the meaning of an information metric [72]. It compares two
probability density functions and yields how different they
are. The KL divergence, also known as the relative entropy,
is defined as

DKL(P||Q) =
∑
i∈X

P(i) log2
P(i)

Q(i)
,

where P and Q are two probability distributions defined on the
same sample space X .

In our case, we expect the algorithm to return a single value
Fpr which lies within a ±(Fmax − Fmin)/2kmax segment around
Fc. We introduce the normalized uniform distribution under
this segment, which is a perfect final theoretical distribution
U . One can think of U as an indicator function. A case when

FIG. 8. Relative KL divergence (C1) in the information-efficient
case (blue) and in the noise-free simulation of sensing (orange). The
information efficient case has an exponential decrease of σ and has
no error in the determination of Fc. The KL divergence reaches zero
since the obtained probability distribution coincides with the target
one. The noise-free simulator is not capable of recreating the same
dynamics, but the scaling is the same as for the information-efficient
case.

the half-width σ decreases by a factor of 2 per step is an ideal
PDF evolution. The real evolution of the PDF from emulations
might not be that perfect.

We compare the ideal PDF evolution to the one from
demonstrations via KL divergence DKL(·||·), using the uni-
form distribution U as a benchmark. The ideal curve on the
kth step is essentially the KL divergence of the uniform dis-
tribution and the ideal PDF at step k divided by the initial
divergence (KL divergence for k = 0) (C1). Thus, the curve
is a straight line from 1 to 0, as can be seen in Fig. 8. Indeed,
an exponential decrease of σ and consequently an exponential
increase of P(Fc) are linearized by the logarithmic KL diver-
gence [see Eq. (C1)].

The corresponding curve from demonstrations against
step number k can be obtained by placing the PDF from

FIG. 9. Connectivity map of the five-qubit IBMQ-Lima device.
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demonstrations instead of the ideal into the equation

R(k) = DKL(U ||PDF(k))
DKL(U ||PDF(k = 0))

=
log2

1/�F (kmax−1)
P(Fc )

log2
1/�F (kmax−1)

Pinitial (Fc )

. (C1)

We can simplify Eq. (C1) as it is written since U is nonzero
at one point of our discrete segment only; this point is
Fc. As it can be seen from the equation, in the ideal case
R(k) decreases to 0 for the last step indeed. This happens
since in the ideal case the final probability P(Fc) is equal
to the benchmark probability 1/�F (kmax − 1) and thus the
logarithm is 0.

The algorithm from Sec. III gains information about Fc

slower than in the ideal situation of decreasing σ twice each
step (see Fig. 8), despite σ following the HL. This means that
one can improve the proposed algorithm so it would suppress
the information field faster.

APPENDIX D: DETAILED DESCRIPTION OF THE
IBMQ-ARMONK PLATFORM

Our magnetometry emulations via IBMQ-Armonk were
conducted with the following characteristic parameters: a gate
fidelity (Pauli X error) of 2 × 10−4, characteristic times T1 =
160 µs and T2 = 250 µs, qubit frequency ν0 = 4.97 GHz, and
a frequency of the measurement resonator of 6.99 GHz. The
QPU is now one of the retired QISKIT systems [73]. Multiqubit
emulations were subsequently conducted on IBMQ-Lima (see
Fig. 9 for the connectivity map). This quantum processor had
the following characteristics: an average gate fidelity (Pauli
X error) of 6 × 10−4; an average CNOT error of 1 × 10−2;
a median readout error of 3 × 10−2; average relaxation and
coherence times T1 = 123 µs and T2 = 101 µs, respectively;
and an average qubit frequency ν0 = 5.2 GHz. During the
experiments on GHZ states, we have to connect a single qubit
(target) with all other qubits via CNOT gates and read out
its state. For that we use qubit 1 as a target as it has three
neighboring qubits and it is easier to couple it with the rest of
the multiqubit chip.
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