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A B S T R A C T
Battery-hybrid power source architectures can reduce fuel consumption and emissions for ships with
diverse operation profiles. However, conventional control strategies may fail to improve performance
if the future operation profile is unknown to the controller. This paper proposes a guidance, navigation,
and control (GNC) function that integrates trajectory generation and hybrid power source supervisory
control. We focus on time and fuel optimal path-constrained trajectory planning. This problem is a
nonlinear and nonconvex optimal control problem, which means that it is not readily amenable to
efficient and reliable solution onboard. We propose a nonlinear change of variables and constraint
relaxations that transform the nonconvex planning problem into a convex optimal control problem. The
nonconvex three-degree-of-freedom dynamics, hydrodynamic forces, fixed pitch propeller, battery,
and general energy converter (e.g., fuel cell or generating set) dissipation constraints are expressed in
convex functional form. A condition derived from Pontryagin’s Minimum Principle guarantees that,
when satisfied, the solution of the relaxed problem provides the solution to the original problem. The
validity and effectiveness of this approach are numerically illustrated for a battery-hybrid ship in model
scale. First, the convex hydrodynamic hull and rudder force models are validated with towing tank
test data. Second, optimal trajectories and supervisory control schemes are evaluated under varying
mission requirements. The convexification scheme in this work lays the path for the employment
of mature, computationally robust convex optimization methods and creates a novel possibility for
real-time optimization onboard future smart and unmanned surface vehicles.

1. Introduction
Emission abatement drivers. Rising environmental

awareness and international regulations such as the Paris
Agreement, which aims to limit “global average temper-
ature to well below 2 °C above pre-industrial levels” [1],
require all industries to take serious efforts to decrease their
greenhouse gas (GHG) emissions. Thus, the International
Maritime Organization (IMO) adopted the Initial IMO
Strategy on reduction of GHG emissions from ships in
April 2018. Within this resolution, the IMO confirms the
contribution of international shipping to the goals set in the
Paris Agreement. They strive for a GHG emission reduction
between 50% and 70% by 2050 compared to 2008 [2].

Vessels do not only emit GHG though but also other
pollutants such as fine particulate matter (PM2.5), sulphur
oxides (SOxs) and nitrogen oxides (NOxs), which impact
climate and human health [3]. According to [4], interna-
tional shipping causes approximately 12% of annual, global
SOx emissions based on the average values between 2007
and 2012. Without taking any actions, the authors in [3]
suggest that shipping emissions will lead to approximately
14 million childhood asthma cases – about 16% of the
total estimated 86 million childhood asthma cases – and
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a total of 403,300 annual premature adult deaths. Densely
populated coastal regions – especially in developing and
least developed countries – are the most affected [3].

Hybrid architectures. Conventional direct-driven me-
chanical propulsion exhibits poor efficiency when the vessel
operating point lies outside the optimized design point,
which increases fuel consumption and emissions. Advanced
powertrain configurations based on electrical propulsion,
hybrid combination of mechanical and electrical propulsion,
and power generation combined with electrical energy stor-
age can deliver the needed adaptability and efficiency.

Electrical propulsion and azimuth thrusters are now the
standard architecture in cruise ships that frequently maneu-
ver in ports; a hybrid power source with li-ion batteries as
an energy buffer can provide spinning reserve and zero-
emission sailing for coastal ferries under strict safety require-
ments and sensitivity to emissions due to the route’s proxim-
ity to habitation [5]. Similarly, offshore vessels alternating
between transit and dynamic positioning operations benefit
from battery spinning reserve; mechanical propulsion with
power take-in and take-out function from the parallel electric
machine has been shown to reduce emissions and increase
the performance of naval vessels performing a combination
of patrol and littoral operations [6].

Fuel cell hybrid power source is a promising solution
for countering vessel GHG emissions and pollutants, at least
locally. Fuel cells convert the chemical energy of fuels to
electricity by oxidation and reduction reactions. As fuel
cells are not heat engines, they are not bounded by the
thermodynamic constraints expressed by Carnot’s law [7].
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The theoretical maximum conversion efficiency is higher
compared to internal combustion engines, which lowers fuel
consumption and emissions. Proton exchange membrane and
solid oxide fuel cells have been identified as the most promis-
ing for shipping applications [8]. Load leveling and peak
shaving functions provided by an energy buffer are essential
in fuel cell power generation configuration for extending the
useful lifetime and mitigating the limited power output ramp
rate of the stacks.

Traditional energy management strategies. The hy-
brid configurations introduce a control task that consists of
determining the setpoints of the various power converters
that constituting the powertrain. The control task is called
energy management, supervisory control, or tertiary control
in relation to the hierarchical control stack, which also
includes primary and secondary control [9]. The notion of
optimal energy management strategy refers to the exploita-
tion of the degrees of freedom in control to minimize a set of
criteria that typically represents fuel consumption or pollu-
tant emissions. An important and challenging characteristic
in the charge-sustaining battery-hybrid energy management
problem is the constraint that requires the State of Charge
(SoC) at the end of the voyage to take a value close to its
initial value.

All high-performing energy management strategies fol-
low the principle that the internal combustion engine should
be operated at favourable conditions at relatively high loads.
The traditional strategies aim to achieve this goal by calculat-
ing the power converter set points from rules as a function
of various measured vessel quantities. Recently, following
the success in the automotive sector, optimal control theory
and, in particular, Pontryagin’s Minimum Principle (PMP)
has been investigated in hybrid vessel control as well [10].

Motion planning. Both rule-based and PMP energy
management strategies aim to fulfill the operator’s request
that is unknown in advance to the controller. In unmanned
surface vehicles the propulsion and power generation are
considered distinct subsystems that receive actuator com-
mands from the guidance, navigation, and control (GNC)
system [11]. Regardless of manned or unmanned guidance,
this function must continuously generate smooth and feasi-
ble trajectories for references to the power and propulsion
controllers. Information provided by the navigation system,
voyage plan, vessel capability, and environmental conditions
defines the set of feasible trajectories. The role of path
planning and trajectory generation in energy-efficient vessel
operation is highlighted by IMO [12]. The vessel dynamics
are emphasized for short sea vessels due to the short overall
voyage length and the acceleration and deceleration phases.
These phases are especially important in areas with speed
limits like archipelagos and close proximity to harbors.

Engine efficiency curve, propeller characteristics, and
other power generation-related factors have been recognized
to influence the fuel and voyage time optimal trajectory
[12, 13]. Nevertheless, the synthesis of GNC with hybrid
power and propulsion architecture energy management has
hardly been investigated yet despite the promise of improved

performance. The reason behind this fact is associated with
the challenging scale and computational complexity of the
nonlinear optimal control problem that arises from the vessel
dynamics and propulsor characteristics. Although the opti-
mal solution can be approximated by the dynamic program-
ming method [14], it is unsuitable for real-time applications
due to the “curse of dimensionality” – i.e., the computational
effort rises exponentially with the number of states [15].
Thus, the requirement for real-time control and autonomous
decision-making rule out dynamic programming from con-
sideration.

The objective of this study is to develop a framework for
synthesizing the trajectory simultaneously with the energy
management strategy. The performance of this framework
concerns not only optimality in terms of voyage time, fuel
consumption, or pollutant emission, but also implementabil-
ity. The latter criterion refers to the reliability, the memory
footprint of the computational implementation, and the pro-
cessor runtime.

We focus on a trajectory generation problem that takes
a previously computed path as input, including spatial con-
straints (e.g., speed limits). A higher-level guidance path
planning algorithm may have generated a set of feasible al-
ternative paths between waypoints. These alternatives must
be evaluated by generating an optimal trajectory and energy
management strategy for each alternative.

Convex optimization. To achieve the required efficiency
and reliability for real-time application, we propose formu-
lating the integrated control problem as a convex optimiza-
tion problem. Convex optimization has become a mature
technology, being applied in several fields of engineering
and science during the last two decades [16]. Examples
include – but are not limited to - aircraft design [16], hybrid
electric vehicles [17], Formula 1 cars [18] and planetary soft
landing [19].

Convex optimization problems exhibit a number of
favourable properties. Any locally optimal solution is also
globally optimal. Infeasibility can be detected unambigu-
ously, i.e., the problem cannot be solved with the given
constraints. Iterative algorithms for solving convex opti-
mization problems self-initialize, which means that they
require neither any initial values nor parameter tuning. There
also exists a deterministic bound on the number of arithmetic
operations needed to solve a convex optimization problem to
within any desired accuracy [20]. These special properties
motivate the use of convex optimization in applications
that require fast and reliable autonomous decision making
capability.

However, the benefits of convex optimization come at
a price: the mathematical model that describes the physical
relations must be expressed within the restricted functional
forms that yield a feasible convex set. The challenge arises
from formulating the prevailing physics-based models of
hull forces, propulsor thrust and torque, power convert-
ers and battery energy storage in this restricted functional
form without sacrificing consistency with the first-principles
high-fidelity nonconvex models.
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In this work, the challenge of “convexifying” the original
nonconvex problem is met and overcome by formulating
a convex three-degree-of-freedom vessel dynamics model.
The dynamics are convexified exactly, meaning that we pro-
vide a novel equivalent convex formulation. Convex expres-
sions are introduced for hull forces, the fixed pitch propeller,
the battery system and converters (internal combustion en-
gine or fuel cell modules).

Contribution. To the authors’ knowledge, this model
formulation includes three major novelties for the maritime
sector. First, the model is formulated in the spatial domain
to convexify the vessel dynamics and take the distance-
dependent speed limits and zero-emission legs into account.
Second, a convex fixed-pitch propeller model is introduced,
improving the drivetrain modeling. Third, hydrodynamic
forces, acting on the hull and rudder, are modeled in the con-
vex optimization framework and compared against captive
test measurements. Therefore, the main contribution of this
work is the convexification of a model for the simultaneous
optimization of the trajectory and the energy management
strategy for vessels equipped with a hybrid power source
and electrical propulsion. This convexification lays the path
for the employing mature, computationally robust convex
optimization methods and creates a novel possibility for real-
time optimization of these systems. In particular, for the
application of autonomous vessels, the onboard computers
need to make the path-planning decisions rapidly and re-
liably without a human being in the loop. In this context,
convex optimization is the ideal approach.

2. Related work
2.1. Advanced control strategies in the maritime

sector
Due to increasingly demanding reduction goals of GHG

emissions, the interest of the maritime industry in battery
systems combined with a diesel engine as a hybrid energy
supply system has increased over the past years. This tech-
nique promises high fuel savings and GHG reductions on the
one hand. On the other hand, the costs for propulsion systems
increase as the complexity rises. [9]

Additionally, these hybrid systems are commonly run
with conventional heuristic rule-based control algorithms
leading to marginal fuel savings only. Higher savings could
be achieved with more advanced controls such as equivalent
consumption minimization strategy (ECMS) or model pre-
dictive control (MPC). [9]

MPC in the maritime context is for example studied in
[21, 22, 23, 24, 25]. The studies in [22, 23] are especially
interesting in the context of this work since they include the
longitudinal vessel dynamics as well as propeller models for
electric propulsion. However, they do not focus on trajectory
planning but on the fluctuations due to waves on the propeller
and the load sharing, respectively.

The model in [22] targets the control of the propulsion
system of a vessel with a controllable pitch propeller. It takes

the vessel design speed as an input and the proposed non-
linear MPC is designed to follow that trajectory by adjust-
ing the control inputs of the propeller - drive frequency,
propeller pitch ratio and rate of change in propeller pitch
ratio - to minimize the reference speed tracking error and
the energy consumed by the electric motor. Additionally,
the control inputs and the tracking errors for reference drive
frequency and reference propeller pitch ratio are minimized.
Each term in the cost function includes a weighting factor.
The prediction horizon of the MPC is limited to 90 s resolved
in 0.1 s steps resulting in only 900 discretization steps in
total.

The main goals of the authors in [23] are "to minimize
the power tracking error [...] and reduce [hybrid energy
storage system] losses to improve energy efficiency". Their
hybrid system consists of a battery system and an ultracapac-
itor. Two different MPC variants with the vessel speed and
motor shaft speed as inputs are developed and compared to
achieve optimal load sharing for the aforementioned goals.
The prediction horizon for the receding MPC is limited
between 10 and 20 steps. However, the authors of [23] argue
that the results are comparable to an offline MPC with a
prediction horizon of 100 steps and show exemplary results
from a real-time platform.

None of the mentioned MPC studies focuses on the
simultaneous, fuel-minimal optimization of propeller shaft
speed, load sharing and speed trajectory. This simultaneous
approach combined with a long prediction horizon could
achieve even higher savings. Additionally, the generation
of a feasible speed trajectory considering vessel dynamics
as well as propeller and energy supply system behavior is
required for autonomous shipping.

A similar conclusion regarding the simultaneous ap-
proach is drawn in [14], where an extensive literature review
covering 57 journal articles published between 2008 and
2020 dealing with the synthesis, design and operational
optimization of maritime energy systems is conducted. As
this work focuses on operational optimization, the findings
in [14] regarding this field are discussed further.

Out of the 57 articles, eleven deal solely with the op-
erational optimization of maritime energy systems. Nine
other articles consider the design as well, and another ten
articles also take the synthesis into account. However, only
six of these 30 articles cover the dynamic operation of the
vessel. Two of the six, [26] and [27], are of particular interest
since they optimize the speed as a control input variable.
They both neglect vessel dynamics such as acceleration and
deceleration though and consider the speed to be constant
during each leg of the journey. This is also common practice
in maritime logistic problems as seen in [28, 29, 30]. The
assumption of constant speed per journey leg might be
acceptable for ocean-going vessels because they travel at a
constant speed – preferably the respective design speed – for
most of the voyage.

Smaller vessels like ro-pax ferries traverse in waters
close to coastal areas where speed limits might apply. Thus,
they cannot travel at a single constant speed for most of
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the journey. As an additional aspect, the duration of re-
spective acceleration and deceleration phases becomes more
significant compared to the overall shorter voyage duration.
Therefore, vessel dynamics must be considered to achieve
minimum energy consumption. To the authors’ knowledge,
no study exists dealing with the combined approach of opti-
mizing speed profile and energy management for a short sea
vessel when taking the longitudinal dynamics into account.
2.2. Convex optimization in optimal control

Starting about a decade ago, convex optimization has
become more popular in engineering applications dealing
with optimal control problems due to the development of
computationally efficient and reliable implementations of
interior point methods for cone programming [31]. Espe-
cially for integrated design and control of hybrid electric
vehicles, the number of publications is rising [32]. Other
applications include the operation of battery systems for the
frequency regulation market in power grids [33], the energy
management in a microgrid for a sustainable community
[34] and the trajectory planning for robots [35]. The latter,
together with [18], which deals with the speed optimization
for a hybrid electric race car, are of particular interest be-
cause their problems are formulated in the spatial domain.
Modeling in the spatial domain is also applied in this work
due to the speed limits.

In maritime applications, convex optimization is scarcely
employed. Some studies employ its subclass of linear pro-
grams [30] but, rather, more often mixed integer linear
programs (MILPs) or nonlinear programs (NLPs) are used
[14]. One example of the latter is the fuel cell hybrid electric
vessel in [36]. There, the energy management optimization
problem is formulated as a convex mixed integer non-linear
program (MINLP) to include some piecewise functions. It is
optimized in the time domain and the total voyage duration
of ten hours is discretized in steps of 1 h each.

In [10], the minimization of the energy consumption of
a tugboat with a hybrid system consisting of a diesel engine
and a battery is presented. The authors formulate a MINLP
to optimize the load sharing between the different power
sources. According to them, the optimization problem is still
efficiently solvable because only three integer variables –
limiting the problem size – exist and the sub-routines solve
convex problems. Seven different profiles for vessel speed
and bollard pull are evaluated through simulation runs in the
time domain. Again, no holistic approach is implemented.
Instead, only the load sharing is optimized.

In [24] a linearized model for MPC of an autonomous
ship is developed. As before, the vessel studied is a tugboat
with a hybrid system consisting of a diesel engine and
a battery, and several operational profiles are simulated.
It is considered relevant for this literature review because
the predicted power demand in the MPC is based on a
propeller model and the dynamic vessel speed. The vessel
speed is determined by following a reference trajectory while
respecting the vessel dynamics. However, it is not precisely
described how the hydrodynamic resistance is obtained.

2.3. Maneuvering models
The predominant mathematical models of conventional

surface vessel maneuvering consider the motion in a hori-
zontal plane in the surge (forward), sway (crossbody) and
yaw (heading) directions. The equations of motion are ex-
pressed by applying Newton’s second law in a vessel fixed
coordinate system. The hydrodynamic forces and moments
are assumed to be functions of the velocities and acceler-
ations of all three degrees. The unknown force and mo-
ment functions are approximated by terms in a Taylor se-
ries expansion, which is a concept originally introduced by
Abkowitz [37]. The coefficients in the expansion are called
hydrodynamic derivatives, which are determined from cap-
tive tests for a given hull form.

Numerical integration of the nonlinear differential equa-
tions describing vessel motions is used in the design phase to
predict trajectories and assess the maneuvering performance
of a vessel with given hull form. Maneuverability is de-
scribed by a number of parameters, such as overshoot angle
in zig-zag maneuver, which are required to receive certain
numerical values as imposed by classification societies. The
predictive accuracy of Abkowitz-type models is considered
sufficient for certification [38]. However, the terms with
second and higher order render the differential equations
nonlinear and non-convex. Thus, the Abkowitz-type models
are incompatible with the convex optimization framework.

The surge force is controlled via the propeller, sway
force via bow thrusters and yaw moment via the rudder.
The system is considered underactuated if bow thrusters
are unavailable or not used, because only two inputs are
available for controlling three degrees of freedom [39]. In
steering and tracking control, the equations of motions are
typically linearized by dropping all nonlinear terms and as-
suming that the surge velocity deviates only slightly from the
initial velocity. The linearized equations for steering were
introduced by Nomoto in 1957 [40], and are still commonly
used.
2.4. Propeller models

Independent from the specific design of a propeller,
its performance can be described using its general open
water characteristics. These are based on the forces and
momenta of the propeller when operating in open water
without any disturbances and are usually expressed using the
non-dimensional variables thrust coefficient

𝐾T =
𝑇p

𝜌sw𝐷4
p𝑛2p

, (1)

torque coefficient

𝐾Q =
𝑄p

𝜌sw𝐷5
p𝑛2p

, (2)

open water efficiency

𝜂𝑜 =
𝑃p,out
𝑃p,in

=
𝑇p𝑣a

2𝜋𝑄p𝑛p
=
𝐾T
𝐾Q

𝐽
2𝜋
, (3)
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and advance coefficient

𝐽 =
𝑣a
𝑛p𝐷p

=
(1 − 𝑓w)𝑣s
𝑛p𝐷p

, (4)

where 𝜌sw is the density of seawater, 𝐷p the diameter of
the propeller, 𝑛p the propeller shaft speed, 𝑄p the propeller
torque, 𝑃p,out thrust power and 𝑃p,in the shaft input power
[41].

The advance speed 𝑣a describes the average speed of the
water across the surface of the propeller. Due to the inter-
action of the hull with the surrounding water, the advance
speed is lower than the vessel speed. This is mathematically
expressed through the wake fraction coefficient 𝑓w and the
relation between advance and vessel speed is given in equa-
tion (4).

The open water efficiency as well as KT and KQ are often
plotted over the advance coefficient in a so-called open water
diagram. An exemplary diagram is shown in Figure 1.
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Figure 1: Exemplary open water diagram.

Wageningen B-Series. One of the most fundamental
and commonly cited propeller models is developed and
published in [42, 43, 44]. The model is based on a regres-
sion analysis of the Wageningen B-Series. KT and KQ are
represented as polynomials of the advance coefficient,

�̂�T =
𝑁T
∑

𝑛=1
𝐶T,n𝐽

𝑆T,n
( 𝑃p
𝐷p

)𝑡T,n (𝐴E
𝐴0

)𝑢T,n
𝑍𝑣T,n (5)

and

�̂�Q =
𝑁Q
∑

𝑛=1
𝐶Q,n𝐽

𝑆Q,n
( 𝑃p
𝐷p

)𝑡Q,n (𝐴E
𝐴0

)𝑢Q,n
𝑍𝑣Q,n (6)

depending on several propeller parameters. These are the
number of blades 𝑍, the extended blade area ratio 𝐴E∕𝐴0- the ratio of the expanded blade area to the disc area
- and the pitch diameter ratio 𝑃p∕𝐷p. They describe the
specific design of the propeller and are explained in the
related literature [45, 41]. The analysis in [42] is not only
limited to the one-quadrant (1Q) open water diagram, but

four-quadrant (4Q) data is also included, and the respective
coefficients for thrust and torque are each represented as a
Fourier series with 21 coefficients.

Models based on lift and drag. Since the model in [42]
is limited to the Wageningen B-Series, the authors in [46]
introduce another 4Q model based on the lift and drag forces
of the propeller to achieve a more versatile model, which was
used for an underwater vehicle. They calculate lift and drag
based on sinusoidal functions in order to derive thrust and
torque with a rotational transformation. The required inputs
are the effective angle of attack and the total relative velocity.
These are calculated based on an additional fluid model.

The propeller model in [46] requires the axial flow
velocity to be known and is estimated with a fluid model. The
authors in [47] simplify this estimation by calculating the
axial flow velocity as the linear combination of the vehicle
velocity and the propeller shaft speed for their steady-state
model of an underwater vehicle.

In [48], where a low-level thruster controller for a fixed
pitch propeller is developed, the equations for thrust and
torque are modified to include losses concerning mainly
the propeller loading. These losses are summarized in two
different loss factors for thrust and torque, which is a func-
tion of thrust. The thrust and torque equations are simply
multiplied by the respective coefficient. The same model is
further investigated in the context of thruster control in [49].
It is also employed in [50] in the context of motion prediction
with machine learning for ship docking.

In [51], the linear approximation of thrust and torque
coefficients and the resulting quadratic models for thrust and
torque are modified to account for differences in the axial
water flow into the propeller. The authors neglect the drag in
the thrust equation, but they note it could be easily included
in case the linear approximation does not yield sufficient
accuracy. They add that the thrust coefficient as a function
of the advance coefficient would become a second-order
polynomial when including the drag.

4Q model for underwater vehicles. The authors in [52]
derive a 4Q propeller model for the use of underwater vehi-
cles. They are interested in “developing algorithms for the
computation of energy-optimal trajectories for multiple ve-
hicles acting in cooperation” and have found the Wageningen
B-Series 4Q model to be insufficient due to numerical rea-
sons. They consider using the model from [46], but discard
it due to physical inconsistencies regarding the behaviour
of thrust, torque and open water efficiency. Therefore, they
introduce another sinusoidal model based on lift and drag to
receive a low-order approximation of the model in [42].

Propeller models in optimization. Most of the previ-
ously mentioned articles either deal with low-level thruster
control or underwater vehicles and are included to give an
overview over different propeller models. Articles dealing
with problems more closely related to this work include
[6, 10, 26, 53, 24].

4Q models for controllable and fixed pitch propellers.
In [6] and [10], models based on the 4Q open water dia-
gram are employed. The first article focuses on fuel savings
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for diesel-mechanical propulsion and considers controllable
pitch propellers of the Wageningen C- and D-series. The
influence of waves on the propeller performance and the
engine loading is considered by including the wave speed
in the calculation of the advance speed. In [10], the energy
management for hybrid propulsion with a fixed-pitch pro-
peller of the Wageningen B-series is examined.

1Q models for fixed pitch propellers. The authors in
[24] use a 1Q model based on the open water diagram of the
Wageningen B-Series for maneuvering control and energy
management of a hybrid vessel with electric propulsion.
Thrust and torque are expressed as quadratic functions of the
propeller shaft speed and utilize KT and KQ. The coefficients
are given as functions of propeller geometry and advance
coefficient.

A similar approach is used in [26] for a MPC to optimize
the energy efficiency of a vessel. KT and KQ are based on
the 1Q open water diagram of the Wageningen B-series, but
neither thrust nor torque is explicitly calculated. Instead, the
coefficients are used to determine the open water efficiency.

The authors in [53] also present a 1Q model based on
the open water diagram of the Wageningen B-Series. Their
goal is to minimize the wear of the propulsion system and
maximize the efficiency of the used hybrid energy supply
system when considering propeller load fluctuations. There-
fore, they modify the presented model and suggest using a
torque prediction model with online parameter estimation.
The thrust is not estimated.

1Q model for controllable pitch propeller. In [22] a
propeller is modeled in the context of non-linear MPC for
an optimal control problem to minimize the energy con-
sumption of a bulk carrier equipped with electric propulsion.
The propeller torque is modeled as a function of shaft speed
and KQ. KQ is a second-order polynomial of the advance
coefficient - the same is true for KT. The coefficients for both,
KT and KQ, depend on the pitch of the propeller.

Comparison of propeller models. The presented mod-
els show how wide is the range of approaches to model
the complex behavior of propellers. Whereas more detailed
models rely on high order polynomials or sinusoidal func-
tions, simplified models sufficiently accurate for the opti-
mization of vessel operation are typically based on low order
polynomials due to computational efficiency. Throughout
all kinds of studies about fixed pitch propeller models it is
common to use the Wageningen B-Series.

3. Minimum time and fuel optimal control
problem
This section first lays out the elementary minimum en-

ergy and time optimal control problem along a fixed path.
The nonconvexity of this problem is resolved via spatial
domain reformulation and variable changes, which are dis-
cussed next. Convex reformulations of hydrodynamic forces,
propeller and energy system components are discussed im-
mediately following the derivation of the equations govern-
ing the respective subsystem. The final part of this section

derives a condition that, when satisfied, ensures that the
reformulated convex problem provides the same solution as
the original nonconvex problem.
3.1. Minimum time and energy problem along a

fixed path
Dynamics. We consider a vessel with 𝑝 degrees of

freedom represented by the configuration vector q(𝑡) ∈ ℝ𝑝

and control input vector u(𝑡) ∈ ℝ𝑟. The equations of motion
arising from Newton’s second law are of the second-order
form in the global frame

R(q) u = M q̈ + 𝜏(q), (7)
where q̈ is the elementwise second time derivative of the
state vector, R(q) ∶ ℝ𝑝 → ℝ𝑝×𝑟 is the state dependent
rotation matrix,M ∈ ℝ𝑝×𝑝 is the symmetric, positive definite
mass matrix and 𝜏(q) ∈ ℝ𝑝 is the disturbance force.

Path. Let the function 𝜎 ∶ [0, 𝑇 ] → [0, 1] denote a path
coordinate, such that 𝜎(0) = 0, 𝜎(𝑇 ) = 1 and speed along the
path is �̇� > 0, where 𝑇 is the terminal time [35]. The vector-
valued function s ∶ [0, 1] → ℝ𝑝 defines the path of the vessel
as a mapping from the path coordinates to the state vector of
the vessel q at every point along the path. The vessel moves
along the path when

s(𝜎(𝑡)) = q(𝑡) (8)
is fulfilled for each 𝑡 ∈ [0, 𝑇 ].

Optimal control problem. We can represent the dynam-
ics (7) in terms of the path coordinate 𝜎 using the relation
(see Appendix D)

q̈(𝑡) = s′′(𝜎(𝑡))�̇�(𝑡)2 + s′(𝜎(𝑡))�̈�(𝑡).

By introducing the new function
𝑏 = �̇�2 (9)

the minimum time and energy motion planning problem (P-
CVX) along a fixed path is formulated as a convex optimiza-
tion problem in the spatial domain:

(P-CVX):

min.
𝑏(𝜎),u(𝜎) ∫

1

0

(

1
√

𝑏(𝜎)
+ 𝜙(u(𝜎))

)

𝑑𝜎

s.t. R
(

s(𝜎)
)

u(𝜎) = M s′(𝜎)
𝑏′(𝜎)
2

,

+Ms′′(𝜎) 𝑏(𝜎) + 𝜏
(

s(𝜎)
)

, 𝜎 ∈ [0, 1],
(

s′(𝜎)2𝑏(𝜎), u(𝜎)
)

∈ Π
(

s(𝜎)
)

, 𝜎 ∈ [0, 1],

where 𝜙 ∶ ℝ𝑟 → ℝ is a convex fuel use function and
Π(q) ⊆ ℝ𝑝×𝑟 is a set valued mapping of convex sets. The
integral of the first term in the objective is 𝑇 , the terminal
time:

∫

1

0

𝑑𝜎
√

𝑏(𝜎)
= ∫

1

0

𝑑𝜎
�̇�

= ∫

𝜎(𝑇 )

𝜎(0)

𝑑𝜎
�̇�

= ∫

𝑇

0
1𝑑𝑡 = 𝑇 .
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See [35, 54] for further discussion of the convexity of prob-
lem P-CVX, and its relation to the time domain formulation.

Relaxation and change of variables. In the following
sections, vessel subsystem models that are compatible with
the problem formulation P-CVX are discussed. To support
this discussion, auxiliary variables and constraints that will
be applied throughout the following sections are introduced.
The explicit dependence of functions on 𝜎 will be omitted in
most cases.
3.2. Vessel dynamics and hydrodynamic forces

The vessel is regarded as a rigid body, and the maneuver-
ing model restricts the motion to three degrees of freedom:
surge, sway and yaw. The heel is discarded, meaning the ves-
sel always maintains an upright orientation. Only still water
condition is considered. This in-plane motion approximation
is commonly used for surface vessels [55].
3.2.1. Three-degree-of-freedom vessel model

The navigational position of the vessel is given in an
𝑥𝑦-plane fixed to the earth. The origin (0,0) is located at
the initial location of the vessel’s center of gravity. Let
q = (𝑥, 𝑦, 𝜃) denote the vessel configuration state vector,
where elements (𝑥, 𝑦) are the in-plane position and 𝜃 is the
orientation with respect to 𝑥-axis.

CG

𝑌!
𝑋!

𝐿"
𝐿#

𝑇$

𝐿%

−𝜔

−𝐹%

𝐹&

𝜃

−𝛽

−𝐹#

−𝐹"

𝑋

𝑌

�̇�

𝑣'

Figure 2: Forces acting on the hull.

The hydrodynamic forces consist mainly of resistance
from moving the hull entrained in fluid, and forces generated
by the propellers and rudders. Let u = (𝑇p, 𝐹D, 𝐹H, 𝐹P, 𝐹R)⊤denote the force input vector, where 𝑇p is propeller thrust,
𝐹D is the total drag, 𝐹H is the hydrodynamic hull force
from drift, 𝐹P is the hydrodynamic damping force and 𝐹Ris rudder steering force. The force inputs are represented in
the frame of the vessel (Figure 2). The rotation matrix maps
the force inputs in the vessel frame into the global frame:

R =
⎡

⎢

⎢

⎣

cos(𝜃) − cos(𝜃) − sin(𝜃) − sin(𝜃) sin(𝜃)
sin(𝜃) − sin(𝜃) cos(𝜃) cos(𝜃) − cos(𝜃)
0 0 𝐿H −𝐿P 𝐿R

⎤

⎥

⎥

⎦

,

where 𝐿H, 𝐿P and 𝐿R denote the lever arms of drift, damp-
ing and rudder forces, respectively. The mass and inertia
matrix is written as

M = diag(𝑚(1 + 𝑘1), 𝑚(1 + 𝑘1), 𝐼0 + 𝑘2𝐼w),

where 𝑚 is vessel mass, 𝐼0 is the moment of inertia of the
vessel, 𝐼w is the moment of inertia of displaced water and
𝑘1 and 𝑘2 are dimensionless coefficients of the added inertia
[56]. The added inertias account for the fact that accelerating
the vessel body at a given rate in fluid requires larger force
than in vacuum [55].
3.2.2. Drift

The nominal orientation of the vessel is assumed to be
known, dependent on the position (𝑥, 𝑦), and in the direction
of traversal. We allow the true orientation to vary by the
angle 𝛽 from the nominal orientation. Any deviation from
the nominal orientation implies that the vessel has nonzero
speed in the sway direction, which is called drifting.

Drift generates a lift force that acts perpendicular to the
hull. The force acts through a point located at distance 𝐿Hfrom the center of gravity towards the bow. The yawing
moment at the center is the moment arm 𝐿H multiplied by
the force 𝐹H.

In the presence of drift, the inflow to the hull resembles
the flow over a low aspect ratio airfoil at an angle of attack 𝛽,
which is the drift angle [55]. The lift produced by the oblique
flow is

𝐹H = 1
2
𝜌sw𝑆𝐶L𝑣s

2, (10)

where 𝑆 is the area of the lifting surface and 𝑣s is the vessel
speed in surge direction:

𝑣s = ‖(�̇�, �̇�)‖2
=
√

�̇�2 + �̇�2

=
√

�̇�21 + �̇�
2
2.

Maximum drift. The coefficient 𝐶L can be approxi-
mated for small 𝛽 as

𝐶L = 𝑎L,0 + 𝑎L,1𝛽,

where 𝑎L,0, 𝑎L,1 ∈ ℝ++ are constants. Then, the maximum
lift that can be generated by drifting,

|𝐹H| ≤
𝜌sw
2
𝑆𝐶L,max𝑣s

2 , (11)

is limited by the largest permitted drift angle 𝛽max or the
largest permitted lift coefficient 𝐶L,max = 𝑎L,0 + 𝑎L,1𝛽max,
respectively.

Convexification of drift. The inequality (11) defines a
nonconvex set because the function on the right-hand side is
convex instead of affine or strictly concave [20]. Thus, with
(56) (see Appendix D) and the auxiliary variable 𝑏 the vessel
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speed in surge direction is rewritten as

𝑣s =
√

(s′1�̇�)
2 + (s′2�̇�)

2

=
√

(s′21 + s′22 )�̇�

=
√

(s′21 + s′22 )
√

𝑏.

(12)

The first term is hereafter abbreviated as
s′12 = (s′21 + s′22 )

and can be directly obtained from the definition of the
path, and thus calculated prior to solving the optimization
problem.

By inserting (12) into (11) the right-hand side of (11)
becomes affine in 𝑏 and can be used to limit the drift in the
convex optimization problem with the constraint

|𝐹H| −
𝜌sw
2
𝑆𝐶L,maxs′12𝑏 ≤ 0, (13)

which is given in the standard form of inequality constraints
in optimization problems.
3.2.3. Drag

Induced drag from drift is incorporated to the total
resistance via the total drag coefficient𝐶D. The drag is given
by

𝐹D = 1
2
𝜌sw𝐶D𝐴s𝑣s

2, (14)
where𝐴s is the combined wetted surface area of the hull and
the rudder. The drag coefficient is

𝐶D =
𝐶2
L

𝜋Ω
+ 𝐶F + 𝐶R, (15)

where Ω is the aspect ratio of the lifting surface and 𝐶F is
the frictional resistance coefficient, which can be evaluated
according to the ITTC-57 empirical formula

𝐶F = 0.075
(log10(Rn) − 2)2

, Rn =
𝑣𝑠𝐿
𝜈
,

where𝐿 is vessel length and 𝜈 is kinematic viscosity of water
[57]. In (15), the residual coefficient 𝐶R accounts for wave-
making and viscous pressure resistance. Estimates based on
the Froude number 𝐹𝑛 = 𝑣𝑠∕

√

𝑔𝐿 are given in various
sources, while a more accurate model is obtained by fitting
a convex function to data generated by CFD simulation.

By expressing the coefficient of lift 𝐶L as a function of
the drift force from (10) and inserting the result into (14),
the drag

𝐹D =
𝜌sw
2

(𝐶F + 𝐶R)𝐴s𝑣s
2 +

2𝐹H2𝐴s

𝜌sw𝜋Ω𝑆2𝑣s2
(16)

is obtained. The added drag due to rudder deflection is
discussed in Section 3.2.5.

Convexification of the drag. The right-hand side of
this formulation is not affine and cannot be included in the
convex optimization model. However, by inserting (12), the
right-hand side becomes convex in 𝑏 and 𝐹H and the relaxed
form of (16),

𝜌sw
2

(𝐶F + 𝐶R)𝐴ss′12𝑏+
2𝐹H2𝐴s

𝜌sw𝜋Ω𝑆2s′12𝑏
− 𝐹D ≤ 0 (17)

becomes a lower bound for the drag.
3.2.4. Yaw damping

The rotation of the vessel gives rise to a hydrodynamic
force and an associated moment which depend on the rate of
turn and the surge speed. The hydrodynamic force dampens
turning because the moment acts opposite to the drift mo-
ment. Slender-body theory has been observed to provide a
good approximation of force and moment involved in turning
[58, 59]. Slender-body theory models the hull as a stack of
thin sections that are approximated by simple shapes whose
added mass is given by an analytic expression.

The net force prediction from slender-body theory is
calculated by integrating strip force at coordinate 𝑥 over the
entire hull [59]. For a vessel with a pointed bow, the added
mass at the bow is zero, resulting in net force

𝐹P = 𝑥T𝑚a(𝑥T)𝑣s�̇�. (18)
Here, 𝑥T is the coordinate for stern. Assuming draft 𝑇 is
constant along the hull length, and added mass approximated
by its value for an ellipse, the strip added mass𝑚a(𝑥), can be
estimated as

𝑚a(𝑥) =
𝜋
2
𝜌sw𝑇

2,

where the factor 1∕2 is applied to include only the lower half
of the ellipse [58].

Convexification of damping. The right-hand side of
(18) relate to the product 𝑣s�̇�, which can be rewritten as

𝑣s�̇� = 𝑠′3
√

𝑏
√

s′12𝑏 = 𝑠′3
√

s′12𝑏, (19)
which is linear in 𝑏. Thus, (18) obtains the form of a linear
equation.
3.2.5. Rudder lift

A rudder set at a nonzero angle 𝜔 develops a lift force
that acts sideways (sway direction) and creates a yaw mo-
ment at the center of gravity that turns the vessel. An
angled rudder also creates a drag force that acts in the surge
direction.

Downstream velocity. The velocity of the water flowing
to the rudder is substantially higher than the speed of the
vessel because the rudder is located downstream from the
propeller. The downstream velocity can be evaluated by
means of the thrust loading coefficient,

𝐶th =
𝑇p

𝜌sw
2 𝑣

2
a
𝜋
4𝐷

2
p

Ritari, Katzenburg, Oliveira, Tammi Page 8 of 23



Integrated supervisory control and fixed path speed trajectory generation

describing the loading degree of the propeller. The flow
velocity downstream,

𝑣ds = 𝑣a
√

1 + 𝐶th =

√

√

√

√𝑣2a +
𝑇p

𝜌sw
2
𝜋
4𝐷

2
p

is calculated according to potential flow theory [55]. Due to
the close proximity of the propeller and rudder and turbulent
mixing of the water jet and surrounding flow, the velocity of
the water entering the rudder is slightly lower than 𝑣ds. The
corrected velocity is expressed as as 𝑣R = 𝑘tm𝑣ds, where
𝑘tm ≈ 0.9.

Boundaries of rudder lift force. The lift force generated
by the rudder is given as

𝐿rudder =
𝜌sw
2
𝐶K𝐴R𝑣2R,

where𝐴R is the projected area of the side view of the rudder
[55]. The lift coefficient is

𝐶K =
2𝜋Λ (Λ + 1)
(Λ + 2)2

sin(𝜔),

where Λ = 𝑏2R∕𝐴R denotes aspect ratio with the average
height 𝑏R and 𝜔 is the angle of attack. The generated rudder
force

|𝐹R| ≤
𝜌sw
2
𝐶K

(

𝜔max
)

𝐴R𝑣2R

=
𝜌sw
2
𝐶K

(

𝜔max
)

𝐴R𝑘2tm

(

𝑣2a +
𝑇p

𝜌sw
2
𝜋
4𝐷

2
p

)

(20)

is limited by the total angle of attack, set as 𝜔max.
Convexification of boundaries of rudder lift force.

By inserting (9) into (20), an affine formulation of the
boundaries of the rudder lift force is obtained

|𝐹R| −
𝜌sw
2
𝐶K

(

𝜔max
)

𝐴R𝑘2tm

−

(

(1 − 𝑓w)2s′12𝑏 +
𝑇p

𝜌sw
2
𝜋
4𝐷

2
p

)

≤ 0. (21)

Here, 𝑇p is given in (30).
Rudder drag. We only model the drag due to deflection,

because the rudder area and thus the viscous drag is already
included in the hull surface area. The drag force [55]

𝐷R =
𝜌sw
2

1.1𝐶2
K

𝜋Λ
𝐴R𝑣2R

yields a convex inequality when the term 𝐶K is expressed in
terms of 𝐹R

𝐷R ≥
2.2𝐹R2

𝐴R𝜋Λ𝜌sw2𝑘2tm
(

(1 − 𝑓w)2s′12𝑏 +
𝑇p

𝜌sw
2

𝜋
4𝐷

2
p

) . (22)

3.3. Propeller model
Fixed-pitch propellers are considered for propulsive

thrust generation. The respective model needs to replicate
thrust, torque and efficiency with sufficient accuracy, but
it is not required to capture all hydrodynamic effects. The
latter can be achieved with more computationally expensive
models during the propeller design process, which is not part
of this work.

Thrust and torque. The first step is to rearrange equa-
tions (1) and (2) as

𝑇p = 𝜌sw𝐷
4
p𝐾T (𝐽 ) 𝑛2p (23)

and
𝑄p = 𝜌sw𝐷

5
p𝐾Q (𝐽 ) 𝑛2p . (24)

Neither of the equations forms a convex set. The expressions
for KT and KQ are polynomials - see (5) and (6) - and hence
not easily convexified.

Convexification of thrust and torque coefficients. The
curves in the open water diagram in Figure 1 suggest the
convex, second-order polynomial approximations

𝐾T (𝐽 ) = −𝑎T,2𝐽 2 − 𝑎T,1𝐽 + 𝑎T,0 (25)
and

𝐾Q (𝐽 ) = −𝑎Q,2𝐽 2 − 𝑎Q,1𝐽 + 𝑎Q,0 (26)
depending on the advance coefficient. This assumption is
supported by the findings in [47, 51].

In equation (25), 𝑎T,2 ∈ ℝ+, 𝑎T,1 ∈ ℝ+ and 𝑎T,0 ∈ ℝ++are the coefficients for the approximation function of KT.
They are determined by fitting the second-order polynomial
to the original open water diagram. The same is true for the
coefficients of the torque coefficient function, 𝑎Q,2 ∈ ℝ+,
𝑎Q,1 ∈ ℝ+ and 𝑎Q,0 ∈ ℝ++, in (26).

Convexification of the thrust. By inserting the thrust
coefficient approximation from equation (25) in equation
(23) and by replacing the advance coefficient with equation
(4), the thrust in equation (25) is rewritten as

𝑇p = 𝜌sw𝐷
4
p

(

−
𝑎T,2
𝐷2

p
𝑣2a −

𝑎T,1
𝐷p

𝑣a𝑛p + 𝑎T,0𝑛2p

)

. (27)

As this equation must be represented as an equality con-
straint, the right-hand side needs to be formulated as an affine
expression.

Thus, a new auxiliary variable
�̃�p = 𝑛2p (28)

substituting the squared shaft speed is introduced.
Since equation (27) is still not convex due to the bilinear

term of advance speed and shaft speed, another auxiliary
variable

𝑧 = 𝑣s𝑛p ≤
√

s′12𝑏�̃�p ⇔ 𝑧 −
√

s′12𝑏�̃�p ≤ 0 (29)
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is proposed. It expresses the aforementioned bilinear term of
advance and shaft speed as the square root of the auxiliary
variables from equations (9) and (28).

With the auxiliary variables in (28), (29), and (9), the
thrust is rewritten as

𝑇p = −�̃�T,2s′12𝑏 − �̃�T,1𝑧 + �̃�T,0�̃�p. (30)
For the sake of readability, the auxiliary coefficients �̃�T,2,
�̃�T,1 and �̃�T,0 are introduced. They are given in Appendix A.1.
The formulation (30) is affine and can be included as an
equality constraint in the convex optimization model.

Convexification of the torque. An analogous approach
leads to the affine formulation of the propeller torque

𝑄p = −�̃�Q,2s′12𝑏 − �̃�Q,1𝑧 + �̃�Q,0�̃�p. (31)
Once again, auxiliary coefficients �̃�Q,2, �̃�Q,1 and �̃�Q,0, given
in Appendix A.2, are used.

Convexification of the propulsive power. To obtain the
last missing value for the propeller model, namely the change
in propeller energy input, the equation for the propulsive
power is formulated as

𝑃p,in = 2𝜋𝑄p𝑛p. (32)
Since the power is the derivative of the energy with regard to
time, it cannot be included in the convex optimization model.
Therefore, a fictive propeller input force - the index “in” is
omitted for the sake of readability -

𝐹ΔEp =
𝑑𝐸p
𝑑𝜎

=
𝑑𝐸p
𝑑𝑡

𝑑𝑡
𝑑𝜎

= 𝑃p,in
𝑑𝑡
𝑑𝜎

=
𝑃p,in
√

𝑏
(33)

is introduced.
By replacing the propulsive power with (33), (32) is

rewritten and the change in propeller energy input

𝐹ΔEp =
2𝜋𝑄p𝑛p
√

𝑏
(34)

is derived.
The resulting function cannot be included in a convex

optimization model. Therefore, the propulsive torque is re-
placed with equation (31). Additionally, equation (34) is
relaxed with the auxiliary variables from equations (9), (28)
and (29) and the right-hand side of

𝐹ΔEp ≥ −𝑘dEp,2𝑧 − 𝑘dEp,1�̃�p + 𝑘dEp,0
�̃�p2

𝑧
(35)

is now convex. Again, for the sake of readability the auxiliary
coefficients 𝑘dEp,2 ∈ ℝ+, 𝑘dEp,1 ∈ ℝ+ and 𝑘dEp,0 ∈ ℝ++ are
introduced. They are given in Appendix A.3.

Convexification of propulsive power for reduced model.
The auxiliary variable 𝑧 can be eliminated from the propeller
model by assuming that 𝑎T,1 = 0 = 𝑎Q,1 = 0, at the cost
of larger fitting error. In this case, the thrust, torque and
energy input expressions retain their convexity. Appendix

B provides a proof of the convexity of the energy input
expression

𝐹ΔEp ≥ 2𝜋

⎛

⎜

⎜

⎜

⎝

𝑎Q,0�̃�p2𝐷5
p

√

�̃�ps′12𝑏
− 𝑎Q,2

√

�̃�ps′12𝑏𝐷
3
p

⎞

⎟

⎟

⎟

⎠

(36)

for the reduced model.
3.4. Subsystem models
3.4.1. Drivetrain model

The energy system under consideration is shown in
Figure 3. It consists of a general energy converter, e.g., a
fuel cell or a generating set, a battery system, power elec-
tronic components and two electric motors with one gearbox
each. Depending on the actual type of the general energy
converter, the respective DC/DC converter might need to be
replaced by a three-phase rectifier circuit. This would be the
case for a generating set or a gas turbine.

Figure 3: Energy system layout.

Electric machine input power. As seen in Figure 3,
the propeller is drive by the electric machine via a gearbox.
Both components, the gearbox and the electric machine, are
lossy. Based on the assumption of constant efficiencies, the
electrical input power per electric machine is

𝑃EM,in =
𝑃EM,out
𝜂EM

=
𝑃p,in
𝜂EM𝜂g

,

where 𝜂EM and 𝜂g are the efficiencies of electric machine
and gearbox respectively, which are summarized in �̃�EM =
𝜂EM𝜂g. If the electric machine and its inverter are treated as
one unit, the efficiency of the inverter 𝜂inv can be included in
this term �̃�EM = 𝜂EM𝜂g𝜂inv.

To be compatible with equation (35) the power needs to
be transformed to a purely mathematical force representing
the change in energy over distance. This leads to the electric
machine input force

𝐹EM =
𝐹ΔEp
�̃�EM

. (37)
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Figure 4: Exemplary electric machine operating characteristics.

The index 𝑖𝑛 is once again omitted for the sake of readability.
Electric machine speed limit. The electric machine

model incorporates torque, power and speed limitations. The
shaft speed of the electric machine

𝑛EM = 𝑖g𝑛p (38)
and its torque

𝑄EM =
𝑄p

𝜂g𝑖g

are derived using the transmission ratio of the gearbox 𝑖g.
As the propeller shaft speed is not included in the model

as a variable, the auxiliary variable from equation (28) is
used in equation (38) to formulate the upper limit for the
shaft speed

�̃�p −
(𝑛EM,max

𝑖g

)2
≤ 0, (39)

where 𝑛EM,max is the maximum electric machine shaft speed.
Electric machine torque limit. With the maximum

electric machine torque 𝑄EM,max the torque limitation
𝑄p −𝑄EM,max𝜂g𝑖g ≤ 0 (40)

is given. This is only accurate for speeds below the nominal
speed 𝑛EM,n because for higher speeds in the field-weakening
region, the maximum torque decreases proportionally to the
inverse shaft speed. This behavior is depicted in Figure 4,
and it is common to both three-phase induction machines
and synchronous permanent magnet machines, if they are
controlled appropriately.

Electric machine power limit. Figure 4 and the me-
chanical power equation

𝑃EM,out = 2𝜋𝑄EM𝑛EM

show that limiting the electric machine output power to a
constant value in the field weakening region ensures a proper
torque limitation for speeds above nominal speed. With the
inclusion of a constant torque limit and a constant electric
machine output power limitation, the electric machine limits
can be modeled over the whole relevant speed range. Re-
calling the relationship between fictive force, power and in-
verse speed squared, the limitation for the maximum electric

machine power 𝑃EM,max is approximated with a first-order
Taylor polynomial

𝐹EM,max =
𝑃EM,max
√

𝑏r
−
𝑃EM,max
2𝑏1.5r

(

𝑏 − 𝑏r
)

=
𝑃EM,max
2
√

𝑏r

(

3 − 𝑏
𝑏r

)

=
𝑃EM,max

2

√

s′12
𝑣s,r

(

3 −
s′12𝑏

𝑣2s ,r

)

(41)

around the reference speed squared 𝑏r = 𝑣2s ,r∕s′12. With this,
the upper boundary is formulated as

𝐹EM − 𝐹EM,max ≤ 0. (42)
3.4.2. Energy supply system model

The energy supply system does not only need to provide
the propulsive energy but also the hotel load 𝑃aux, which is
considered constant during the whole trip. Using this value,
as well as the electric machine input force from equation
(37), the overall fictive force balance is

𝑘p
𝐹ΔEp
�̃�EM

+𝑃aux𝑦t +𝐹batt,d = 𝑘c𝐹c+𝐹batt𝜂DC∕DC,batt (43)

including the energy converter output force 𝐹c, the battery
output force 𝐹batt and the force of battery losses 𝐹batt,d. In
(43), a new auxiliary variable

𝑦t =
1
√

𝑏
(44)

is introduced. Since 1∕
√

𝑏 is a convex expression, the in-
equality

1
√

𝑏
− 𝑦t ≤ 0 (45)

can be included in the convex optimization problem formu-
lation.

Since the electric machine input force is given per ma-
chine respectively per propeller, the number of propellers 𝑘𝑝must be included to retrieve the overall demand for propul-
sion. In addition, the efficiency for the DC/DC converter of
the battery 𝜂DC∕DC,batt needs to be considered.

Due to the convex formulation of the fictive propulsive
force in (35), the fictive force balance (43) must be relaxed
to

𝑘p
𝐹ΔEp
�̃�EM

+𝑃aux𝑦t+𝐹batt,d−
(

𝑘c𝐹c + 𝐹batt𝜂DC∕DC,batt
)

≤ 0.

(46)
In Section 3.4.4, it is shown in (50) that the expression for
battery losses is also convex.

As the forces in equation (43) correspond to the out-
put power, the respective efficiency of each energy supply
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component needs to be taken into account to determine the
change in the actual energy stored within the respective
energy storage. The battery combines energy supply and
storage in one component whereas the general energy con-
verter only converts and supplies the energy stored in some
kind of tank.
3.4.3. General energy converter model

In addition to the battery, the energy supply system
includes 𝐾 general energy converters, e.g., fuel cells or
generating sets comprising a generator and a diesel engine.
All𝐾 converters are assumed to be of the same making. The
required power input 𝑃c,in, i.e., the power provided by the
fuel, of one converter is calculated as a linear function of the
output power 𝑃c,

𝑃c,in = 𝑎c,0 + (𝑎c,1 − 1)𝑃c,

which can be directly transferred into the fictive internal
force

𝐹c,i = 𝑎c,0𝑦t + (𝑎c,1 − 1)𝐹c.

The coefficients 𝑎c,𝑖 are determined by the part-load effi-
ciency characteristics of the respective converter.

Operation of multiple converters. With multiple con-
verters of the same making, it is possible to switch off
some of the converters for legs of the trip with low power
demand to increase the efficiency of the converters running.
Including this decision in the optimization model would
require integer decision variables, thereby destroying the
beneficial structure of the convex optimization problem.
However, since zero-emissions must be modeled, the num-
ber of converters turned on 𝑘c ∈ ℕ is included in (43).
Additionally, for the legs of the trip with a speed limit,
it is possible to limit the number of converters turned on
based on the sum of the minimum power required to propel
the vessel at the speed limit. As the location of both, zero-
emission zones and legs of the trip with a speed limit, is fully
determined by the path, 𝑘c(𝜎) can be calculated prior to the
optimization.

Energy converter power limits. As for the electric
machine, the power limit of the energy converter translates
to a force limit. The affine expression for the upper boundary
on the converter force

𝐹c −
𝑃c,max

√

s′12
2𝑣s,r

(

3 −
s′12𝑏

𝑣2s ,r

)

≤ 0 (47)

is obtained by a first-order Taylor approximation around the
reference speed 𝑣s,r. The lower boundary is simply given by

−𝐹c ≤ 0. (48)
3.4.4. Battery system model

The operational behavior of a battery is determined
by various electrochemical processes. Different modeling

𝑈!"##

𝑅$

𝑈%

𝐼!"##

+
−

Figure 5: Battery equivalent circuit model.

approaches exist, ranging from detailed electrochemical to
“black box” ones. A typical approach in engineering appli-
cations is the equivalent circuit model because it combines
sufficient accuracy with low computational cost [60].

The equivalent circuit model consists of a voltage source
representing the open circuit voltage (OCV) of the battery,
an internal resistance modelling the linear part of the losses
and one or more RC networks for modeling the dynamic
characteristics. As this work focuses on energy consumption
and its resulting costs, the battery dynamics are not as rele-
vant, and the RC networks are not implemented to simplify
the model. The resulting equivalent circuit is depicted in Fig-
ure 5. Another assumption regarding the battery model is the
temperature independence of OCV and internal resistance.
This is justified if proper cooling is implemented, which we
assume to be the case.

Losses. The equivalent circuit is used to derive the load-
dependent losses

𝑃batt,d = 𝑅i𝐼2batt =
𝑅i
𝑈2
0

𝑃 2
batt, (49)

which can be expressed as a function of the internal resis-
tance 𝑅i and the battery current 𝐼batt as well as a function of
the battery output power 𝑃batt and the OCV 𝑈0. The right-
hand side is derived by replacing the battery current with
the quotient of battery output power and OCV. This is only
possible if the voltage drop across the internal resistance is
neglected. This is a common approach when deriving battery
models for convex optimization problems [61, 17]. Other
simplifications that are typical for convex battery modeling
are the assumption of state of charge (SOC) -independent
internal resistance and OCV [61, 17, 18, 62].

Convexification of the losses. To add the battery model
to the optimization model, equation (49) has to be trans-
formed into the respective fictive force

𝐹batt,d =
𝑅i

𝑈2
0

𝐹batt
√

𝑏 =
𝑅i

𝑈2
0

𝐹 2
batt
𝑦t

. (50)

SOC update and capacity limits. In addition to the con-
straint regarding battery efficiency, several other constraints
are required to model the battery operation accurately. The
first one is the battery energy 𝐸batt at an arbitrary point
𝑙 during the trip. Using the initial battery energy at the
beginning of the trip 𝐸bat,0, the change in battery energy
content after travelling a certain distance is expressed as

Δ𝐸batt(𝑙) = 𝐸batt(𝑙) − 𝐸batt,0
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resulting in the dynamics
dΔ𝐸batt

d𝜎
= −𝐹batt

√

s′12.

The energy content of the battery, or the change in bat-
tery energy, respectively, is limited due to physical bound-
aries. Stricter boundaries,

Δ𝐸batt ,min − Δ𝐸batt ≤ 0, (51a)
Δ𝐸batt − Δ𝐸batt ,max ≤ 0 (51b)

can be applied based on the minimum and maximum SOC
of the battery, SOCmin and SOCmax, respectively. These are
used to improve the battery lifetime and justify the constant
voltage assumption in equation (50).

Battery power limits. Besides restricting the total bat-
tery energy, the battery output force also has to be limited.
This represents the power limit in the time domain. With
the maximum charge power 𝑃cha, max and the maximum
discharge power 𝑃dis, max of the battery – both values are
assumed to be non-negative – the force boundaries are
approximated analogous to the one of the electric machine
in (41),

𝐹cha,max =
𝑃cha,max

2

√

s′12
𝑣s,r

(

3 −
s′12𝑏

𝑣s2,r

)

,

𝐹dis,max =
𝑃dis,max

2

√

s′12
𝑣s,r

(

3 −
s′12𝑏

𝑣s2,r

)

resulting in the constraints
−𝐹cha,max − 𝐹batt ≤ 0, (52a)
𝐹batt − 𝐹dis,max ≤ 0 (52b)

for limiting the output power of the battery in the convex
optimization model.

SOC-sustainability. Another constraint might be imple-
mented depending on the desired type of operation regarding
SOC-sustainability. If the SOC of the battery should be the
same at the end and the start of the trip the battery is operated
SOC-sustaining. In this case, the constraint

Δ𝐸batt(1) = 0

has to be added.
3.5. Minimum time and energy problem in spatial

domain
Let the vector-valued function with the left-hand side of

the given equations
g(𝑏, ũ) =

[(13) (17) (21) (22) (29) (39) (40)
(42) (46) (47) (48) (44) (51) (52)]⊤

represent all the inequality functions in standard form. With
the state variables x =

[

𝑏 Δ𝐸batt
]⊤ and the extended input

vector
ũ =

[

𝐹D 𝐹H 𝐹R 𝑦t
𝐷R 𝑧 �̃�p 𝐹c 𝐹batt

]⊤

the minimum time and fuel motion planning problem is

min. ∫

1

0

[(

𝑘c𝑎c,0 + 𝜔T
)

𝑦t + 𝑘c𝑎c,1𝐹c
] d𝜎

s.t. R
⎡

⎢

⎢

⎣

𝑇p − 𝐹D −𝐷R
𝐹H + 𝐹P − 𝐹R
𝐹H + 𝐹P − 𝐹R

⎤

⎥

⎥

⎦

= M
[

s′ 𝑏
′

2
+ s′′ 𝑏

]

+ 𝜏,

Δ𝐸batt
′ = −𝐹batt

√

s′12,

g ≤ 0,

𝑏(0) = s′12𝑣
2
init 𝑏(1) = s′12𝑣

2
final,

Δ𝐸batt(0) = Δ𝐸batt(1),

where 𝑇p and 𝐹P are given in (30) and (18), respectively. The
first three constraints are enforced for each 𝜎 ∈ [0, 1].
3.6. Optimality conditions

It is not obvious that the relaxations of (29), (44) and (43)
are valid, i.e., that they hold with equality at the optimum and
the solution of the relaxed convex problem is the same as the
solution of the original nonconvex problem.
Proposition 1. The relaxed inequalities (29), (44) and (43)
hold with equality at the optimum, i.e.,

𝑦∗t = 1
√

𝑏∗
,

𝑧∗ =
√

s′12𝑏
∗�̃�∗p,

𝑘c𝐹
∗
c + 𝐹 ∗

batt𝜂DC∕DC,batt = 𝐹 ∗
ΔEp

𝑘𝑝
�̃�EM

+ 𝑃aux𝑦∗t

for 𝜎 ∈ [0, 1], if the propeller parameters satisfy the
condition

1 <
𝑎𝑄1𝑎𝑇 0
𝑎𝑄0𝑎𝑇 1

−
𝑎𝑄2𝑎2𝑇 0
𝑎𝑄0𝑎2𝑇 1

and the battery dissipation power satisfies the condition

𝑃batt,d(𝑃batt) ≤ 𝑃aux
and the electric machine operates below maximum speed
limit

𝑛EM < 𝑖g𝑛𝑝
and below maximum torque limit

𝑄EM <
𝑄p

𝜂g𝑖g
and the converters deliver positive output power, which
translates to the condition on force

𝐹c > 0

for each 𝜎 ∈ [0, 1].
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Proof. Let the scalar function 𝑓obj represent the objective
function of the problem and the vector function fdyn the dy-
namics 𝑏′ and Δ𝐸batt

′, respectively. The augmented Hamil-
tonian of the problem is given by

𝐻 = 𝑓obj + Ψ⊤ fdyn + 𝜆
⊤ g,

where Ψ is a vector of costates and 𝜆 is a vector of nonneg-
ative Lagrange multipliers.

The necessary conditions for optimality given in [63] are
stated.

(i) Adjoint system:

Ψ′ = −𝜕𝐻
𝜕x

.

(ii) Minimum Principle:
𝜕𝐻
𝜕ũ

= 0.

(iii) Complementary slackness:
𝜆 g = 0.

Force balance. The Minimum Principle states that
𝜕𝐻
𝜕𝐹c

= 𝑘c𝑎c,1 + 𝜆𝐹c,max − 𝑘c𝜆ESS = 0,

where 𝜆ESS and 𝜆𝐹c,max are the elements of the vector 𝜆 corre-
sponding to the force balance and converter maximum force
limit. Since 𝜆ESS = 𝑎c,1 + 𝜆𝐹c,max∕𝑘c > 0, complementary
slackness implies that the inequality (46) holds with equality
at the optimum.

Inverse speed squared. Similarly expanding the Mini-
mum Principle gives

𝜕𝐻
𝜕𝑦t

= 𝑘c𝑎c,0+𝜔T−𝜆yt +𝜆ESS

(

𝑃aux −
𝑅i

𝑈2
0

𝐹 2
batt

𝑦2t

)

= 0,

where 𝜆yt is the Lagrange multiplier corresponding to the
inequality (29). It follows that 𝜆yt > 0, if

𝑘c𝑎c,0+𝜔T+

(

𝑎c,1 +
𝜆𝐹c,max
𝑘c

)(

𝑃aux −
𝑅𝑖
𝑈2
0

𝐹 2
batt

𝑦2t

)

> 0

holds. The condition reduces to

𝑃batt,d(𝑃batt) ≤ 𝑃aux < 𝑃aux +
𝜔T + 𝑘c𝑎c,0

𝑎c,1 + 𝜆𝐹c,max∕𝑘c

since the last term on the right-hand side is positive.
Propeller. Expanding 𝜕𝐻∕𝜕𝑧 and 𝜕𝐻∕𝜕�̃�p yields

𝜕𝐻
𝜕𝑧

= −𝑘xy�̃�T,1 + 𝜆z

+ 𝜆ESS
𝑘p
�̃�EM

(

−𝑘dEp,2 −
�̃�2p
𝑧2

)

= 0,

𝜕𝐻
𝜕�̃�p

= 𝑘xy�̃�T,0 − 𝜆z
s′212𝑏

2
√

s′212𝑏�̃�p

+ 𝜆ESS
𝑘p
�̃�EM

(

−𝑘dEp,1 + 𝑘dEp,0
�̃�p
𝑧

)

= 0,

where

𝑘xy =

(

Ψx
2

s′1𝑚
cos 𝜃 + Ψy

2
s′2𝑚

sin 𝜃

)

.

Let 𝜆∗z = 0, which implies 𝑧∗ <
√

(s′212𝑏
∗�̃�∗p) according

to complementary slackness. By solving the expressions
above with respect to 𝑘xy�̃�EM∕𝜆ESS𝑘p and equating them,
we obtain

𝑘dEp,0
�̃�T,1

�̃�p2

𝑧2
− 2

𝑘dEp,0
�̃�T,0

�̃�p
𝑧

+
𝑘dEp,2
�̃�T,1

+
𝑘dEp,1
�̃�T,0

= 0,

which is a quadratic equation in �̃�p∕𝑧. Real valued roots only
exist, if

4

(

𝑘dEp,0
�̃�T,0

)2

− 4
𝑘dEp,0
�̃�T,1

(

𝑘dEp,2
�̃�T,1

+
𝑘dEp,1
�̃�T,0

)

≥ 0

holds, which simplifies to
𝑘dEp,0�̃�T,1
�̃�T,02

−
𝑘dEp,2
�̃�T,1

−
𝑘dEp,1
�̃�T,0

≥ 0,

since 𝑘dEp,0 > 0. If this condition does not hold, 𝜆z = 0 is
infeasible, and (29) holds with equality at the optimum.
Remark 1. In instances where the converter is off or idling,
𝐹c = 0 and the Lagrange multiplier 𝜆𝐹c,min

, corresponding
to the converter minimum force limit, enters into the term
𝜕𝐻∕𝜕𝐹c

𝜕𝐻
𝜕𝐹c

= 𝑘c𝑎c,1 − 𝜆𝐹c,min
− 𝑘c𝜆ESS = 0

which does not necessitate 𝜆ESS > 0. This case can be
treated by the approach introduced in [17], which splits
the objective function integral to instances under electrical
operation and instances with positive converter power.

4. Path
4.1. Path parametrization as a parametric

polynomial curves
We employ Bézier curves, a type of parametric poly-

nomials, to parametrize the path function 𝑠 through a fi-
nite number of decision variables. Bézier curves are com-
monly used in higher-level algorithms for planning obstacle-
avoiding trajectories. The curves exhibit favourable proper-
ties [64, 65]:
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1. every point on the curve is a convex combination of
the control points,

2. every point on the curve is contained within the con-
vex hull of the control points.

The first property reduces the collision avoidance problem
to a tractable convex optimization problem for placing the
control points inside convex safe regions, that is, outside
of obstacles. The second property ensures that the path is
always feasible given that the control points are contained in
safe regions.

The curve𝐵 is defined as a convex combination of points
𝑃0, ..., 𝑃𝑛, called control points

𝐵(𝜎) =
𝑛
∑

𝑖=1
Θ𝑖,𝑛(𝜎)𝑃𝑖,

where 𝜎 ∈ [0, 1]. The coefficients of the convex combination
are polynomials of degree 𝑛:

Θ𝑖,𝑛(𝜎) =
(

𝑛
𝑖

)

𝜎𝑖(1 − 𝜎)𝑛−𝑖, 𝑖 = 0, ..., 𝑛.

The first and second derivatives of the path are needed
for computing the magnitudes of forces due to translational
motion, and for computing the orientation angle and angular
speed. Moreover, the third derivative of the path is required
for computing angular acceleration. To this end, we will
make use of the property that the derivatives of 𝐵 are
themselves Bézier curves, which allows us to compute the
derivatives exactly at the discretization points 𝜎0, ..., 𝜎𝑁 in
the problem implementation.

The 𝑘th derivative is

𝐵[𝑘](𝜎) = 𝑛(𝑛−1)(𝑛−2)… (𝑛−𝑘+1)
𝑛−𝑘
∑

𝑖=0
Θ𝑛−𝑘,𝑖(𝜎)𝐷𝑘

𝑖 , (53)

where 𝐷𝑘
𝑖 is the finite difference
𝐷𝑘
𝑖 = 𝐷𝑘−1

𝑖+1 −𝐷𝑘−1
𝑖 , 𝑖 = 0, ..., 𝑛 − 𝑘,

𝐷1
𝑛−1 = 𝑃𝑛 − 𝑃𝑛−1.

We will require that the curve has at least degree four, which
ensures that it is at least three times differentiable.
4.2. Orientation and its derivatives

The orientation of the vessel is expressed with respect to
the positive 𝑥-axis as a function of the path coordinate 𝜎:

𝑠3(𝜎) = 𝜃(𝜎) = atan2(𝑠′2, 𝑠′1).
The derivative of 𝜃 with respect to 𝜎 depends on 𝜎 via both
𝑠′2 and 𝑠′1. Using the formula for total derivative gives

𝑠′3 =
𝑑𝜃
𝑑𝜎

=

(

𝜕
𝜕𝑠′2

atan2(𝑠′2, 𝑠′1)
)

𝑑𝑠′2
𝑑𝜎

+

(

𝜕
𝜕𝑠′1

atan2(𝑠′2, 𝑠′1)
)

𝑑𝑠′1
𝑑𝜎

=
𝑠′1

𝑠′21 + 𝑠′22
𝑠′′2 −

𝑠′2
𝑠′21 + 𝑠′22

𝑠′′1 .

The second derivative is obtained by computing the total
derivative of the above expression with respect to 𝜎:

𝑠′′3 =
𝑠′2𝑠

′′
1 𝑘1
𝑘22

−
𝑠′1𝑠

′′
2 𝑘1
𝑘22

−
𝑠′2𝑠

′′′
1

𝑘2
+
𝑠′1𝑠

′′′
2

𝑘2
,

where
𝑘1 = 2𝑠′1𝑠

′′
1 + 2𝑠′2𝑠

′′
2 ,

𝑘2 = 𝑠′21 + 𝑠′22 .

5. Validation
5.1. Comparison of propeller models

In this section, second-order polynomial fit (poly2) fit-
ting of poly2 of KT is evaluated for all 180 propellers of
the Wageningen B-Series. The configuration combinations
in terms of blade number and expanded area ratio are given
in [42]. The pitch diameter ratio is varied between 0.6 and
1.4 in steps of 0.1.

The poly2 of KT and KQ is compared with a linear fit and
a third-order polynomial fit (poly3), which are typically used
in marine vessel simulation models [48, 66]. The average
relative errors of KT, KQ and the open water efficiency
compared to the original curves based on equations (5) and
(6) are calculated for all propellers and all approximation
variants.

0 5 10 15 20 25 30 35 40
average relative error
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t
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poly2 KT
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Figure 6: Average relative error of thrust and torque coeffi-
cients for different approximation methods.

The histogram of average errors (Figures 6) indicates
that the poly2 achieves a lower average relative error for
most propellers of the Wageningen B-Series than the lin-
ear fit. The best results are attained with the poly3 which
achieves an average relative error of less than 1% in all three
categories. However, the poly3 cannot be integrated into the
presented convex optimization model, and the poly2 delivers
acceptable results.

Approximately 77% of the poly2s achieve an average
relative error of less than 5% in all three categories. This
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Figure 7: 5415 hull form appended with bilge keels. The hull
geometry includes a sonar dome in the bow.

is deemed tolerable since the motion planning model in-
cludes more prominent sources of error originating from
the approximation of the hydrodynamic forces. In addition,
the average relative error for the poly2 is driven to these
comparably high values due to the large deviation for high
advance coefficients. The operating points of a properly
selected propeller are concentrated at the apex of the open
water efficiency curve. Thus, the poly2 and the linear fit
do not deviate as much from the poly3 for most advance
coefficients as the average relative error suggests. The rela-
tive error of poly2 around the most common operating point
could be decreased further by approximating the KT and
KQ coefficients at the point of the most frequent operation
since the resulting larger relative errors in other regions are
acceptable.
5.2. Hull form

The 5415 modern surface vessel hull form is considered
as our test case (Figure 7). The 5415 hull form is an open-
source design established for benchmarking maneuvering
simulation methods. Two open-water propellers, driven by
strut-supported shafts, provide propulsion. The hull geome-
try and relevant loading conditions and speeds are described
in Table 1. Captive and free model tests have been conducted
for the 5154 hull in the towing tank of Maritime Research
Institute Netherlands (MARIN). Captive tests target accurate
measurement of hull forces and moments, while the IMO
standard zig-zag maneuvers intended for assessing vessel
maneuverability, are conducted with free sailing model. Test
specifications are reported in [67, 68]. We will employ the
physical model test data to benchmark against the convexi-
fied equations for yaw, drift and rudder forces and moments.

Table 1
Values of selected fixed parameters in the numerical examples.

𝐿pp = 4.002 m 𝐷 = 0.173 m 𝑖g = 0.1
𝐵wl = 0.537 m 𝑓w = 0.2 Ω = 20.2
𝑇 = 0.173 m 𝑎T0 = 0.3 𝐴R = 0.012 m2

𝐿R = 1.85 m 𝑎T2 = 0.35 𝑏R = 0.124 m
𝐿H = 1 m 𝑎Q0 = 0.041 𝑈0 = 48 V
𝐿P = 9.5 m 𝑎Q2 = 0.041 𝑅i = 53 mΩ
∇ = 0.189 m3 𝑛EM,max = 1566 rad/s 𝐸batt,max = 10 Wh
𝐴S = 2.361 m2 𝑄EM,max = 102 mNm 𝐸batt,0 = 5 Wh
𝐼zz = 201 kg m2 𝑃EM,max = 60 W 𝜂DC∕DC,batt = 95%
𝑚 = 189 kg 𝑃G,max = 50 W 𝜂𝑔 = 98%
𝐴L1 = 0.42 𝑎c0 = 0.174 mg/s 𝑃aux = 1 W
𝑆 = 1.18 𝑎c1 = 0.945 mg/J 𝜌 = 997 kg/m3

5.3. Captive measurements
Figure 8 compares predictions of the mathematical

model parameterized according to Table 1 to captive test
measurements. Test results for hull hydrodynamic forces and
moments are available for two speeds: 1.53 (9.26) m/s and
0.93 (5.56) m/s in model (full) scale. Test results for the
rudder are available only for the higher speed at a number
of discrete points.

The measurements indicate that the rudder stalls when
the angle of attack reaches approximately 20°, developing
less lift thereafter. Since the mathematical model does not
capture the behaviour of a stalled rudder, the maximum
angle of attack is limited to 20°, and only values up to this
angle are reported.

The comparison shows good agreement of crossbody
force and moment due to drift at low and moderate drift
angles, while an underestimation of both force and moment
are observed at a high angle and high speed. In contrast,
the agreement of longitudinal force is good for high angles
and poor for low angles. An underestimation of crossbody
force is also observed in yawing at a low speed. Otherwise,
the yaw force and moment are captured accurately by the
mathematical model.

The measured rudder force and moment exhibit near-
linear response within the nominal operating range. Thus,
the linear rudder model can be deemed accurate.
5.4. Zig-zag maneuvering test

The zig-zag maneuver is a typical maneuvering test that
is performed to assess yaw response characteristics. The test
begins at a steady speed with zero rudder angle. The rudder
is then deflected to 20°. Once the vessel has turned 20°,
the rudder is deflected to -20° and held until the vessel has
turned to -20° with respect to the initial heading. The steps
are repeated until steady oscillation is reached.

The motion of the vessel, described by the convex hy-
drodynamic force elements, in the 20/20 zig-zag maneuver
is predicted by numerical simulation and compared to tank
test data of the same maneuver. In this case, the equations
of motion (7) in the time domain are numerically integrated
using second-degree Runge-Kutta method with step size
0.01.
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Figure 8: Comparison of captive test measurements and mathematical model predictions of hull and rudder hydrodynamic forces
and moments.

The time histories of orientation and rate of turn show
that the turning characteristics of the vessel are captured
accurately by the convex mathematical model (Figure 8).
However, the model underestimates drag due to drift, which
is observed as a lag of the simulated vessel in the 𝑥 − 𝑦-
position subplot, and lower speed reduction.

6. Numerical examples
To make use of a numerical optimization algorithm, we

create a finite dimensional problem by discretizing x(𝜎) and
ũ(𝜎) at 𝑛 + 1 evenly spaced points such that

𝜎𝑖+1 − 𝜎𝑖 = 𝑑𝜎

for all 𝑖. The finite difference approximation of the derivative
is

x′(𝜎𝑖) ≈
x(𝜎𝑖+1) − x(𝜎𝑖)

𝑑𝜎
, 𝑖 = 1, ..., 𝑛.

The path derivatives 𝑠′(𝜎) and 𝑠′′ (𝜎) are evaluated at the dis-
cretization points according to (53). The finite-dimensional
problem is formulated with the CVXPY [69] interface and

solved with the primal-dual interior point algorithm imple-
mented in the solver ECOS [70]. All the problem instances
are solved in less than 0.5 s with 𝑛 = 399.

Figure 10 (top left) depicts the polynomial curve that
characterizes the vessel path in all problem instances. The
polynomial is defined by 40 randomly generated control
points. Although the discretization points of the path co-
ordinate 𝜎 are evenly spaced (𝜎𝑖+1 − 𝜎𝑖 = 𝑑𝜎), the points
on the path 𝑠(𝜎𝑖) need not be. This is evident in Figure 10
that shows 11 path coordinate points along the path. Finally,
Table 1 lists the fixed parameter values applied in all problem
instances.

The optimal solution with initial speed 1.0 m/s is ob-
served in Figure 10, which shows the time histories of vessel
speed and forces acting on the hull and rudder. The rest of
this section investigates how the results vary for different
requirements and input parameters.
6.1. Tradeoff between voyage duration and fuel

consumption
The objective function of the hybrid vessel problem

is a scalar objective that is a sum fuel consumption and
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Figure 9: 20/20 zig-zag maneuver comparison.

Figure 10: Randomly generated vessel path (top left), vessel speed (top right) and hull forces (bottom).

Ritari, Katzenburg, Oliveira, Tammi Page 18 of 23



Integrated supervisory control and fixed path speed trajectory generation

Figure 11: Solution of the problem instance with converter power limited sailing legs.

Figure 12: Trade-off between voyage total fuel consumption
and sailing time

voyage time objectives multiplied by the weight 𝜔𝑇 . We
aim to delimit a trade-off surface between these competing
objectives, that is, the Pareto optimal points. Regardless of
the prioritization (value of 𝜔𝑇 ) of each objective, if a given
point is an optimal point for the problem, then the point is
also Pareto optimal due to the convexity of the problem [20].
This insight enables one to construct the Pareto surface by
solving a sequence of problems with varying weights.

Figure 12 illustrates the trade-off curve for two vessels
with converter configurations 𝑃G,max = 25 and 𝑃G,max =
50, but otherwise identical. The speed of modern convex
program solvers allows generating such trade-off curves in
only a few seconds.

The parameters 𝑎c0 and 𝑎c1 for the smaller converter
were obtained by scaling the parameters of the larger con-
verter such that both exhibit the same efficiency at the design
point, i.e., the maximum power. Both vessels are equipped
with two converters of the same size. The trade-off curves
were generated by sampling the weight of the sailing time

term in the objective from the set
𝜔𝑇 ∈ {10, 3.33, 2, 1.25, 0.83}.

Both trade-off curves exhibit increasing marginal fuel con-
sumption for marginal reduction in sailing time. The low
power configuration attains lower fuel consumption for any
given voyage time, because the converters operate at higher
efficiency closer to the design point. However, the fuel effi-
ciency comes at the cost of maximum speed and minimum
possible voyage time.
6.2. Battery powered legs

The hybrid power source of the vessel enables emission,
noise and exhaust free operation on some subset of the
voyage. This section implements two fully battery-powered
voyage segments on path coordinate intervals [0.2, 0.4] and
[0.8, 0.9]. The requirement for battery charge sustainability
for the complete voyage is preserved. Thus the investigation
focuses on the optimal charging of the battery.

From Figure 11 it can be observed that the optimization
algorithm ensures that the battery is charged with sufficient
energy for the battery-powered legs while ensuring charge
sustainability. In this case the battery discharging power
limit does not impose a constraint on the speed of the battery-
powered legs.

7. Conclusion
Modern marine transportation is moving in the direc-

tion of increased autonomy. Motivated by the need for fast
and reliable decision making capability onboard, this work
implements a physics-based convex optimization model for
integrated hybrid power source supervisory control and dy-
namically feasible speed trajectory generation. In the model
formulation, the three-degrees-of-freedom vessel dynamics
under a fixed pitch propeller model are convexified in the
spatial domain by constraint relaxations and changes of
variables. The energy supply system consists of a fuel-to-
electricity converter, e.g., a fuel cell or a generating set, and
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a battery to achieve local zero-emission and zero-noise oper-
ation. The whole energy system is represented by simplified
loss models for each component.

The presented fixed pitch propeller model based on a
physically reasonable second-order polynomial fitting of KTand KQ is compared to other modeling variants, a linear fit
and a poly3. The results indicate that the chosen approach
yields sufficient accurate results around the most important
operating points. Reducing the error in the design point even
further, e.g., by means of a Taylor expansion to second order
about the propeller design point, could be explored in future
work. The analysis of 180 propellers of the Wageningen B-
Series shows that the chosen model can be applied to a range
of different propellers.

The velocity signal calculated by the planning algorithm
is purely feedforward. A feedback controller needs to be
implemented for tracking the signal. The optimal state and
control signals respect the equations of motion of the vessel,
i.e., they are dynamically feasible, which should leave only a
minor tracking error for the feedback controller to clean up.
Nevertheless, it is recommended to impose bounds on the
control inputs which are lower than true allowable bounds.
These conservative bounds account for modeling errors and
prevent the feedback controller from becoming unstable
[35].

The generated trajectory - and the power demand pre-
diction for the energy supply system - could be used in
autonomous shipping as input for lower-level control. This
application requires the underlying optimization problem
to be solvable reliably in real-time, which is achieved by
the proposed convex optimization model. In fact, it can be
solved sufficiently fast to consider the whole voyage as the
power demand prediction horizon if a specialized algorithm
is implemented. The special structure of the problem can be
exploited to design custom algorithms [54]. Future research
could focus on the implementation of this algorithm in
combination with realizing the convex optimization model
on a real-time platform to validate the simulations with data
from a case study vessel. Further developments of the pre-
sented optimization problem could cover a controllable pitch
propeller model and the inclusion of additional resistance
sources like shallow water, sea currents and the state of the
sea depending on weather data.
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Acronyms
IMO International Maritime Organization.
1Q one-quadrant.
4Q four-quadrant.

ECMS equivalent consumption minimization strategy.

GHG greenhouse gas.

KQ torque coefficient.
KT thrust coefficient.

MILP mixed integer linear program.
MINLP mixed integer non-linear program.
MPC model predictive control.

NLP nonlinear program.
NOx nitrogen oxide.

OCV open circuit voltage.

PM2.5 fine particulate matter.
poly2 second-order polynomial fit.
poly3 third-order polynomial fit.

SOC state of charge.
SOx sulphur oxide.
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A. Thrust and torque coefficient fitting
A.1. Coefficients of the propulsive thrust function

�̃�T,2 = 𝑎𝑇 ,2𝜌sw𝐷
2
𝑝(1 − 𝑓w)2,
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3
𝑝(1 − 𝑓w),
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4
𝑝.

A.2. Coefficients of the propulsive torque function

�̃�Q,2 = 𝑎𝑄,2𝜌sw𝐷
3
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4
𝑝(1 − 𝑓w),

�̃�Q,0 = 𝑎𝑄,0𝜌sw𝐷
5
𝑝.

A.3. Coefficients of the change in propulsive
energy function

𝑘dEp,2 = 2𝜋𝜌sw𝐷3
𝑝𝑎𝑄,2(1 − 𝑓w)2,

𝑘dEp,1 = 2𝜋𝜌sw𝐷4
𝑝𝑎𝑄,1(1 − 𝑓w),

𝑘dEp,0 = 2𝜋𝜌sw𝐷5
𝑝𝑎𝑄,0.

B. Convexity of reduced propulsive power
Let 𝑎1 = 2𝜋𝑎Q,0𝐷5

p, 𝑎2 = 2𝜋
√

s′12𝑎𝑄,2𝐷
3
p, 𝑥1 = �̃�p and

𝑥2 = 𝑏. Using this notation, we define the function 𝑓 as

𝑓 (𝑥1, 𝑥2) = 𝑎1
𝑥21

√

𝑥1𝑥2
− 𝑎2

√

𝑥1𝑥2, (𝑎1, 𝑎2) ∈ ℝ++.

Convexity of 𝑓 for (𝑥1, 𝑥2) ∈ ℝ++ is shown as follows.
Let 𝑦1 ∈ ℝ, 𝑦2 > 0 and 𝑔(𝑦1, 𝑦2) = 𝑦21∕𝑦2. The function
𝑔 is a standard quadratic over linear convex function that
is increasing in 𝑦1 for 𝑦1 ≥ 0 and decreasing in 𝑦2. Let
ℎ1(𝑥1) = 𝑥1 and ℎ2(𝑥1, 𝑥2) =

√

𝑥1𝑥2. The function ℎ1 is
linear, i.e., both convex and concave, and ℎ2 is a standard
geometric mean concave function. The function 𝑓 can be
expressed as

𝑓 (𝑥1, 𝑥2) = 𝑎1𝑔
(

ℎ1(𝑥1), ℎ2(𝑥1, 𝑥2)
)

− 𝑎2ℎ2(𝑥1, 𝑥2).

According to the general composition theorem, 𝑔 (ℎ1(), ℎ2()
)

is a convexity preserving operation when 𝑔 is convex, 𝑔 is in-
creasing in the first argument, ℎ1 convex and 𝑔 is decreasing
in the second argument, and ℎ2 is concave [20]. The negative
of a concave function is convex, so the composition −ℎ2 is
convex. Positive scalar multiplication and addition of convex
functions are convexity-preserving operations. Therefore, 𝑓
is convex.
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C. Augmented Hamiltonian
The augmented Hamiltonian of the problem is given by

𝐻() =
(

𝑘c𝑎c,0 + 𝜔T
)

𝑦t + 𝑘c𝑎c,1𝐹c+

⎡

⎢

⎢

⎣

𝜓𝑥
𝜓𝑦
𝜓𝜃

⎤

⎥

⎥

⎦

⊤

2diag(𝑠′)−1
⎛

⎜

⎜

⎝

𝑀−1𝑅
⎡

⎢

⎢

⎣

𝑇p − 𝐹D
𝐹H + 𝐹P − 𝐹R
𝐹H + 𝐹P − 𝐹R

⎤

⎥

⎥

⎦

− 𝑠′′𝑏
⎞

⎟

⎟

⎠

𝜆FH ,1
(

𝐹H −
𝜌sw
2
𝑆𝐶L,maxs′12𝑏

)

−

𝜆FH ,2
(

𝐹H +
𝜌sw
2
𝑆𝐶L,maxs′12𝑏

)

+

𝜆FD
(𝜌sw

2
(𝐶F + 𝐶R)𝐴ss′12𝑏+

2𝐹H2𝐴s

𝜌sw𝜋Ω𝑆2s′12𝑏
− 𝐹D

)

+

𝜆FR ,1
(

𝐹R −
𝜌sw
2
𝐶K

(

𝜔max
)

𝐴R𝑘2tm
(

(1 − 𝑓w)2s′12𝑏 +
𝑇p

𝜌sw
2
𝜋
4𝐷

2
p

))

−

𝜆FR ,2
(

𝐹R +
𝜌sw
2
𝐶K

(

𝜔max
)

𝐴R𝑘2tm
(

(1 − 𝑓w)2s′12𝑏 +
𝑇p

𝜌sw
2
𝜋
4𝐷

2
p

))

+

𝜆z

(

𝑧 −
√

𝑠′212𝑏�̃�p

)

+

𝜆ESS

(

𝑘p
𝐹ΔEp
�̃�EM

+ 𝑃aux𝑦t + 𝐹batt,d−

𝑘c𝐹c − 𝐹batt𝜂DC∕DC,batt
)

+

𝜆nEM,max

(

�̃�p −
(𝑛EM,max

𝑖g

)2
)

+

𝜆Qp

(

𝑄p −𝑄EM,max𝜂g𝑖g
)

+

𝜆FEM,max
(

𝐹EM − 𝐹EM,max
)

+

𝜆Fc ,min
(

−𝐹c
)

+

𝜆Fc ,max

⎛

⎜

⎜

⎜

⎝

𝐹c −
𝑃c,max

√

s′12
2𝑣s,r

(

3 −
s′12𝑏

𝑣2s ,r

)⎞

⎟

⎟

⎟

⎠

+

𝜆yt

(

1
√

𝑏
− 𝑦t

)

+

𝜓ΔEbatt

(

−𝐹batt
)

+

𝜆ΔEbattmin
(

Δ𝐸batt ,min − Δ𝐸batt
)

+

𝜆ΔEbattmax
(

Δ𝐸batt − Δ𝐸batt ,max
)

+

𝜆Fcha, max
(

−𝐹cha,max − 𝐹batt
)

+

𝜆Fdis, max
(

𝐹batt − 𝐹dis,max
)

.
(54)

D. Derivation of dynamics in the spatial
domain

First, we rewrite the second time derivative of the con-
figuration vector q̈ in (7) using the path coordinate 𝜎 and the
fixed path 𝑠. The first time derivative is

q̇(𝑡) =
𝑑𝑞(𝑡)
𝑑𝑡

=
𝑑𝑠(𝜎(𝑡))
𝑑𝑡

=
𝑑𝑠(𝜎(𝑡))
𝑑𝜎(𝑡)

𝑑𝜎(𝑡)
𝑑𝑡

(55)

where the last expression is obtained by applying the chain
rule from calculus. Using the shorthand notation ′ to repre-
sent derivatives with respect to 𝜎, the result above can be
expressed concisely as

q̇(𝑡) = 𝑠′(𝜎(𝑡))�̇�(𝑡) . (56)
The second derivative is (we drop the time dependency

of 𝜎(𝑡) and path dependency of s(𝜎) for clarity)

q̈(𝑡) = 𝑑
𝑑𝑡

( 𝑑𝑠
𝑑𝜎

𝑑𝜎
𝑑𝑡

)

= 𝑑
𝑑𝑡
𝑑𝑠
𝑑𝜎

𝑑𝜎
𝑑𝑡

+ 𝑑𝑠
𝑑𝜎

𝑑2𝜎
𝑑𝑡2

= 𝑑
𝑑𝜎

( 𝑑𝑠
𝑑𝜎

𝑑𝜎
𝑑𝑡

) 𝑑𝜎
𝑑𝑡

+ 𝑑𝑠
𝑑𝜎

𝑑2𝜎
𝑑𝑡2

= 𝑑2𝑠
𝑑𝜎2

(𝑑𝜎
𝑑𝑡

)2
+ 𝑑𝑠
𝑑𝜎

𝑑2𝜎
𝑑𝑡2

= s′′(𝜎(𝑡))�̇�(𝑡)2 + s′(𝜎(𝑡))�̈�(𝑡)

(57)

where the third expression is obtained by applying product
rule form calculus. The result (57) is the same as the one
derived in [54].

By applying (57) and (8) to the dynamics (7), we obtain
a representation with respect to 𝜎:

𝑅(s(𝜎))𝑢 =𝑀(s′′(𝜎)�̇�2 + s′(𝜎)�̈�). (58)
Here, �̇�2 is the square of the speed of the vessel along the
path, and �̈� is the acceleration along the path. Note that
the terms s′′(𝜎) and s′(𝜎) are obtained directly from the
definition of the path.

The nonlinear squared speed term in (58) renders the
equality constraints non-convex. We will now introduce a
new function that transforms (58) to a convex form in a
lossless manner. Let

𝑏(𝜎) = �̇�2. (59)
We observe that

�̇�(𝜎) =
𝑑𝑏(𝜎)
𝑑𝑡

=
𝑑𝑏(𝜎)
𝑑𝜎

𝑑𝜎
𝑑𝑡

= 𝑏′(𝜎)�̇�. (60)
Also directly from the definition (59) follows that

�̇�(𝜎) =
𝑑(�̇�)2

𝑑𝑡
= 𝑑
𝑑𝑡

(𝑑𝜎
𝑑𝑡
𝑑𝜎
𝑑𝑡

)

= 𝑑2𝜎
𝑑𝑡2

𝑑𝜎
𝑑𝑡

+𝑑
2𝜎
𝑑𝑡2

𝑑𝜎
𝑑𝑡

= 2�̈��̇�.

(61)
From the equivalency of (60) and (61) follows the relation

𝑏′ = 2�̈�.
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Since the derivative is a linear operator, the dynamics con-
straint expressed as

2𝑅(s(𝜎))𝑢 = 2𝑀
(

s′′(𝜎)𝑏(𝜎) + s′(𝜎)𝑏′(𝜎)
)

is affine in the decision variables 𝑏 and 𝑢.
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