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ABSTRACT The electric energy system is undergoing a major change due to the increasing requirements
of dynamic performance. In distribution grids, this evolution will necessitate expanded automation, which
in turn will require enhanced connectivity solutions. Strongly evolving communications technologies and
architectures, particularly mobile communications as well as cloud and edge computing, will provide new
opportunities and alternatives for connectivity solutions. This paper contributes by identifying potential
technical and industry architectures for the connectivity solutions required to manage distribution grids in
the early 2030s. The study utilizes a senior expert panel and a Delphi survey. Industry architectures are
modelled as value networks. The paper uses the Finnish distribution grids as a case example. Regarding
technical architectures, the results reveal skepticism concerning those emerging 5G mobile network features
that target industrial applications and about the need for extensive distributed computing in the proximity of
consumers and prosumers. The most probable industry architectures are found to be those that enable the
Distribution System Operators (DSOs) to maintain direct control of critical technical components, or that
enable Communications Service Providers (CSPs) to handle the operations of both communications solutions
and distributed computing. CSPs are seen as well positioned for this task due to their existing networking
and computing infrastructure. However, this may also involve business risks for both DSOs and CSPs.

INDEX TERMS Cloud computing, communications, distributed computing, edge computing, industry
architectures, mobile communications, overlay networks, power grids, smart grids, value networks.

I. INTRODUCTION
Power grids are evolving into dynamic meshed smart grids
consisting of distributed intermittent renewable generation,
electricity storageand active consumers (Fig. 1). Such smart
grids will suffer from lower system inertia due to a decreasing
number of large synchronous generators. While the evolution
is vital in order to create a sustainable energy system, it
poses a challenge to grid management. Controlling the power
balance and maintaining an adequate continuous energy
supply will require seamless co-operation between transmis-
sion and distribution grids. In distribution grids, intermittent
inverter-based generation is likely to cause problems with
voltage levels and other power quality aspects, as well
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as with protection solutions. These issues, together with
the requirement of enhanced co-operation with the trans-
mission grid, will necessitate more extensive automation
in distribution grids, which in turn will require enhanced
connectivity. The latest communications technologies and
architectures, particularly fast evolving mobile (cellular) net-
works as well as cloud and edge computing, will provide
interesting opportunities and alternatives to implement con-
nectivity in geographically large distribution grids. This
paper contributes by identifying and analyzing the potential
technical and industry architectures necessary in providing
connectivity solutions for the distribution grids of the early
2030s.

This study assumes that similar to today, we can expect that
in the early 2030s, one organizational entity, a Distribution
System Operator (DSO), will continue to be responsible for
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the management and operation of a distribution grid. Another
alternative - not included in this study - could be a pure peer-
to-peer model consisting only of directly inter-connected
micro grids operated by energy communities without uti-
lizing any distribution grid. The tasks of a DSO include
the maintenance and operation of power lines and cables,
maintenance and operation of electric power equipment such
as transformers and switching gear, maintenance of physical
buildings and facilities such as primary substation sites and
substation sites, managing voltage levels and other aspects
of power quality, as well as managing the security of the grid.
In this study, we discuss the role of active users and electricity
markets only to the extent needed to analyze the information
and communications technology (ICT) solutions necessary
for managing and operating the evolving distribution grid.
As a case example, we use 76 Finnish distribution grids [1].
These 76 DSOs and their grids vary greatly in size, with the
fifteen largest DSOs covering 70% of the total Finnish dis-
tribution network in terms of grid size, number of customers
and sales in a country with a population of only 5.5 million
inhabitants covering a fairly large area of 304,000 square
kilometers [2].

FIGURE 1. Dynamic meshed smart grids.

The study seeks answers to three research questions (RQ):
RQ1: What is the potential of a connectivity architecture

supporting overlay networking and edge computing
functionalities for distribution grid management?

RQ2: What are the potential business actors and industry
architectures (modelled as value networks) needed to
operate such a connectivity architecture?What are the
most probable value networks in the early 2030s?

RQ3: What are the reasons that certain value networks will
be more probable than others in the early 2030s?

The rest of the paper is organized as follows. Section II
describes the applied Value Network Configuration (VNC)
and Delphi methods. Sections III and IV provide background,
with Section III summarizing the current status of net-
working technologies and their evolution, while Section IV
provides an overview of state-of-the art research on the role of

communications in power grids, as well as on power grid
business actors and industry architectures. The results are
presented in the following two sections: Section V pro-
vides the value network analysis, while Section VI elaborates
these value networks through the Delphi process. Finally,
Section VII provides a summary and concluding remarks.

II. METHODS
This study first outlines new technical connectivity architec-
tures to address the distribution grid connectivity challenge
described in Section I, followed by candidate industry archi-
tectures, according to the Value Network Configuration
(VNC) method. The likelihood, advantages and disadvan-
tages of these technical and industry architectures is then
estimated using a senior expert panel and a Delphi survey.

A. VNC METHOD
In a value network, the actors interact with each other to
create value, i.e., benefit for the entire group. As the name
indicates, value networks are suitable for networked business
environments, while other methods, such as value chains [3]
consisting of a chronological process spanning from suppliers
through production to customers, might bemore applicable to
businesses such as manufacturing. Compared to traditional
value networks or value chains, which typically focus on a
single company, the VNC method is an industry-level value
analysis framework that visualizes the relationships from the
whole systems perspective both on technical and business
levels [4], [5], [6]. VNCmethod makes it possible to describe
the interplay between technological components, roles, and
actors more systematically than the other methods. Once
industry architectures have been created and analyzed using
the higher level VNC method, individual business models
of each stakeholder could be further studied by utilizing for
example Business Model Canvas [7].

FIGURE 2. Components in Value Network Configuration (VNC) method.

The VNC method has two layers: a static technical archi-
tecture and a dynamic industry architecture on top of the
technical architecture (Fig. 2). The technical architecture
consists of technical components interconnected by technical
interfaces such as a wireless local area network (Wi-Fi) router
and the Ethernet cable connecting that Wi-Fi router to the
central switches and routers of the enterprise, respectively.
As shown in Fig. 2, the role links the technical and industry
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TABLE 1. The parameters employed in this study compared to established guidelines.

architectures. A role is an activity performed on a technical
component, such as managing (role name ‘‘Manage’’) or
operating (role name ‘‘Operate’’) theWi-Fi router. The indus-
try architecture is formed through the creation of different
value networks by allowing business actors (stakeholders)
to adopt different roles on top of the technical architecture.
Thus, the technical architecture does not vary between the
value network configurations. Business interfaces, e.g., con-
tracts, are established between different actors, depending
on the roles taken by the actors. Hereinafter, we use the
acronym VNC to refer to a value networks in a generic sense
(i.e., not only as the name of a specific method to create value
networks).

B. DELPHI METHOD
Multiple methodologies exist for eliciting expert opinions
and achieving consensus, including brainstorming [8], the
Nominal Group Technique (NGT) [9], the RAND/UCLA
AppropriatenessMethod (RAM) [10] and the Delphi method.
The Delphi method [11], [12], [13], [14] is a widely used
survey technique where, compared to other methods, face-to-
face contacts among panelists are not allowed [11] to reach
a common consensus without group bias. The inclusion of
this feature was imperative for the participation of numer-
ous experts in the panel, primarily driven by confidentiality
considerations. Limitations of the Delphi method include the
absence of open expert discussion, susceptibility regarding
expert identification, and the potential for bias in participant
selection. Nevertheless, these limitations can be mitigated
through the precise definition of expertise and careful selec-
tion of panel members, as described later in this section.

The Delphi method contains multiple parameters to be
considered for a successful nonbiased survey, including the
selection of panelists and their number for the survey as
well as the number of review rounds used. Although a large
number of participants is possible, the number for a per-
sonal interview is kept low due to practical reasons, varying

between 8 and 18, as can be seen from Table 1. Based on the
data presented in Table 1, the parameters employed in this
study adhere well to the established guidelines provided in
the literature.

The panelists were selected based on their recognized
expertise in the following seven expertise domains: informa-
tion and communications technology integration (ICT), tech-
nology and business consulting (Consulting), communica-
tions network equipment provider business (NE), power grid
management (Power grid), R&D in academia (Academia),
mobile network operator business (MNO), and cloud com-
puting technology and business management (Cloud). The
panel consisted of 27 senior experts, each of whom conducted
a self-assessment to classify their degree of competence in
the above-mentioned expertise domains into the following
categories: no expertise, basic, professional, and world-class
expertise. The amount of either professional or world-class
expertise of a panelist varied between 1 and 7 expertise
domains, with an average of 3.8 per person. Table 2 shows
the number of professional and world-class experts in each
of the expertise domains. As can be seen from the table,
the expertise distribution is slightly skewed towards the ICT
and Consulting domains. However, the number of experts per
each expertise domain remains within the range of 8 to 18.
In our perspective, a skewed distribution can be considered
acceptable due to two main reasons: achieving a perfectly
even distribution among panelists is in practice challenging
and the communication technologies examined in this study
fall under the domain of Information and Communication
Technology (ICT). The panelists were interviewed individ-
ually in two rounds. The task of each panelist was to estimate
the probability that a certain presented VNC will be in com-
mercial use at least within one DSO in Finland by 2030. This
survey question was presented in the following form:
What is the probability that at least one distribution grid

will operate according to the presented technical and industry
architecture?
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TABLE 2. The number of professional and world-class experts in each
expertise domain.

To help the panelists in estimating the probability for
each VNC shown, a typical dependency between a verbal
expression of likelihood and probability value range was
used, as expressed in [15]: almost no chance (1-5%), very
unlikely (6 - 20%), unlikely (21- 45%), roughly even chance
(46 - 55%), likely (56 - 80%), very likely (81 - 95%), or almost
certain (95 - 99%). In addition, the panelists were asked to
present three arguments (reasons) to justify the given proba-
bility value. As the argumentation was not constrained in any
way, it could be related to themes such as revenue, costs, risks,
technical aspects, actors’ competence, politics, security, envi-
ronmental aspects, regulation, or legislation. This approach
was repeated in the second round, though this time each pan-
elist was first informed how his or her probability compared
to the average of the first round. Furthermore, the panelists
were given a summary of their own arguments during the
first round, as well as information about the most common
arguments given by other panelists. After having received this
new information, the panelists were then allowed to adjust the
probability value they had given during the first round.

III. FUTURE COMMUNICATIONS NETWORKS
This section summarizes the status of communications net-
works and the technology trends, taking the context and
potential needs of the evolving electric distribution grids into
account. The wireless and fixed connectivity technologies
covered consist of mobile (cellular), optical, wireless local
area networks (Wi-Fi), ultra/very high frequency (UHF/VHF)
private radio, satellite communications, as well as cloud and
edge computing. Particular focus is placed on the mobile
technologies due to their strong evolution and fairly recent
attention in industrial applications.

Since its launch in 2017-2019, the 3rd Generation Part-
nership Project’s (3GPP) 5th generation (5G) networks have
targeted the industrial and business sectors (referred to as
verticals in 3GPP terminology), in addition to the traditional
consumer segment [16]. Currently, 5G forms the mainstream
of 3GPP’s specification work, though 4G launched originally
in 2008 has also been further developed in parallel with
5G. Furthermore, initial research aimed at 6G is currently
ongoing, with the first 6G networks being expected to emerge
in the early 2030s [17]. At that point in time, 5G probably
will form themainstream technology, even though there could
still also be 4G deployments co-existing with 5G networks.

5G can be considered revolutionary due to its industrial focus
and its new virtualized Service-Based Architecture (SBA) for
controlling both the core network and the radio access net-
work (RAN). Conversely, 5G can be considered evolutionary
due to the similarity of the 4G and 5G air interfaces, as well
as backporting of successful 5G features into 4G and end
devices seamlessly supporting both the 4G and 5G networks.
The 5G features of particular interest for electric power grids
are listed in Table 3. As of early 2023, many of these features
have not yet been implemented nor deployed in commercial
products. In fact, the only 5G feature widely deployed is
enhanced Mobile Broadband (eMBB), which is essentially a
faster 4G targeting the traditional consumer segment. At the
time of writing (early 2023), the main 3GPP work is cur-
rently focusing on both Release 18 specifications, which has
been branded as the first 5G Advanced release, and on early
Release 19 activities [19], [20]. Earlier 3GPP 5G releases
have studied the specific needs of many industrial segments
(verticals). Now, in Release 18, the electric energy system
will also receive specific attention, including discussion on
frequency control, voltage control, distribution automation,
load control, as well as distributed generation and energy
storage control [21].

Optical fiber as a communications channel offers inher-
ently high bandwidths and a good basis for security, because
of its high frequencies and insensitivity to electromagnetic
interference. Advances in optical pluggable transceiver tech-
nologies enable integration of routing and traditional optical
layers [22], [23], [24]. Currently, commercially deployed
400G ZR transceivers, which can be directly mounted on a
router Ethernet port, are capable of transferring a 400 Gigabit
Ethernet on a single wavelength over a 100 km long optical
cable. Mobile networks are also primarily optical networks –
only the last hop between the base station and the end device
is wireless. However, this last hop introduces a physical air
channel which is essentially harder to control than the opti-
cal one. Wi-Fi 6 is the latest commercially deployed Wi-Fi
Alliance wireless network protocol generation based on the
IEEE 802.11 family of standards [25]. It was introduced to
the market in 2019 and supports the traditional unlicensed
2.4 GHz and 5GHz bands. The Wi-Fi 6 technology, termed
Wi-Fi 6E, was extended to the new 6 GHz band in 2021.
The 6 GHz band allows essentially higher bandwidths, up to
1.2 GHz depending on the jurisdiction, enablingmulti-gigabit
speeds and latencies below 1 ms. IEEE has already begun
work on the next generations, with Wi-Fi 7 being possibly
available already in 2024 and Wi-Fi8 in 2028. Wi-Fi focuses
on local networks and unlicensed bands. Nevertheless, IEEE
standards currently exist to enable longer distances for lim-
ited throughput IoT-type communications (802.11ah Wi-Fi
HaLow) and some licensed bands (802.11y) [26], [27]. So far,
these have received little attention and remained niche tech-
nologies. In local industrial applications, such as factories,
5G Non-Public Networks might challenge Wi-Fi, as well
as optical technologies in particular if licensed spectrum
is available. However, the advantages of Wi-Fi and optical
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TABLE 3. 5G features of particular interest for electric power grids.

networking include easy deployment and inherently reliable
physical channel, respectively.

In Finland, UHF private radio operates on the
135-175 MHz band, while the VHF frequency range covers
400-470 MHz. In industrial monitoring and control applica-
tions for large geographical areas such as distribution grids,
data rates are typically around 20kbps over a narrow private
spectrum band of 12 or 25kHz at maximum ranges of 30-50
kilometers [28].

Satellite communications have been evolving at an accel-
erating pace and become more affordable over the past
five years, driven by reduced space craft launch costs and
innovative entrepreneurs [29]. ElonMusk’s SpaceX and Star-
link with its Low Earth Orbit (LEO) satellites are already
offering commercial broadband services, with Jeff Bezos’
project Kuiper and the British OneWeb targeting the same
services [30], [31].

Cloud computing has been a strong trend in the IT indus-
try for more than a decade [32]. Businesses are switching
from hosted on-premises applications to cloud-based soft-
ware solutions, thus enabling companies to pay flexibly on
an as-needed basis and offering virtually infinite resources
without the need to invest in and maintain their own comput-
ing platforms and solutions [33]. The term cloud computing
refers to both the applications and services delivered from a
remote location over the Internet, as well as to a pool of com-
puting resources such as servers and storage in data centers
on which those applications and services are run [34], [35].
The typical delivery (service) models of cloud computing
include Software as a Service (SaaS), Platform as a Services
(PaaS) and Infrastructure as a Service (IaaS). These mod-
els refer to running applications and services in the cloud,
development and deployment of applications and services uti-
lizing a cloud-provider specific toolset, as well as to allowing
fine-grained access to computing, storage and networking
resources [36], [37]. Edge computing [38], [39] refers to
placing computing resources, applications and services as
well as related server, networking and storage capabilities at
the edge of the network close to the users and end devices

such as IoT sensors. Edge computing is a form of distributed
computing that aims at lower latencies between end devices
and the computing platform as well as reducing the data
volumes on wide area communications networks [40].

IV. STATE-OF-THE-ART RESEARCH
This section provides an overview of the state-of-the-art
research on the role of communications in power grids,
as well as on the new business actors and industry architec-
tures involved in distribution grid management.

A. COMMUNICATIONS NETWORKS IN POWER GRIDS
Many recent reviews and surveys have focused on commu-
nications technologies in distribution grids [41], [42], [43],
[44], [45], [46], [47]. They all describe as background how
traditional power grids are gradually transitioning into smart
grids enabling integration of distributed intermittent gener-
ation and active prosumers, as well as how this evolution
necessitates more extensive use of ICT in the power grids to
ensure stable operations.

In [41], the authors study communication technologies,
architectures and applications related to IoT-assisted smart
grids. The term IoT-assisted smart grid refers to the need to
deploy a large number of monitoring and controlling devices
into the grid in order to enable large-scale integration of
various distributed energy sources (RES) and self-healing
for ensuring reliability. The paper divides the topology of
an IoT assisted smart grid communications network into
three domains: (1) Wide Area Networks (WAN) cover-
ing power generation and transmission, (2) Neighborhood
Area Networks (NAN) covering distribution, and (3) Home
Area Networks (HAN) covering prosumers and consumers,
including management of their Electric Vehicles (EVs) and
distributed generation. With a particular focus on consumers
and prosumers, the authors introduce a cloud-based model
and a web-based model to manage HANs as well as introduce
flexibilities and savings. The paper provides an overview
of both IoT-specific communications technologies, such as
NB-IoT, and generic communications technologies, such as
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cellular and optical communications, as well as summa-
rizes their main application domains (WAN, NAN, HAN).
According to the authors, cybersecurity is a particular area
of concern, partially driven by the limited resources in IoT
devices.

In [42], the authors study active distribution network
communication technologies, applications and communi-
cation standards. The term Active Distribution Network
(ADN) refers to distribution networks that have the necessary
automation and ICT systems in place to enable large-scale
integration of distributed energy resources and that can
address related issues such as bi-directional power flows
and varying voltage level [42], [48]. The paper identifies six
active distribution grid applications: (1) Advanced Metering
Infrastructure (AMI), (2) Demand Response (DR), (3) Wide-
Area Situational Awareness (WASA), (4) Distributed Energy
Resources (DERs) and Energy Storage (ES), (5) EVs, and
(6) Distribution Management Systems (DMS). The commu-
nications requirements for each of these applications are
defined in terms of latency, data rate, security and reliability
requirements. Similar to [41], this paper divides the smart
grid communications and information system architecture
into three domains: (1) WANs covering power genera-
tion and transmission, (2) NANs and Field Area Networks
(FANs) covering distribution, and (3) HANs, Building Area
Networks (BANs), and Industrial Area Networks (IANs)
covering consumers and prosumers. The authors’ extensive
review of communications technologies includes both wired
and wireless technologies, describing their applications areas
in the preceding three domains, as well as listing their advan-
tages and disadvantages. The challenges facing ADNs are
related to interoperability, security, privacy concerns, and
the demand for a more extensive set of applications and
services. Research trends for ADNs include Energy Internet
(EI), big data analytics, machine learning, edge computing,
and blockchain applications.

In their survey article [43], Goudarzi et al. review the
architecture and infrastructure of IoT-enabled smart grids and
discuss their challenges. The four enablers for IoT-enabled
smart grids comprise (1) cloud computing, (2) communica-
tions networks, (3) edge computing, and (4) physical entities
for control and monitoring of the grid. The paper extensively
studies the increased vulnerability to cyber and physical
attack introduced by more pervasive use of ICT, highlighting
game-theoretic models and deep learning methods as poten-
tial solutions. The former method could particularly address
energy market related risks, while the latter could help to
understand normal versus abnormal system behavior.

In [44], Suhaimy et al. discuss the convergence of Opera-
tional Technology (OT) and Information Technology (IT) in
their overview of different networking technologies and phys-
ical communications media. In [45], the authors review smart
grid evolution trends followed by a proposal for a next gener-
ation smart grid architecture driven by Artificial Intelligence
(AI), IoT and 5G. They also make multiple proposals, such

as exploring more extensive usage of unlicensed spectrum,
to promote smart grid evolution. Abrahamsen et al. [46]
divide the smart grid communications architecture into three
domains in the same manner as [41] and [42]: WAN, NAN
and premise network, covering conventional power gener-
ation and transmission, power distribution and end-users,
respectively. The authors then provide an overview of differ-
ent communications technologies, both wired and wireless,
in these domains, including application areas, advantages and
disadvantages.

De Almeida et al. [47] discuss a means to increase
resilience in power grids in their overview of different
communications technologies. The authors identify three
important techniques to increase resilience: (1) teleprotec-
tion (i.e., utilizing protection solutions where protection
relays communicate with each other over a communications
channel), (2) power grid self-healing, and (3) extensive com-
munication with control centers and reclosers. Uzir et al. [49]
present a proof-of-concept howMulti-Protocol Label Switch-
ing – Transport Profile (MPLS-TP) based fixed wide area
networking can be used for teleprotection. Hovila et al. [50]
have explored and tested the usage of mobile networks as
a communications channel in line differential and inter-
trip protection applications. Their results indicate that 4G
networks are very close to fulfilling the practical latency
requirements but struggle with providing high reliability.
Both emerging 5G URLLC and slicing techniques aim
at addressing the reliability issue and further decreasing
latencies. Adrah et al. [51] provide a theoretical analysis of
utilizing 5G in a line differential protection application,
in addition to discussing two other 5G use cases in distribu-
tion grids: intelligent distributed feeder automation and fault
location detection with synchronized Phasor Measurement
Units (PMUs). The authors state that latencies can be fur-
ther reduced by utilizing Mobile Edge Computing (MEC) to
shorten the communication path.

In [52], edge computing supported fault indication has
been tested using 5G networks. The results indicate the
total data rate in urban areas to be the limiting factor due
to uplink capacity constraints. By contrast, in rural areas,
achievable latencies are more critical due to the longer dis-
tances. In [53], Minh et al. provide a summary of edge
computing applications so far identified in the state-of-the-art
research, including distributed generation control, Volt/VAR
control, as well as a transforming the traditional central-
ized Supervisory Control And Data Acquisition (SCADA)
management system into a distributed Edge Cloud and
IoT enabled SCADA system. Similarly, Pau et al. [54] pro-
pose decentralization of a Distribution Management System
(DMS) by utilizing cloud technologies such as microservices
and containers. Proper behavior and control of DERs is
becoming increasingly vital for the stability of power grids.
In [55] and [56], the authors explore a new protection concept
based on virtualization of all protection functionalities and
5G communications. The proposed solution enhances the
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operation of DER Loss of Mains (LoM) protection by aiming
to prevent unintentional islanding during wide area distur-
bances. Simulation and laboratory testing demonstrate that
the proposed solution can fulfill the protection requirements.

B. NEW BUSINESS ACTORS AND INDUSTRY
ARCHITECTURES
In a traditional DSO domain, management of the distribution
network is handled by DSO itself, which uses Communica-
tions Service Providers (CSPs) on on-need basis to enable
the communication needs for distribution grid management.
In addition, DSOs might use System Integrators (SIs) as
dedicated service providers for fault location, repair of their
power grid or for data center services. DSOs are facing
challenges due to the increasing requirements of dynamic
performance, changingmarket frameworks and technological
innovations in computing and communication domains [57].
Therefore, it is no surprise that recent research has focused on
smart power grid business models and new business actors
that allow, for example, consumers to act as also producers
and energy to flow omnidirectionally [58], [59], [60], [58],
[61], [62], [63], and [64]. New actors can include Distributed
EnergyResource (DER) providers for those consumers acting
as producers, DER aggregators that aggregatemultiple DERs,
and Virtual Power Plans (VPPs) that not only carry out aggre-
gation tasks, but also sell and trade the aggregated energy.
Multiple other actors emerge, such as service providers that
help consumers with their investments in and use of renew-
able energy, smart utility-in-a-box service providers that
help DSOs to enter the smart energy business, EV charging
system providers, as well as multiple ICT-related prod-
uct and service providers that offer innovative technologies
and platforms for use in the energy sector, especially in
the distribution domain. Chasin et al. [60], [63] discuss
the use of innovative platforms as data driven approaches,
where cloud-based solutions play a central role. Examples
of these include Smart Energy Platform-as-a-Service (SEP-
aaS) and Smart Energy Management-as-a-Service (SEMaaS)
targeted to consumers for managing and optimizing their
smart energy usage [65], [66]. Similarly, Smart Energy
Data-as-a-Service (DaaS) and Smart Energy Data Analytics-
as-a-Service (DAaaS) aim at helping DSOs enter the smart
energy management business. DaaS and DAaaS manage
centrally the data analytics for DSO needs, including fault
analytics, predictive maintenance, weather analytics and
energy consumption predictions [63], [67]. Kivekäs et al. [64]
utilize the VNC approach for performing a techno-economic
analysis of CSP’s potential business when acting either as a
smart home service provider, a back-end provider, or a billing
system provider.

3GPP’s planned 5G slicing and edge computing architec-
ture [16] has motivated researchers to investigate the potential
use cases and actor roles that they enable in different industry
verticals, including power distribution networks and smart
energy management, see e.g. [67], [68], [69], and [70].

For this purpose, 3GPP proposes a slice provider as an actor
to ensure secure communication services [67]. This actor can
be either the mobile network operator itself or an independent
slice provider that buys slices from mobile network operators
and then re-sells and implements them according to the needs
of the DSO.

Based on the conducted literature review, there exists
research on the applicability of various communications tech-
nologies in different power grid domains such as HAN,WAN
and NAN, as well as research on new business opportunities
such as providing computing as a service to increase visibility
to the grid and to integrate consumers and DERs to the smart
grid. Our paper contributes by identifying and analyzing the
potential connectivity architectures and industry (business)
architectures necessary in providing connectivity solutions
for the distribution grid management required in early 2030s.

V. VALUE NETWORK ANALYSIS
This section consists of three parts. Section VA describes a
typical traditional technical architecture for connectivity in
distribution grids. Section VB identifies key drivers motivat-
ing the need for new technical components and then presents
two variations for a new technical architecture. Finally,
Section VC analyses the needed business actors and related
VNCs, resulting in the construction of eight potential VNCs
based on the two variations of a new technical architecture
presented in the Section VB.

A. TRADITIONAL DISTRIBUTION GRID
TECHNICAL ARCHITECTURE
As presented in Fig. 3, the computing environment in a
distribution grid operated by one DSO has traditionally been
fairly centralized. The grid control and monitoring systems
of a DSO, such as SCADA and DMS have typically been
run in a dedicated computer system either in the DSO’s own
premises or in a computer system hosted and managed in
a data center. Due to the large geographical area covered
by distribution grids, WANs are needed to interconnect the
distribution grid to the central computing platform. While
connectivity between the SCADA and the primary substa-
tions is an established practice, connectivity to the secondary
substations is a newer constantly expanding phenomenon,
typically based on mobile communications. In addition to
mobile communications, UHF/VHF private radio can serve
in rural areas as an alternative that is used along long feeders
for disconnector control and fault location.

B. INTRODUCING OVERLAY NETWORKS AND EDGE
TO THE TECHNICAL ARCHITECTURE
As described in Section I, the evolution of power grids will
require more extensive distributed data processing capability
and connectivity at distinct service levels. The former need is
addressed in this study by establishing overlay networks and
the latter by the use of edge computing. Overlay networks
are logical networks on top of physical communications
networks. Examples of overlay networks include IP/MPLS
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FIGURE 3. The traditional connectivity architecture in a distribution grid.

(Internet Protocol / Protocol Multi-Protocol Label Switch-
ing) tunnels, prioritized IP VPNs (Virtual Private Networks),
wavelengths on optical fiber, and 5G mobile network slices.
The concept of edge covers computing anywhere between
the end-device in the distribution grid and cloud-based or
dedicated-server-based central computing. In the distribu-
tion grid context, edge computing can be divided into two
hierarchical levels based on the location in the distribution
grid: (1) aggregation-edge (far-edge) in the proximity of the
primary substations or inside the primary substations and
(2) near-edge in the proximity of secondary substations
or inside the secondary substations. The edge can be
implemented by distributing either traditional computing
infrastructure and applications or virtualized cloud-based
computing infrastructure and applications (cloud edge) closer
to the distribution grid and its primary and secondary
substations.

Adding the concepts of overlay networks and edge comput-
ing to the traditional connectivity architecture results in two
new connectivity architecture variations, denoted hereinafter
as Architecture A and Architecture B in Fig. 4 and Fig. 5,
respectively. Architecture A uses one wide area Commu-
nications Service Provider (CSP), and Architecture B uses
multiple wide area CSPs in a balanced way. Furthermore,
Architecture B tightly integrates the overlay networks with
the physical communications network, while the coupling in
Architecture A is looser, allowing different actors to operate
the overlay and physical networks. Architecture B requires
routing between different CSP overlay networks, as shown in
Fig. 5 as a separate technical component. For Architecture B,
Fig. 5 outlines the usage of four CSPs as an example.

Fig. 4 and Fig. 5 introduce four overlay networks for
applications with distinct service level requirements: (1) a
critical real-time communications network, e.g., communi-
cation between line differential relays or accurate GPS-level
timing in Wide Area Monitoring Systems (WAMS), (2) a
network for other control activities, e.g., disconnector con-
trol and alarms, (3) a network for vital data collection, e.g.,
voltage and current measurements for state estimation, and
(4) a network for upwards streaming of bulk data, e.g., high-
definition video surveillance data or voltage and current data
with very high sampling data for specific fault location pur-
poses, which are denoted by dark red, light red, yellow, and
green colors, respectively. The amounts of data in the first
three overlay networks are fairly modest, kilobits per second
for occasional control, such as disconnector opening and
closing or fault indication, or a few megabits per second for
sampling current and voltage levels or regular communication
between line protection relays. The fourth overlay network
is responsible for upwards streaming of bulk data, where
the data amounts can approach hundreds of megabits per
second, The reliability requirements of the first three overlay
networks can be as high as 99.999% for line differential com-
munication [50], while the fourth network is not very critical,
thus making it suitable for best effort type of communication.

Two deployment alternatives can be utilized for edge
computing: either aggregation-edge alone or expanded
aggregation-edge complemented by deploying near-edge
computing. The choice is determined by application needs,
particularly latency and reliability requirements as well as
amounts of required data transmission. The choice is subject
to constraints such as limitations on operational complexity
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FIGURE 4. Architecture A and roles.

FIGURE 5. Architecture B and roles. Connectivity from the four communications networks to the grid depicted as blue, purple,
brown and turquoise arrows (instead of red) for readability.

and cost, as introducing the near-edge very close to the dis-
tribution grid essentially increases the complexity and costs
compared to utilizing aggregation-edge alone. Driven by the

challenges discussed in Section I concerning intermittency
and adequate energy supply, applications for edge computing
include distributed generation control, voltage level control,
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TABLE 4. Communications and computing technologies (explained in Section III) in Architectures A and B.

power quality control, and possibly also relay protection,
as well as analysis of video surveillance data. Some of these
applications have quite stringent latency requirements. For
example, in case of a fault, the protection application can
be required to be capable of de-energizing the faulty grid
section in less than 100 ms [50], while immediate power
balance issues have to be handled within a second [71].
Table 4 provides a summary of how the communications and
computing technologies explained in Section III could be
utilized in Architectures A and B.

As explained in Section IIA, roles are used to link the
technical architecture and the industry architecture. The role
‘‘Operate’’ is applied in this study to all technical compo-
nents in Architectures A and B. The role ‘‘Operate’’ refers
in general to the deployment, configuring, monitoring, trou-
bleshooting and updating of the technical component. For
the central computing platform, the aggregation-edge com-
puting platform and near-edge computing platform, the role

‘‘Operate’’ refers more specifically to three tasks. These tasks
include managing the computing platform, its operating sys-
tem, as well as ensuring that the application (e.g., SCADA
or DMS) is updated and available to end users. It should be
noted that usage of the applications tomanage the distribution
grid is excluded from the role ‘‘Operate’’. It is assumed
that the DSO utilizes the applications to manage the grid or
outsources it to a third party, i.e., DSOs and any third party
are the end users of the applications.

C. VALUE NETWORKS (VNCs)
Having established the technical architectures, the analysis
continues by identifying the business actors. These consist of
the DSO itself, or more specifically its information and opera-
tional technology department (IT&OT), a CSP, an SI such as
Cap Gemini or IBM, and a virtual CSP. Hereinafter, virtual
CSP will be termed either an Overlay Network Provider
(ONP) or an Overlay Network Integrator (ONI), depending
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on the technical architecture. The first three business actors,
DSO, CSP, and SI, are those stakeholders currently active
in providing distribution grid ICT solutions, as described
in Section IVA. The two latter business actors, ONP and
ONI, are potential new actors inspired by virtual CSPs
in the consumer mobile communications business and by
3GPP, as indicated in Section IVB, when discussing slice
providers.

Having identified the actors, we now construct the VNCs
by letting one of the actors take the driving (leading) role.
In this study, the driving role refers to an actor that builds and
operates the edge and/or overlay network functionality for
use in distribution grid management. Based on this approach,
eight VNCs have been constructed: four VNCs depicted in
Fig. 6-9 based on Architecture A (described in Fig. 4) and
four VNCs depicted in Fig. 10-13 based on Architecture B
(described in Fig. 5). Fig. 6 presents VNC1A, in which the
DSO (indicated by light red color) is the driving actor and
operates the whole computing platform, starting from the
near-edge through aggregation-edge to the central computing
platform. In addition, the DSO operates the primary substa-
tion LAN. In this VNC, a single CSP delivers the majority
of mobile and fixed network connectivity in the geographical
area of the distribution grid.

Fig. 7 presents VNC2A, in which a single CSP (indicated
by light blue color) not only delivers the majority of mobile
and fixed network wide area connectivity in the geographical
area of the distribution grid, but also provides the platform
for aggregation-edge and near-edge computing, as well as
manages connectivity within primary substations. The con-
nectivity within primary substations can be provided either
through a local private mobile network or directed public
mobile millimeter radio, or by operating the existing fixed
LAN network as a service. The management of primary sub-
station power grid equipment, including protection relays and
instrumentation transformers, is assumed to be performed by
the DSO or by a third party to whom the DSO has outsourced
this activity.

Fig. 8 presents VNC3A, in which a SI (indicated by
light yellow color) not only provides and operates the whole
computing platform, including near-edge, aggregation-edge
and the central platform, but also contracts with the CSP to
provide the overlay network on top of the bulk physical com-
munications capacity supplied by the CSP. The SI canmanage
the overlay network through interfaces provided by the CSP.
In this VNC, the DSO operates the primary substation LAN,
which is closely integrated with primary substation power
grid equipment, such as protection relays and instrumentation
transformers.

Fig. 9 presents VNC4A, in which the ONP (indicated by
light grey color) creates and operates the overlay networks
on top of the bulk communications capacity provided by
the CSP. As shown in the figure, the ONP has commer-
cial relationships with the CSP and also interfaces with the
CSP’s physical network to manage the overlay networks. The
DSO itself operates the whole computing platform, including

FIGURE 6. Distribution System Operator (DSO) driven VNC1A.

FIGURE 7. Communications Service Provider (CSP) driven VNC2A.

FIGURE 8. System Integrator (SI) driven VNC3A.

near-edge, aggregation-edge, the central computing platform,
as well as operating the primary substation LAN.

Fig. 10-13 present the remaining four VNCs, which use
multiple wide area CSPs in a balanced way, i.e., they are
based on Architecture B (Fig. 5). In the DSO-driven VNC1B
shown in Fig. 10, the DSO (indicated by light red color) not
only integrates various multi-technology based wide area net-
work connections into a resilient logical overlay network, but
also operates the whole computing platform, including near-
edge, aggregation-edge and the central computing platform,
as well as operates the primary substation LAN.
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FIGURE 9. Overlay Network Provider (ONP) driven VNC4A.

FIGURE 10. Distribution System Operator (DSO) driven VNC1B.

FIGURE 11. Communications Service Provider (CSP) driven VNC2B.

Fig. 11 presents VNC2B, in which one of the CSPs, having
both a mobile and fixed network, takes the leading role. This
leading CSP (indicated by the lightest blue color) not only
integrates its own multi-technology overlay network and the
overlay networks from the other mobile and fixed network
operators (CSPs) into a holistic overlay network, but also
operates the aggregation-edge computing platform. The DSO
operates the central computing platforms and the primary
substation LAN, as well as the near-edge computing platform
if it is used to complement the aggregation-edge.

FIGURE 12. System Integrator (SI) driven VNC3B.

FIGURE 13. Overlay Network Integrator (ONI) driven VNC4B.

Fig. 12 presents VNC3B, in which a SI (indicated by
light yellow color) not only integrates multi-technology over-
lay networks from the mobile and fixed network operators
(CSPs) into a holistic logical overlay network, but also oper-
ates the whole computing platform, including the near-edge,
aggregation-edge and central computing platforms. The DSO
operates the primary substation LAN, which is closely inte-
grated with primary substation power grid equipment, such
as protection relays and instrumentation transformers.

Fig. 13 presents VNC4B, in which the ONI (indicated by
light grey color) provides a holistic communications solution
and operates the overlay networks provided by the CSPs. The
DSOnot only operates thewhole computing platform, includ-
ing near-edge, aggregation-edge and the central computing
platform, but also operates the primary substation LAN.

VI. DELPHI ANALYSIS
This section describes the results from the expert Delphi
survey concerning the eight VNCs introduced in the previous
section. As described in Section II, two individual interview
rounds of the panelists were carried out. Fig. 14 summarizes
the average probabilities and the standard deviation obtained
for each VNC in the first (r1) and second (r2) rounds for
the question:What is the probability that a certain presented
VNC will be commercially in use at least within one DSO
in Finland by 2030? In addition, the panelists expressed in
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FIGURE 14. The mean and standard deviation of the probability of the VNCs. Delphi rounds 1 and 2 are represented as r1 and r2, respectively.

their own words at least three reasons (arguments) for the
probability value given for each VNC. These are summa-
rized in Tables 5 and 6. The total number of reasons varied
between 80 and 100 per each VNC. To analyze the panelists’
justification for their choice of probability, the reasons given
were initially classified into two groups. The first group
consisted of all reasons that clearly tend to increase the given
probability value, and the second group comprised those
that tend to decrease the given probability value. Next, the
reasons were classified based on their similarity into different
categories, the number of which varied between four and
eight categories. The number of individual reasons given in
each category varied between 1 and 28 reasons. Tables 5 and
6 divide the most frequently given reasoning categories into
those which either increased or decreased the probability,
as well as indicate in parentheses the number of panelists
giving that particular reason.

As can be seen in Fig. 14, the panelists regard DSO-
driven VNC1A (Architecture A) as very likely, DSO-driven
VNC1B (Architecture B) and CSP-driven VNC2B (Architec-
ture B) as likely, the ONP-driven VNC4A and the ONI-driven
VNC4B as unlikely and the rest, i.e. CSP-driven VNC2A, SI-
driven VNC3A and SI-driven VNC3B, as roughly even. The
standard deviation values indicate that CSP-driven VNC2B,
SI-driven VNC3A andDSO-driven VNC1A showed the three
highest consensuses (the lowest standard deviations), and

VNC2A, VNC1B and VNC3B showed the lowest consensus.
It can be seen from the figure that based on the new informa-
tion received by the panelists in the second round, the average
probability value either increases or decreases depending on
the VNC, though the consensus increases slightly in all cases,
i.e., the standard deviation decreases. This result is in line
with previous findings, e.g., in [13] and [14].

As indicated in Tables 5 and 6, the high probabilities
given for DSO-driven VNC1A (based on Architecture A)
and DSO-driven VNC1B (based on Architecture B) can
most likely be explained by the similarity of these VNCs to
the current, prevailing mode of operations. However, many
panelists pointed out that these setups are expensive due to
the large number of complex technical components under
DSO’s direct control. The CSP-driven VNC2B (based on
Architecture B), which also has a high probability, was
considered to provide a flexible one-stop-shop solution for
DSOs, although it would include business risks for DSOs due
to the CSP’s large role in critical operations. The CSP-driven
VNC2A, SI-driven VNC3A and SI-driven VNC3B, having
the score roughly even, were considered to include risks due
to extensive outsourcing of critical operations. However, they
would also provide benefits to both the driving actors and
the DSOs, as the VNCs would allow DSOs to focus on their
core business. The new ONI and ONP actors of the unlikely
VNC4A andVNC4Bwere assessed to have a narrow business
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TABLE 5. Architecture A VNCs: Reasoning categories.

potential and to provide little added value, although they
might also reduce complexity from DSO’s point of view.

According to Tables 5 and 6, considering all VNCs, the
most likely explanation for the given probabilities is the dis-
tribution grid industry’s resistance to changes, its willingness
to take care of the critical parts itself, and a lack of compe-
tence and resources within DSOs to implement complex new
connectivity solutions based on distributed edge computing
and overlay networking.

Moreover, there seemed to be widespread skepticism about
the emerging 5G features targeting industrial applications.
This skepticism was particularly directed toward the future
maturity of 5G. The panelists questioned not only whether 5G

would be able to provide the necessary industrial features by
the early 2030s but also whether it would be likely to fulfil the
stringent latency and reliability requirements for distribution
grid management. Concerning 5G slicing, many panelists
stated that it does not bring any more capacity to the network
nor does it remove the fact that the physical air channel is
unreliable. These panelists were also often of the opinion that
extensive slicing would essentially make network manage-
ment more complex. This operational complexity, together
with potential capacity (resource) reservations, particularly
in base stations, in order to guarantee performance and Ser-
vice Level Agreements (SLAs), might increase the cost of
wide area slice deployments to levels that would no longer
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TABLE 6. Architecture B VNCs: Reasoning categories.

be economically feasible for widespread use in power grid
management. Economical feasibility of 5G URLLC was of
concern as well due similar reasons – achieving low latencies
and high reliability in wide area deployments might be very
costly.

Due to their existing networking and computing infras-
tructure, CSPs are seen to be well positioned to tackle the
distributed computing needs of DSOs, and some of them,
in fact, seem to have already created solutions for DSOs.
However, CSPs having a leading role in distribution grid
computing platform management was also regarded as a

business and technical risk for both DSOs and CSPs, since
critical distribution grid operations might be too complex for
CSPs to operate and might offer them only limited business
opportunities in Finland.

Furthermore, many panelists challenged the need for
extensive distributed computing in the proximity of con-
sumers and prosumers: aggregation-edge was regarded as
sufficient for power grid application requirements such as
those related to latency, and near-edge would mostly intro-
duce excessive complexity. Even though increasing service
level differentiation and guarantees in the form of overlay
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TABLE 7. VNC mean probabilities of professional and world class experts (pr, %) and the Causal Effects.

FIGURE 15. Causal Effect (CE) of expertise as slope of mean probability
as a function of expertise.

networkswere considered important and included as concepts
in the current mode of operations, the ONP-driven VNC4A
and ONI-driven VNC4B were both deemed not likely. This
is primarily attributable to the close relationship between
overlay networks and physical networks. However, many of
the experts view ONP and ONI as welcome neutral actors
between the DSOs and CSPs, as they would enable DSOs
to focus on their core business, while allowing CSPs to
focus on a more straightforward consumer and wholesale
business instead of directly serving a diversified industrial
segment. Some panelists had observed that CSPs are reluctant
to implement operationally complex industrial services, such
as overlay networks in the form of 5G slices.

To understand how the domain expertise of a panelist
reflects in the given probabilities, Causal Effect (CE) analysis
was performed (column ‘‘CE’’ in Table 7) and means of
probabilities calculated for the probability values given by
those experts who have judged themselves as professional
or world class in each expertise domain (column ‘‘pr’’ in
Table 7). Referring to Fig. 15, the CE values vary between−1
and 1. A positive CE value (blue color in Table 7) indicates
that the professional and world class experts of a certain
expertise domain (x2on Fig. 15) give that particular VNC
higher probabilities (y2 on Fig. 15) than those panelists who

only had basic or no experience in that expertise domain
(x1 on Fig. 15). Thus, in case of a positive CE value, it can
be said that the professional and world class experts prefer or
favor that VNC compared to those panelists who only have
basic or no experience in that expertise field, and in case of
negative CE value the professional and world class experts do
not favor that VNC.

More specifically, eight Augmented Naïve Bayes Net-
works, one for each VNC, were learned by using BayesiaLab
10 [72] to perform the CE analysis. The target variable in
the CE analysis is the one which contains the probability
values given by the panelists for a certain VNC, and the
explanatory variables are binary variables, where true (x2
on Fig. 15) indicates that the panelists have classified them-
selves as a professional or world class expert, while false
(x1 on Fig. 15) indicates no or only basic expertise. The
Augmented Naïve Bayes learning algorithm was selected for
this task, since it relaxes the assumption of independence
between explanatory variables given the target variable, and
thus the potential inter-dependencies between the explanatory
variables can be eliminated [73]. To estimate CE of the exper-
tise (explanatory variables) on the probability values given by
experts (target variable), Jouffe’s LikelihoodMatching (JLM)
algorithm analysis has been implemented from the learned
Augmented Naïve Bayes networks, as the JLM requires no
causal network to estimate the strength of the causality [74].
The JLM measures the relationship of a conditional mean of
each state of variable X on themean of variable Y utilizing the
Kullback’s minimum cross-entropy method, MinxEnt [74].

Concerning the expertise angle, it can be observed from
the Table 7 that power grid experts prefer DSO-driven VNCs
more than experts of other expertise domains (VNC1 CE
0,2, pr 83% and VNC1B CE 0,34, pr 77%). Mobile Net-
work Operator (MNO) experts similarly prefer DSO-driven
VNCSs and do not favor CSP-driven VNCs (VNC2A CE -
0,17, pr 49% and VNC2B CE -0,33, pr 64%). ICT experts
clearly preferred CSP-driven VNCs most (VNC2A CE 0,39,
pr 51%,VNC2BCE0,85, pr 69%). Consulting experts did not
favor CSP driven VNC2A (CE -0,34, pr 47%) nor SI driven
VNC3A (CE -0,37, pr 44%) but otherwise no big differences
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between consulting experts and other experts was visible.
Concerning the VNC (column) angle on Table 7, compared to
other experts, power grid experts did not favor the CSP-driven
VNCs. This is visible in both strong negative CE value and
low pr-value.

VII. CONCLUSION
The smart grid evolution will necessitate expanded automa-
tion, which in turn will require enhanced connectivity
solutions. The novelty and contribution of this paper is
to identify and analyze the potential technical connectivity
architectures and industry architectures necessary in provid-
ing connectivity solutions for the smart distribution grids
of the early 2030s. The authors outline two technical con-
nectivity architectures and eight industry architectures by
utilizing the Value Network Configuration (VNC) method
(Section V) and evaluate their feasibility by utilizing a senior
expert panel and a Delphi survey (Section VI). The paper
uses as case examples the Finnish distribution grids, which
are technically strong and operated by multiple Distribution
System Operators (DSOs). Typical limitations of the applied
Delphi and VNC methods are described in Section II. These
issues must be considered when attempting to generalize the
results to other contexts.

Drawing upon the findings outlined in Sections V and VI,
the conclusions regarding the three research questions posed
in Section I can be summarized as presented in Table 8.
Overlay networking and aggregation-edge are seen as essen-
tial components of the connectivity architecture in the early
2030s. However, the need for near-edge computing (close
to the secondary substations) is questionable since it could
be costly due to its technical and operational complexity.
Because of its practically unlimited capacity and high reli-
ability, optical networking is well positioned to provide the
communications solutions needed for the most critical appli-
cations. Although mobile communications suffers from the
ultimately unreliable physical air channel, they provide - due
to their flexibility and straightforward deployment process -
a feasible and compelling option to address the automation
needs of new distribution grids for all except the most critical
applications. Many of the emerging industrial 5G mobile
communication technologies are seen as relevant for distri-
bution grid management. However, there are also concerns
about the feature maturity, realization, and economic feasi-
bility of these features. Concerns about economic feasibility
are related to the costs introduced by capacity (resource)
reservations as well as technical and operational complexity.

Although industry architectures that enable DSOs to main-
tain direct control over critical components of the grid are
deemed to be most likely in the early 2030s, the complexity
of increased connectivity solutionsmight require DSOs to uti-
lize partnerships and outsourcing more extensively (Table 8).
However, at least currently, there seems to be lack of trust
towards potential partners such as CSPs and System Integra-
tors (SIs) amongDSOs. Virtual CSPswere considered to have

TABLE 8. Summary of answers to the research questions.

limited business potential and the resulting small size of these
potential new actors would undermine their credibility.

Future work should focus on studying the above issues.
Concerning the technical architectures, reliability, end-to-
end latencies, architecture variations and economic feasibility
would warrant further study. For industry architectures, areas
of future research include additional actors and going beyond
the VNC method (e,g., by applying Business Model Can-
vas [7]) to explore business models for the additional actors
and the most transformative virtual-CSP-driven VNCs.
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