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Fault-tolerant, error-corrected quantum computation is commonly acknowledged to be crucial to the realization of large-scale quantum algorithms that could lead to extremely impactful scientific or commercial results. Achieving a universal set of quantum gate operations in a fault-tolerant, error-corrected framework suffers from a conservation of unpleasantness. In general, no matter what error-correction technique is employed, there is always one element of a universal gate set that carries a significant resource overhead—either in physical qubits, computational time, or both. Specifically, this is due to the application of non-Clifford gates. A common method for realizing these gates for stabilizer codes such as the surface code is a combination of three protocols: state injection, distillation, and gate teleportation. These protocols contribute to the resource overhead compared with logical operations such as a CNOT gate and contribute to the qubit resources for any error-corrected quantum algorithm. In this paper, we introduce a very simple protocol to potentially reduce this overhead for non-Clifford gates: transversal injection. Transversal injection modifies the initial physical states of all data qubits in a stabilizer code before standard encoding and results in the direct preparation of a large class of single qubit gate algorithms. In this paper, we introduce a very simple protocol to potentially reduce this overhead for non-Clifford gates: transversal injection. Transversal injection modifies the initial physical states of all data qubits in a stabilizer code before standard encoding and results in the direct preparation of a large class of single qubit gates.

I. INTRODUCTION

Quantum error correction (QEC) forms a crucial component of large-scale quantum computing systems [1,2]. The difficulty in fabricating ultralow-error-rate qubits and quantum gates at scale necessitates active techniques to mitigate errors caused by environmental decoherence, fabrication errors, measurement and control errors, and components that are always probabilistic [3]. While there is currently a focus on the so-called noisy intermediate-scale quantum (NISQ) regime [4]—where it is hoped that a scientifically or commercially valuable quantum algorithm can be found that is small enough not to require QEC on the current or next-generation quantum computing chipsets—most theoretical work suggests that the true value in quantum computing will lie with large simulation algorithms that will undoubtedly require extensive error correction [5–7], unless we see a significant revolution in hardware technology.

While work on QEC is extensive [8], the physical constraints on quantum hardware architectures has resulted in the dominance of one type of QEC code, namely, the surface code [9]. Defined over a two-dimensional (2D) nearest-neighbor array of physical qubits, it is now the most studied QEC code and the preferred model for numerous architecture blueprints in multiple hardware platforms [10–14].

However, the implementation of QEC for any quantum algorithm, large or small, comes with a significant overhead in physical qubits and/or computational time [15]. This is not surprising, as the goal of QEC is often to take a physical error rate of the hardware of $p = 10^{-3} \rightarrow 10^{-4}$ and reduce it by many orders of magnitude, with large-scale quantum simulation estimated to require error rates of $10^{-20}$ or even lower [6,16].

Authors of theoretical work in QEC, algorithmic design, compilation, and resource optimization have done a surprising job of figuring out better and better ways to implement error-corrected algorithms [17–19], with one of the most studied algorithms, Shor’s algorithm, being a useful example. Early compilation efforts, with the surface code, benchmarked Shor’s algorithm at the beginning of the 2010s, showing that upwards of 30 billion components would be required to implement Shor-2048 [20]. By focusing entirely on better ways to implement both the algorithm itself and the underlying QEC protocols, this has been reduced to 20 million qubits by the end of the 2010s without changing any assumptions at the physical hardware level [15].

How much this can still be reduced depends on several factors, even when we still do not change the hardware assumptions of the underlying microarchitecture. The first is just the raw qubit overhead to encode a logical qubit of information up to some desired logical error rate. For a distance
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d error-correction code, the logical error rate scales as $p_L \approx O(p^{(d-1)/2})$, under a simple symmetric Pauli model. This assumes that the physical error rate of all parts of the hardware system (decoherence, control, measurement, etc.) is under the fault-tolerant threshold of the code, $p \approx 0.67\%$ for the surface code [21]. If we take a square, unrotated, planar surface code, the total number of qubits ($N = \sum$ syndrome qubits) scales as $N = (2d - 1)^2$, hence $p_L \approx O(p^{(\sqrt{N} - 1)/4})$. This exponential scaling means that, for a heavily error-corrected code, a lattice of $N > 1000$ is required [22]. How much this base-level logical qubit overhead can be reduced, while still having a code that is architecturally feasible, is still an open question.

In this paper, we introduce a simple way to produce encoded non-Pauli eigenstates. This process we dub transversal injection modifies the way in which non-Clifford ancillary states are encoded. A standard approach for creating logical qubits is to initialize data qubits into the $|0\rangle$ or $|+\rangle$ state and measure the stabilizers of the code [9]. If all stabilizers commute or anticommute in the desired fashion, we have successfully encoded a logical qubit in the $|0\rangle$ or $|+\rangle$ state, respectively. Transversal injection involves performing a transversal rotation—a uniform single-qubit rotation on all data qubits individually—initializing them in some non-Pauli state. This is followed on by the standard stabilizer measurement procedure. During the encoding state, the stabilizers will either commute or anticommute, and the encoded logical state will then be some non-Pauli eigenstate. The string of all stabilizer measurements forms what we will call a stabilizer trajectory, which can be used to determine the resultant state.

In this paper, we perform simulations of this protocol under the influence of physical errors and investigate how the encoded error rates are related under a standard Pauli noise model on the circuit level. A modest postselection strategy is also applied to improve the fidelity of this protocol. We show through these preliminary results that we can generate states with a higher fidelity than $1 - p$, where $p$ is our physical error rate. This potentially eases the resource overhead of state distillation. Further research is needed to investigate fidelities at higher distances codes, further optimization of the classical algorithm, and compilation strategies.

We present this technique in the context of the surface code, but it should be stressed that it is applicable to all stabilizer-based QEC codes. The contents of this paper include:

1. A description of the formalism.
2. A classical algorithm for calculating the logically encoded state.
4. Discussion of this technique and implications for QEC circuit compilation.

This method can be looked at as the qubit extension of what was found in the continuous variable context [23], where all-Gaussian universality was discovered in the context of the Gottesman-Kitaev-Preskill code.

## II. STATE DISTILLATION

Arguably the largest source of overhead in fault tolerance is ancillary protocols required to perform error-corrected logic operations such as lattice surgery [24] and complex compound protocols to create resource states for universal computation [17,25,26]. Some gates have a transversal realization in the code which is inherently fault tolerant and require few if any additional resources to implement. Eastin and Knill [27] proved that there is no QEC code that can perform a universal set of transversal gates while correcting an arbitrary error. The no-go of Eastin and Knill [27] can be worked around when not restricted to using a single code, such as gauge-fixed code conversion [28]. A more common approach is simply to hack together a fault-tolerant implementation of the nontransversal gate via a sequence of state injection, magic state distillation, and gate teleportation [25,29]. One example of state distillation is the quantum Reed-Muller code which takes 15 magic states with a respective error rate of $p$ and distills them into a single state with an error rate of $35p^3$. This process can be performed recursively to reach a desired level of fidelity.

The encoding of a magic state for use in state distillation has a $p$ that is dependent on the fidelity of the single-qubit state and the two-qubit gates that are needed to realize the encoding. Errors propagate in this protocol and cause the logically encoded state to have approximately the same logical error rate as the physical qubit and gates used for the injection, irrespective of the amount of error correction used for the encoding [30]. Even small improvements at this stage of the protocol will be compounded by multiple state distillation steps, achieving a significant improvement in fidelity or a reduction in the amount of distillation needed for a target fidelity level. Any gain in fidelity seen through transversal injection could outweigh any complexity introduced by its probabilistic nature elsewhere in algorithm compilation.

## III. PAULI EIGENSTATE ENCODING

The procedure of transversal injection is only a minor alteration to standard surface code operation and is derived from a simple observation about how Pauli eigenstates are encoded. This section will briefly cover how a single high-fidelity logical state can be encoded using multiple physical qubits. This is a requisite for understanding how transversal injection works, as described in the next section.

Traditionally, we only consider two logically encoded states in the surface code that can be initialized, the $|0\rangle_L$ and $|+\rangle_L$ states. These two states are eigenstates of the logical $Z_L$ and $X_L$ operators of the planar surface code and are hence natural to consider when examining encoded state initialization. The encoding procedure for each of these two states proceeds in a similar manner; we will use the $|0\rangle_L$ state for ease of discussion.

When a logical qubit in the planar surface code is initialized into $|0\rangle_L$, we first initialize each of the physical qubits in the data block in the $|0\rangle$ state. Hence, our system can be described in terms of the following stabilizer matrix:

\[
\begin{bmatrix}
    Z_1 & I_2 & I_3 & \cdots & I_N \\
    I_1 & Z_2 & I_3 & \cdots & I_N \\
    I_1 & I_2 & Z_3 & \cdots & I_N \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    I_1 & I_2 & I_3 & \cdots & Z_N
\end{bmatrix},
\]

(1)
where \( N \) is the number of data qubits in the code, and the eigenvalue of each stabilizer is 0.

Initialization of the encoded state then requires repeated measurements of each of the \( X \)-type vertex stabilizers of the surface code \([9]\). Each of these stabilizer measurements results in a random parity, and the new stabilizer set will contain these \( X \)-type vertex stabilizers and combinations of the stabilizers in Eq. (1) that commute with all the \( X \)-type stabilizers that were just measured.

By definition, there are only two sets of \( Z \) operators that commute with all the \( X \)-type stabilizers, namely, all the \( Z \)-type plaquette stabilizers of the code and the \( Z \)-chain operator that defines the \( Z \) eigenstate of the encoded qubit. The parity of these commuting operators is defined by the parity of the individual stabilizers of the physical \( |0 \rangle \) states that are the rows of Eq. (1).

Hence, after the \( X \)-type vertex stabilizers are measured (and their resultant syndromes decoded to perform the required \( Z \) correction to transform the eigenvalues of the \( X \) stabilizers into all zeros), the stabilizer matrix will be

\[
\begin{bmatrix}
X_{v_i} \\
Z_{p_i} \\
Z_L
\end{bmatrix},
\]

where \{\( X_{v_i}, Z_{p_i} \)\} for \( i \in [1, (N-1)/2] \) are the stabilizers of the surface code, and \( Z_L \) is the chain operator that runs across the lattice, defining the logical state.

The fact that each physical qubit starts in a 0 eigenstate of the \( Z \) operator means that, not only is it unnecessary to measure the \( Z \)-type plaquette stabilizers when initializing an encoded qubit, but the resulting logical state will automatically be in a 0 eigenstate of \( Z_L \). While in principle the \( Z \) stabilizers do not need to be measured, in practice, they are, as once the qubit is initialized, it needs to be corrected against possible physical \( X \) errors.

As the parities of the resultant \( Z \) stabilizers in Eq. (2) are determined by the product of the individual parities of the \( Z \) stabilizers in Eq. (1), you can derive what you would need to initialize a \( |1 \rangle_L \) state directly. In the case of the surface code, initializing in the \( |1 \rangle_L \) state requires initializing a subset of the physical qubits (e.g., along a diagonal of the lattice) in the \( |1 \rangle \) state, not all the physical qubits (which would actually initialize the logical qubit back into the \( |0 \rangle_L \) state).

**IV. TRANSVERSAL INJECTION**

Transversal injection is based on the realization that the traditional standard procedure is only a small subset of what is actually possible. For example, when starting with all physical qubits in the \( |0 \rangle \) state, encoding a \( |0 \rangle_L \) state can be done reliably, as we are already in an eigenstate of the \( Z \) portion of our stabilizer group. If instead our data qubits are all initialized in some arbitrary state \( \chi \), we do not simply encode our logical qubit into the same state as our physical states. The stabilizer group will then commute or anticommute in a probabilistic fashion, and the measured eigenvalues will allow us to infer what our encoded logical state is.

**A. Initialization**

Let us consider the case where all the data qubits are initially placed into the states:

\[
|\chi\rangle = \alpha|0\rangle + \beta|1\rangle,
\]

i.e., we first perform a transversal rotation on all data qubits to the state \( |\chi\rangle \) before we follow the same procedure to encode a \( |0\rangle_L \) or \( |+\rangle_L \) state.

When considering the system of \( N \) data qubits that have been uniformly transformed, the values of each eigenstate are naturally related to the Hamming weight of its integer value and the chosen transversal operation:

\[
|\chi\rangle \otimes ^N = \sum_{n=0}^{2^{N-1}} \alpha^{N-H(n)} \beta^H(n) |n\rangle,
\]

where \( n \) is the integer representation of the eigenvalues of the system, and \( \hat{H}(n) \) is the Hamming weight or number of bits set to 1 in its binary representation.

**B. Syndrome extraction**

The set of measurements for each stabilizer \{\( X_{v_i}, Z_{p_i} \)\} defines a stabilizer trajectory. This set is denoted by the string \{\( X_1, \ldots, X_{(N-1)/2}, Z_1, \ldots, Z_{(N-1)/2} \)\} \( \in \{0, 1\} \) of eigenvalues that are measured for the \( N-1 \) \( X \)-type vertex and \( Z \)-type plaquette stabilizers. This definition will be used throughout this paper to reference a set of measurement outcomes that together determine a resultant logical state. In the absence of physical errors, the \( X \) projections are probabilistic, and the \( Z \) projections are deterministic when encoding \( |0\rangle_L \) or vice versa for the \( |+\rangle_L \) state. In transversal injection the outcomes of all measurements are probabilistic and will select out only certain eigenvalues that are consistent with the previously observed measurements.

The first step in encoding is to measure all the \( X \)-type stabilizers, \( X_{v_i} \). Our initial state is projected into eigenstates of the \( X \) stabilizers with the eigenvalue for each operator determined by the qubit measurements of each stabilizer circuit. The measurement of these stabilizers will result in an eigenvalue sequence for the \( X \)-type stabilizers and cause perturbations in the superposition of the \( Z \)-type stabilizers until they too are measured. The second step is to project into eigenstates of the \( Z \) stabilizers in the same manner.

The stabilizer tableau is defined below with the first \( (N-1)/2 \) rows referring to the \( X \)-type and the second \( (N-1)/2 \) rows referring to the \( Z \)-type stabilizer sets \([31]\). The first \( N \) columns are set to 1 to indicate an \( X \) Pauli operator on each respective qubit. A 1 in the second \( N \) columns indicates the presence of a \( Z \) operator on each respective qubit. By
definition for the planar surface code, the $X$-type stabilizers only contain $X$ Pauli elements and vice versa for the $Z$ sector.

\[
\begin{array}{cccc|cccc|cccc}
 x_{1,1} & \ldots & x_{1,N} & z_{1,1} & \ldots & z_{1,N} & X_{v_1} \\
 \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
 x_{(N-1)/2,1} & \ldots & x_{(N-1)/2,N} & z_{(N-1)/2,1} & \ldots & z_{(N-1)/2,N} & X_{v_{N-1/2}} \\
 x_{(N+1)/2,1} & \ldots & x_{(N+1)/2,N} & z_{(N+1)/2,1} & \ldots & z_{(N+1)/2,N} & X_{v_{N+1/2}} \\
 \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
 x_{N-1,1} & \ldots & x_{N-1,N} & z_{N-1,1} & \ldots & z_{N-1,N} & X_{v_{N-1/2}} \\
 x_{L,1} & \ldots & x_{L,N} & z_{L,1} & \ldots & z_{L,N} & Z_L \\
\end{array}
\]

(5)

The last row is the chain operator, spanning the lattice, that denotes the logical $Z$ operator:

\[
z_L = \left( \sum_{i \text{left/right}} z_i \right) \mod 2,
\]

where left/right is the set of qubits of any chosen chain that runs from the left boundary of the lattice to the right (defining the logical $Z$ operator). We perform a parity check over each qubit in the chain to give us $z_L$. If $z_L = 0$, we have initialized the logical qubit into the $|0\rangle_L$ state, and if $z_L = 1$, the $|1\rangle_L$ state.

When all qubits are initialized into $|\chi\rangle^N$ before encoding, we are not simply in $\pm 1$ eigenstates of $Z_{v_i}$. Instead, we are in a superposition of the 0 and 1 eigenstates.

As an example, consider a distance $d = 2$ unrotated code (Fig. 1), with stabilizers $XXXII$, $IIXXX$, $ZIZI$, and $IZZIZ$ and logical chain $ZZIII$. The tableau is populated by a 0 or 1, where a 1 indicates a Pauli of initializing in the qubit. Below is an example of a tableau for the trivial case.

\[
\begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(6)

When we initialize into the $|0\rangle_L$ state, we would already have a logically encoded state (as all the $Z$-type stabilizers including $Z_L$ should automatically be satisfied); however, these stabilizers are still measured anyway for a fault-tolerant initialization. In the case of transversal injection, $Z_L$ is in some superposition of states, determined by the stabilizers that either commute or anticommute—our stabilizer trajectory.

The logical state of the block is $z_L \in \{0, 1\}$, where 0 indicates a $+1$ eigenstate of the logical $Z$ operator ($|0\rangle_L$) and 1 the $-1$ eigenstate ($|1\rangle_L$). The chain operator is also determined as

\[
z_L = \left( \sum_{i \text{left/right}} z_i \right) \mod 2,
\]

where left/right is the set of qubits of any chosen chain that runs from the left boundary of the lattice to the right (defining the logical $Z$ operator). We perform a parity check over each qubit in the chain to give us $z_L$. If $z_L = 0$, we have initialized the logical qubit into the $|0\rangle_L$ state, and if $z_L = 1$, the $|1\rangle_L$ state.

When all qubits are initialized into $|\chi\rangle^N$ before encoding, we are not simply in $\pm 1$ eigenstates of $Z_{v_i}$. Instead, we are in a superposition of the 0 and 1 eigenstates.

For a more compact expression of the tableau in Eq. (5), we use the concatenated form $H_X$, $H_Z$, $H_Z_{\text{sm}}$ (e.g., $H_X = x_{k,1} \ldots x_{k,N}$). Note that, in the surface code, the $X$-type vertex stabilizers and $Z$-type plaquette stabilizers are only populated with $X$ and $Z$ operators, respectively. Each possible stabilizer trajectory (indexed here by $i$) will determine a logical state $|\Lambda_i\rangle$, and will have the following form after encoding:

\[
|\Lambda_i\rangle = \begin{bmatrix}
H_{x_1} & X_{y_1} \\
\vdots & \vdots \\
H_{x_{N-1/2}} & X_{y_{N-1/2}} \\
H_{z_1} & Z_{p_1} \\
\vdots & \vdots \\
H_{z_{N-1/2}} & Z_{p_{N-1/2}} \\
H_{z_{\text{sm}}} & Z_L \\
\end{bmatrix}_i = [(x_i, z_i, L_i)].
\]

(8)

As the stabilizers of our code are constant, we can omit $H_{z_{L2}}, H_{z_{L3}} \ldots$ from our shorthand representation. What we are left with is $x_i$ and $z_i$, the eigenvalue bit strings corresponding to the measurements of the stabilizers, and $L_i$, the eigenvalue bit string formed from the original $|\Lambda_i\rangle$, in each term, summed modulo 2.

Using the syndrome measurements, we know how the stabilizer sets transform from the original diagonal $Z$ form to the stabilizers and logical operators for the encoded planar surface code. To calculate the resultant logical state, we now treat each term individually and follow them through the encoding procedure.

FIG. 1. Qubit layout of the unrotated surface code at distance 2.
C. Resultant state

As we are no longer in eigenstates of the logical Z operator of the surface code, we will be left with some nontrivial logically encoded state. The probabilistic nature of the X- and Z-type stabilizer measurements means that the resultant encoded state from transversal injection is probabilistic but unheralded.

The fact that we follow only one of the $2^{(N-1)}$ possible stabilizer trajectories when we initialize the code means we select out only the terms that are consistent with the eigenvalues we measure. For example, in the $d = 2$ example in Fig. 1, if $Z_{p_n} = 0$, for stabilizer $Z_{p_n} = Z_{d1}Z_{d2}Z_{d4}$, then we can only keep the terms where $Z_{p_n} = (z_{d1} + z_{d3} + z_{d4}) \mod 2 = 0$. Any term where $Z_{p_n} = 1$ will be inconsistent with the measurement projection that actually occurred and will be simply projected out of the resultant state.

What we are left with is a superposition of only the eigenstates that are consistent with the X- and Z-stabilizer trajectories that are observed when initializing the state. By definition—as we have stabilized our data qubits with respect to all stabilizers of the planar surface code—we are going to be left with some superposition of the eigenstates of the logic operator $Z_L$, i.e., some new encoded state, $|\Lambda\rangle_t = \alpha_L|0\rangle_L + \beta_L|1\rangle_L$. Note that the resultant logical state does not, in general, match the transversal state $|\chi\rangle$ that was used to initialize each of the physical qubits in the encoded block.

To calculate the resultant logical state, we examine the last entry of the eigenvalue vector which is the logical observable $L_z = z_{\text{chain}}$ formed from the eigenvalues of the individual data qubits that form a connected left/right chain through the planar surface code. The amplitude of the resulting $|0\rangle_L$ state, $\alpha_L$, will be the sum of all the terms where $L_z = 0$, while the amplitude of the $|1\rangle_L$, $\beta_L$, will be the sum of all the terms where $L_z = 1$. After renormalizing the wave function, we can have an analytical form of the resultant encoded state as a function of $\alpha$, $\beta$, and $N$.

V. GENERAL ALGORITHM FOR CALCULATING THE FUNCTIONAL FORM OF INJECTED STATES

The above sections explain how analytical forms for the resultant logical state are calculated. We now want to present an explicit algorithmic construction that can be used to derive the logical state for an arbitrary distance $d$ surface code.

If we are to only consider the trivial X-stabilizer trajectory (00) syndromes in $X$), we find the four sets of analytical equations (up to renormalization) corresponding to the four sets of trajectories $t = \{0000, 0001, 0010, 0011\}$. A worked example of $t = \{0000\}$ can be found in the Appendix:

$$|\Lambda\rangle_{00} = \left(\begin{array}{c}
\alpha_L \\
\beta_L
\end{array}\right) = \left(\begin{array}{c}
\alpha^3 + 2\alpha^2\beta^3 + \alpha\beta^4 \\
2\alpha^3\beta^2 + 2\alpha^2\beta^3
\end{array}\right).$$

$$|\Lambda\rangle_{01} = |\Lambda\rangle_{10} = \left(\begin{array}{c}
\alpha_L \\
\beta_L
\end{array}\right) = \left(\begin{array}{c}
\alpha^3 + \alpha^2\beta^2 + \alpha^2\beta^3 + \alpha\beta^4 \\
\alpha^4\beta + \alpha^3\beta^2 + \alpha^2\beta^3 + \alpha\beta^4
\end{array}\right).$$

For two (out of four) measured trajectories, we get a nontrivial set of logical states ($t = \{0000, 0011\}$). For the other two stabilizer trajectories ($t = \{0001, 0010\}$), we simply initialize into the logical $|+\rangle_L = (|0\rangle_L + |1\rangle_L)/\sqrt{2}$ state.

It should be noted that any nontrivial syndrome will introduce bit and/or phase flips to the logical code words. As is typical of a stabilizer code, corrections need to be applied to move back into an even superposition of $|0\rangle_L$ and $|1\rangle_L$.

This generalized algorithm will allow for the calculation of any transversally realizable encoded state for an arbitrarily large distance code $d$: it intuitively follows the logic of the stabilizer execution.

Line 5 requires an explicit calculation of all vectors generated from the X-stabilizer projections and will scale exponentially as a function of code distance $d$. This proves to be a difficult task for classical computers, as there are an exponential number of trajectories to track during the execution of the algorithm. Additionally, the solution space is large, and storing the final results would be infeasible for large distances.

There is an optimized version of this algorithm, which we introduce in the Appendix. The optimized algorithm is based on a different approach and instead tracks only the terms relevant to a single target trajectory. We can now compute the logical state of this trajectory in a more efficient manner. Algorithm 2 scales exponentially with $(N - 1)/2$, the number of Z stabilizers, rather than with the number of physical qubits. Hence, calculating a target trajectory is $O(\exp((N - 1)/2))$, which is an improvement from $O(2^n)$ required to derive all possible trajectories. This improvement is most noticeable in the memory requirements which blow out in the first algorithm but can be dealt with comfortably in Algorithm 2. Using GPU acceleration, we have demonstrated this algorithm on trajectories with trivial X measurements on systems with over 100 data qubits. When nontrivial X measurements are considered, classical computation of distance 5 is achievable using Algorithm 2. This opens up the opportunity for a just-in-time strategy where output states from transversal injection can be calculated classically and then used as part of a broader compilation strategy. To realize this strategy, a more efficient algorithm will be needed for larger distances required for large-scale, error-corrected computation.

In Fig. 2, we have plotted the distribution of resultant states across the Bloch sphere for a range of initial parameters. There are clear structures that form depending on the parameters of the initial rotation including great circles, arcs with different radii, clusters around poles, and dense packing of the entire sphere. Certain distributions may be advantageous for certain compilation strategies or for physical systems that have error biases in certain directions. Alternatively, having a dense covering of the Bloch sphere might be optimal in a compilation strategy that benefits from a large set of distinct states.

VI. REALIZING NON-CLIFFORD LOGIC OPERATIONS THROUGH TRANSVERSAL INJECTION

The primary benefit of this technique is producing logically encoded non-Pauli states with a higher fidelity directly onto the surface code. This aims to reduce the qubit and time resources required to distill magic states and, in turn, the quantity of costly non-Clifford logic gates.
FIG. 2. The possible logical states that result from transversal injection on a distance $d = 4$ code for a range of initial $\theta$ and $\phi$ values. Each sphere is a plot for a specific initial rotation. Each dot on the sphere corresponds to a possible stabilizer trajectory and its respective output state. Generated using QuTiP [32].

Consider the circuits shown in Fig. 3. In each of these circuits, we have our data qubit $|\psi\rangle$ and an ancilla qubit that is prepared in the states $(|0\rangle + e^{i\theta}|1\rangle)/\sqrt{2}$ or $\cos(\theta)|0\rangle + i\sin(\theta)|1\rangle$. The rest of the circuit consists of the Clifford gates, CNOT, and measurements in either the $X$ or $Z$ basis. It can be easily verified that, after the ancilla is measured, the resultant state is the rotated gate $R_z(\pm \theta)$ or $R_x(\pm \theta)$ applied to the data qubit $|\psi\rangle$. The angle $\theta$ is determined by the form of the ancillary state, and the $\pm$ is determined by the outcome of the measurement result on the ancilla. Consequently, the ability to perform arbitrary single-qubit rotations becomes a problem of preparing appropriate ancillary states.

A. Eastin-Knill theorem

Transversal injection circumvents the Eastin-Knill no-go theorem, as it is a method for preparing non-Clifford resources, such as a T-gate, to achieve universal quantum computation on the planar surface code. This technique does not violate the Eastin-Knill theorem and is in fact still limited by the implications of the theorem. Non-Clifford gates must be realized in the fashion described in the preceding section; a T-gate still cannot be implemented transversally on this code. Additionally, the encoding step in this technique has a diminished error-detecting ability compared with standard surface code operation. Some errors in the first round of stabilizer measurements can no longer be detected. Such errors will herald an incorrect stabilizer trajectory which implies that the system is in a different logical state than it actually is. Postselection has the potential to mitigate this. However, we are still ultimately bound by this theorem.
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VII. NUMERICAL SIMULATIONS OF ERROR SCALING

Typically, an encoded state produced using the planar surface code will exhibit asymptotic fault tolerance. Transversal injection does not introduce any new multiqubit gate operations beyond what is required for standard $|0\rangle_L$ and $|+\rangle_L$ state initialization, so one may expect the same scaling out of this protocol. We confirm this assumption with numerical simulation where errors occur only after encoding; however, this scenario is unrealistic, and the protocol as a whole must be considered.

The circuit is simulated by applying a depolarizing channel to the circuit. At a physical rate $p$, a Pauli $X$, $Z$, or $Y$ operator is applied with equal probability for a single-qubit gate. For the two-qubit CNOT gate for syndrome extraction and measurement, a random combination of $I$, $X$, $Z$, and $Y$ operators (excluding $I$) is applied. The simulations shown in this paper are performed with physical errors during all rounds of stabilizers, including the first stabilizer measurements. This generally results in an encoded error rate greater than the physical error rate $p$. However, experiments with postselection strategies indicate that an error rate not bound by $p$ is in fact achievable, warranting further research into the behavior of transversal injection at distance 5 and higher.

To test transversal injection, surface code circuit simulations were performed using a balanced Pauli noise model. As we need to verify a nontrivial final state against the output from the derived logical state above, we used a full state simulator rather than stabilizer simulators such as Stim [33]. The circuit simulations were performed with $d$ rounds of stabilizer measurements followed by a final perfect round of measurements. Where the syndromes have changed, the series of measurements observed can be mapped to a correction operator and applied to correct back into the expected resultant state. Discarding states that have detectable errors will reduce the success probability of the protocol compared with a strategy that instead corrects errors that have been detected. For large code distances or particularly high physical error rates, this may not be a feasible strategy, although for the error rates and distances investigated in this paper, this is not the case.

Additionally, applying the error-correction operator can introduce further errors, so qualitatively, the fidelity can only decrease during this process. Hence, for all numerical data in this paper, any simulations where the syndromes change over multiple sweeps are discarded.

The unrotated surface code was used for the worked examples and for initial testing. However, the rotated surface code was subsequently chosen for numerical simulations, as the lower number of qubits allowed a statistically significant amount of data to be acquired (Fig. 4). Additionally, the numerical data presented in this paper were collected by reusing ancilla qubits for syndrome extraction. Since we are not constricted to nearest-neighbor architecture in classical simulations, this allows us to profile transversal injection up to distance 4 across different uniform physical error levels and differing single-/two-qubit error rates.

First, a transversal rotation of all data qubits is performed. Ancillary qubits perform CNOT operations on their nearest neighbors in the $X$ and $Z$ bases for the vertex and plaquette stabilizers, respectively. The ancillary qubits are measured, extracting the syndrome as is standard for the surface code (Fig. 5). The syndrome measurements and parameters of the transversal rotation are passed into Algorithm 2, where the state of our system is returned in an analytical form. The full state of our simulated system is yielded and compared with the result from Algorithm 2 to determine if a logical error has occurred.

Fidelity appeared to vary for different initial states, and a chosen state too close to a pole on the Bloch sphere would snap to that pole for a large portion of the trajectories. Hence, the number of unique non-Clifford logical states seems to increase proportionately to how far away an initial rotation is from the poles.

The relationship between physical error rate and logical rate are linearly proportional, as we approach physical error rates below $p = 0.01$ (Fig. 6). It appears that higher distance codes perform worse than lower distance codes, and the logical error rate always exceeds the physical error rate. Without a postselection strategy, numerical simulations can be done more efficiently at lower physical error rates.

For each distance and physical error rate, a second experiment was run where a postselection strategy was employed in an attempt to improve fidelity (Fig. 7). Postselection appears

FIG. 4. Qubit layout of the rotated surface code at distance 2.

FIG. 5. Circuit diagram of the rotated surface code at distance 2.
FIG. 6. Scaling of logical fidelity vs physical error rate. Fidelity is measured as the overlap between the simulated encoded state and the expected encoded state heralded by the stabilizer measurements of each run. $\theta_{\text{initial}} \approx 1.7728$, $\phi_{\text{initial}} \approx 3.3237$.

to yield improvements in fidelity by filtering out trajectories of simulated runs with a naïve, precomputed lookup table. For distance 2, this lookup table was only populated with the trivial syndrome, as it is the only one that results in non-Clifford states. Distance 4 with postselection appears to yield a significant improvement in fidelity, dropping below the physical error rate to roughly 0.39\(p\). All of the above experiments were benchmarked with nonuniform single-qubit error rates of \(p\), \(0.1p\), and \(0p\) with no measurable difference in fidelity.

To construct the lookup table used for an experiment, statistical analysis was done over a large number of simulations, and the trajectories were ranked according to their average fidelity. A budget of $\approx 20\%$ was allocated, and the top trajectories were selected until this budget was satisfied. An example for demonstration (not experimental data) is in Table I. Given these data, we would whitelist the top performing trajectories (000, 011, and 101) until our $\approx 20\%$ quota was satisfied.

VIII. CONSEQUENCES FOR ERROR-CORRECTED CIRCUIT COMPILATION

Transversal injection has the potential to reduce ancilla requirements and the amount of state distillation; however, it is not without its own drawbacks. Transversal injection provides us with non-Clifford, logically encoded states after the first round of stabilizers are applied. The first round of stabilizers themselves are not fault tolerant, and this round is susceptible to two-qubit correlated errors without a detection event. If these errors occur before the first stabilizer measurements are extracted, the initial state will be altered without detection events. Single-qubit errors on ancillary qubits are either detected in subsequent syndrome extractions or change the logical state in a way that is heralded by its measurement (i.e., once the initial Pauli frame of an encoded state is known, the encoded state is defined).

Current methods of magic state encoding similarly exhibit a linear scaling between the fidelity of the encoded state and physical error rate [30]. Generally, the fidelity of output states from transversal injection is worse until a postselection strategy is applied. Once postselection is applied on our distance

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>Fidelity</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>011</td>
<td>99.99</td>
<td>0.01</td>
</tr>
<tr>
<td>000</td>
<td>99.89</td>
<td>0.10</td>
</tr>
<tr>
<td>101</td>
<td>98.58</td>
<td>0.09</td>
</tr>
<tr>
<td>001</td>
<td>98.01</td>
<td>0.20</td>
</tr>
<tr>
<td>100</td>
<td>97.84</td>
<td>0.31</td>
</tr>
<tr>
<td>010</td>
<td>95.43</td>
<td>0.20</td>
</tr>
<tr>
<td>110</td>
<td>95.21</td>
<td>0.05</td>
</tr>
<tr>
<td>111</td>
<td>94.99</td>
<td>0.04</td>
</tr>
</tbody>
</table>
distance stabilizer measurements), resultant from transversal injection on a distance $d = 3$ unrotated code from the table above. Generated using QuTiP [32].

![Image](image.png)

**FIG. 8.** The 64 logical, single-qubit states (only trivial $X$-stabilizer measurements), resultant from transversal injection on a distance $d = 3$ unrotated code from the table above. Generated using QuTiP [32].

4 simulations, the logical error rate is comparable with the lower bound of other results, even at much larger distances. To achieve the same fidelity, transversal injection has a much smaller qubit footprint and only requires a moderate amount of postselection. Further analysis is needed to evaluate this protocol at distance 5 and higher to determine how fidelity scales beyond the results in this paper.

Transversal injection is intrinsically a probabilistic method for encoded state preparation, and while it is heralded, it is not something that is controllable. Consequently, when utilizing transversal injection as a method for realizing universality, special care must be taken when examining how to effectively compile error-corrected circuits.

While many states on the logical Bloch sphere are available using this technique, the number of possible stabilizer trajectories scales exponentially as a function of the number of qubits and hence code distance. In our preliminary analysis, the probability of a particular state being prepared becomes exponentially unlikely as the code distance is scaled. There are potential redundancies at higher distances, but so far, we have not identified any exploitable patterns.

This implies that, when a specific ancillary state is required for a teleported gate, it will need to be constructed through an effective random walk over the Bloch sphere. The exponential number of states on the Bloch sphere that is available implies that, rather than compiling to simply the non-Clifford $T$-gate in an error-corrected system, we should be able to compile to any $Z$- or $X$-axis rotation we want by producing random logical states and approximating the required ancillary state needed for a given $R_x(\theta)$ or $R_z(\theta)$. Transversal injection can be used to produce magic states which we can then distill to an arbitrary accuracy, although this is only a subset of the possible output states. Hence, there is motivation to research distillation methods that are effective on other non-Pauli states. This has clear implications for circuit-level compilation, as the Clifford + $T$ alphabet for a fault-tolerant compatible circuit will no longer be a constraint.

There are various techniques developed in the literature in approximating single-qubit gates via a random walk around SU(2) that can be exploited to find a systematic solution to the gate compilation issue [25], but this is relegated to further work.

While a direct resource comparison with a compiled algorithm using magic state distillation, such as Shor-2048 [15], will require a systematic solution to compiling arbitrary single-qubit logical rotations, there is a potential for reduced qubit requirements for any large-scale algorithm by utilizing this technique.

**IX. CONCLUSIONS**

We have presented a technique for achieving fault-tolerant universal quantum computation in a stabilizer code environment without changing any other operating assumption of the underlying code.

While we have presented this scheme in the context of the surface code, transversal injection will be possible using any stabilizer-based QEC code, and the algorithm detailed in this paper can be used to precompute resultant logical states, depending on the code structure and size.

Interesting further work includes understanding if this technique can be used for codes beyond stabilizer codes and how transversal injection can be used in fully compiled error-corrected algorithms. Incorporating transversal injection into fully compiled, large-scale circuits will allow us to rebenchmark algorithms such as Shor’s algorithm or error-corrected chemistry simulations to determine the exact resource savings over state-of-the-art compiled results.

It should be noted that the algorithms presented in this paper scale exponentially with the number of $Z$ stabilizers. Currently, we can compute explicit analytical forms for any stabilizer trajectory up to a $d = 8$ nonrotated surface code (consisting of $N = 113$ data qubits). This will be more than sufficient for any experimental demonstration in the near term. With further development and specialized hardware, higher distances will likely be possible to calculate.

However, we anticipate that a more efficient technique can be developed that allows for analytical forms to be calculated fast. This may not allow for all of the exponential number of trajectories to be precalculated, but if a single trajectory for an arbitrary distance can be calculated fast, then this will be sufficient for a just-in-time approach to be taken, where analytical forms for logical states are calculated at the time they are physically created in an error-corrected machine.

In this paper, we offer a potential solution to some of the overheads blocking the path to large-scale, error-corrected computation and provide another approach to circumvent the Eastin-Knill theorem, allowing for universal, error-corrected computation in an increasingly resource-efficient manner.
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APPENDIX A: WORKED EXAMPLE OF ALGORITHM 1

For example, in a distance $d = 2$ unrotated code (Fig. 1), we have a total of $N = 5$ physical qubits. The parity check matrix $M$ is a $5 \times 5$ matrix with rows representing the two $X$ stabilizers, two $Z$ stabilizers, and one logical operator of the distance two surface code:

$$M = \begin{pmatrix} 1 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 & 1 \\ 1 & 1 & 0 & 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (A1)

The initialization step will take us to the following state:

$$|\chi\rangle_{N}^{\otimes 5} = \sum_{n=0}^{2^{5}-1} \alpha^{N-n(n)} \beta^{R(n)} |n\rangle.$$  \hspace{1cm} (A2)

Let us work out the analytical equations for the trivial syndrome. Below is a partial state table of our initial state. Now we project onto $X$-type stabilizers $XXXII$ and then $IIXXX$ in the middle and right columns, respectively:

$$\begin{pmatrix} \langle 00000 | \\ \langle 00001 | \\ \langle 00010 | \\ \langle 00101 | \\ \langle 01100 | \\ \langle 01101 | \\ \langle 11101 | \\ \langle 11110 | \\ \langle 11111 | \\ \end{pmatrix} = \begin{pmatrix} \alpha^{5} & \alpha^{5} + \alpha^{2} \beta^{3} & \alpha^{5} + \alpha^{2} \beta^{3} + \alpha \beta^{4} \\ \alpha^{4} \beta & \alpha^{4} \beta + \alpha \beta^{4} \\ \alpha^{4} \beta^{2} & \alpha^{4} \beta^{2} + \beta^{5} \\ \alpha^{4} \beta & \alpha^{4} \beta + \alpha \beta^{4} \\ \alpha^{4} \beta^{2} & \alpha^{4} \beta^{2} + \beta^{5} \\ \alpha^{4} \beta & \alpha^{4} \beta + \alpha \beta^{4} \\ \alpha^{4} \beta^{2} & \alpha^{4} \beta^{2} + \beta^{5} \\ \alpha^{4} \beta & \alpha^{4} \beta + \alpha \beta^{4} \\ \alpha^{4} \beta^{2} & \alpha^{4} \beta^{2} + \beta^{5} \end{pmatrix} \begin{pmatrix} \alpha^{5} & \alpha^{5} + \alpha^{2} \beta^{3} + \alpha \beta^{4} \\ \alpha^{5} + \alpha^{2} \beta^{3} + \alpha \beta^{4} \\ \alpha^{5} + \alpha^{2} \beta^{3} + \alpha \beta^{4} \\ 2 \alpha^{3} \beta^{2} + \alpha \beta^{4} \\ 2 \alpha^{3} \beta^{2} + \alpha \beta^{4} \\ 2 \alpha^{3} \beta^{2} + \alpha \beta^{4} \\ 2 \alpha^{3} \beta^{2} + \alpha \beta^{4} \\ 2 \alpha^{3} \beta^{2} + \alpha \beta^{4} \end{pmatrix}.$$  \hspace{1cm} (A3)

When the $Z$-type stabilizers are measured, the terms that do not satisfy the parity check are now excluded from the state table. This gives us our resultant state:

$$\begin{pmatrix} \langle 00000 | \\ \langle 00111 | \\ \langle 01001 | \\ \langle 01110 | \\ \langle 11011 | \\ \langle 11101 | \\ \langle 11110 | \\ \langle 11111 | \end{pmatrix} = \begin{pmatrix} \alpha^{5} + 2 \alpha^{2} \beta^{3} + \alpha \beta^{4} \\ \alpha^{5} + 2 \alpha^{2} \beta^{3} + \alpha \beta^{4} \\ 2 \alpha^{3} \beta^{2} + \alpha \beta^{4} \\ 2 \alpha^{3} \beta^{2} + \alpha \beta^{4} \\ \alpha^{5} + 2 \alpha^{2} \beta^{3} + \alpha \beta^{4} \\ \alpha^{5} + 2 \alpha^{2} \beta^{3} + \alpha \beta^{4} \\ \alpha^{5} + 2 \alpha^{2} \beta^{3} + \alpha \beta^{4} \\ \alpha^{5} + 2 \alpha^{2} \beta^{3} + \alpha \beta^{4} \end{pmatrix}.$$  \hspace{1cm} (A4)

APPENDIX B: OPTIMIZATION OF ALGORITHM 1

We can provide this refinement to Algorithm 1 as detailed below.

In this more performant algorithm, the goal is to determine which eigenvalues commute with the $Z$ sector of our trajectory and project these onto the target $X$ sector. The original algorithm projects our initial state through the $X$ stabilizers, which has an exponential number of terms in $d$, and only a fraction contribute to our encoded logical state for a specific $Z$ trajectory. By working backwards, we only need to reverse engineer the terms that will commute with our $Z$ stabilizer measurements. The $Z$-trajectory search is done in the loop from lines 3 to 19. For each $Z$ stabilizer, we can search for the combinations of the bits $= Z$ that XOR to give the correct value for our target.

For example, consider a distance 2 unrotated surface code (Fig. 1) with $S$ data qubits and a target 0001. The two $Z$ stabilizers of the distance two surface code form the matrix below:

$$M = \begin{pmatrix} D_{1} & D_{2} & D_{3} & D_{4} & D_{5} \\ 1 & 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (B1)
we use 0 as the first index:

$$M_{aux} = \begin{pmatrix} 0 & 2 & 3 \\ 1 & 2 & 4 \end{pmatrix}. \quad (B2)$$

For the first Z stabilizer, we look up the first bit of $\hat{\Omega}$, which is 0. Consider all combinations of $\{0, 2, 3\}$ that are of length $[0, 2]$ or $\{0, 2\}$. We first iterate through each of $\{\ldots, 0, 2, 0, 3, 2, 3\}$ and set the bits of our initial trajectory $01$:

$$\hat{v}_i = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix}. \quad (B3)$$

For each subsequent Z stabilizer, we set $t$ equal to the $i$th bit of $\hat{\Omega}$. Depending on which values of $\{1, 2, 4\}$ have been set already, we create two subsets for the seen and unseen indices (i.e., $[2]$ and $[1, 4]$). For each result from the previous loop, we xor $t$ with the value of each bit at the seen indices. As in the first case, we iterate through all combinations of unseen bits $[1, 4]$ that are odd or even lengths depending on $t$. Again, we set the bits of the result at the indices—for each new combination, for each result from the previous loop. In our example below, $t$ will alternate between 0 and 1, as $z_2$ is our unseen, and as $t$ is initialized as 1 for the second bit, results will be flipped:

$$\begin{bmatrix} t & z_0 & z_1 & z_2 & z_3 & z_4 \end{bmatrix} \begin{bmatrix} \text{combinations} \end{bmatrix}$$

$$(B4)$$

Results: $$(B5)$$
For each row, we determine Hamming weight $j$ from the count of ones in $\hat{z}$. Note $j$ will remain the same during the next step even though the Hamming weight will change.

It should be noted that, after any loop in the algorithm, the intermediate results can be processed in parallel with no penalty in complexity aside from the negligible overhead of distributing the work. Using GPU acceleration, we have demonstrated sampling from the set of all trajectories with trivial $X$ syndromes for stabilizer codes with 113 data qubits ($d = 8$, unrotated).

If we are now to examine a nontrivial $X$ syndrome, an additional step is needed. For example, let us examine a target trajectory of 1001 where the first two bits are our $X$ stabilizer measurement outcomes. We now project the results from our last step over these values as below:

$$
\begin{bmatrix}
\hat{X}_1 \\
\hat{X}_2 \\
\hat{X}_3 \\
\hat{X}_4
\end{bmatrix}
= (B6)
$$

We determine $k$ from the parity of the first $d$ bits (our logical observable, row 5 of Eq. (B1)), and these values can be used to construct the analytical equations (prior to renormalization) for our target. Each term contributes $a^i b^j$ to the corresponding logical state, and we can collect them as below:

$$
\begin{bmatrix}
\hat{X}_1 \\
\hat{X}_2 \\
\hat{X}_3 \\
\hat{X}_4
\end{bmatrix}
= (B7)
$$

Due to the Pauli frame set by our stabilizer measurements, what we consider our logical state is a mix of the following
\[ |\Lambda\rangle = \left( \frac{\alpha_l}{\beta_l} \right) \]

\[ = \left( |00000\rangle + |01100\rangle - |11101\rangle - |11101\rangle \right) \]

\[ |\Lambda\rangle = \left( \alpha^2 \beta + \alpha^2 \beta^2 - \alpha^2 \beta^3 - \alpha^3 \beta^4 \right) \]

These additional steps for calculating for nontrivial X-stabilizer measurements are costly, and this classical algorithm is only feasible for code distances < 6.

APPENDIX C: FUNCTIONAL FORMS FOR \( d = 3 \) CODE

For \( N = 13 \) data qubits, there are a total of \( 2^{(13-1)/2} = 64 \) Z-stabilizer trajectories. Each of these trajectories is specified by the 6-bit, Z-parity vector, and each stabilizer trajectory results in a different logical state as a function of \( |\chi\rangle = (\alpha |0\rangle + |\beta| |1\rangle)^{\otimes N} \). These functional forms are not normalized.

When initializing a \( d = 3 \) planar surface code, the specific Pauli frame of the Z stabilizers that are determined after decoding allows you to calculate the actual logically encoded state:
\[
010010 = \left( \alpha^{12} + 2 \alpha^{10} \beta^3 + 8 \alpha^9 \beta^4 + 8 \alpha^8 \beta^5 + 8 \alpha^7 \beta^6 + 14 \alpha^6 \beta^7 + 16 \alpha^5 \beta^8 + 7 \alpha^4 \beta^9 \right)
\]
\[
010011 = \left( \alpha^{11} \beta^2 + 2 \alpha^{10} \beta^3 + 6 \alpha^9 \beta^4 + 4 \alpha^8 \beta^5 + 12 \alpha^7 \beta^6 + 14 \alpha^6 \beta^7 + 10 \alpha^5 \beta^8 + 6 \alpha^4 \beta^9 + 3 \alpha^3 \beta^{10} \right)
\]
\[
010010 = \left( 2 \alpha^{11} \beta^2 + 2 \alpha^{10} \beta^3 + 4 \alpha^9 \beta^4 + 10 \alpha^8 \beta^5 + 12 \alpha^7 \beta^6 + 14 \alpha^6 \beta^7 + 10 \alpha^5 \beta^8 + 6 \alpha^4 \beta^9 + 3 \alpha^3 \beta^{10} \right)
\]
\[
010010 = \left( 2 \alpha^{11} \beta^2 + 2 \alpha^{10} \beta^3 + 4 \alpha^9 \beta^4 + 10 \alpha^8 \beta^5 + 12 \alpha^7 \beta^6 + 14 \alpha^6 \beta^7 + 12 \alpha^5 \beta^8 + 6 \alpha^4 \beta^9 + 2 \alpha^3 \beta^{10} \right)
\]
\[
010010 = \left( 2 \alpha^{11} \beta^2 + 2 \alpha^{10} \beta^3 + 6 \alpha^9 \beta^4 + 10 \alpha^8 \beta^5 + 12 \alpha^7 \beta^6 + 14 \alpha^6 \beta^7 + 10 \alpha^5 \beta^8 + 6 \alpha^4 \beta^9 + 3 \alpha^3 \beta^{10} \right)
\]
\[
010010 = \left( 4 \alpha^{10} \beta^3 + 6 \alpha^9 \beta^4 + 8 \alpha^8 \beta^5 + 14 \alpha^7 \beta^6 + 18 \alpha^6 \beta^7 + 10 \alpha^5 \beta^8 + 2 \alpha^4 \beta^9 + 2 \alpha^3 \beta^{10} \right)
\]
\[
010010 = \left( 4 \alpha^{10} \beta^3 + 6 \alpha^9 \beta^4 + 8 \alpha^8 \beta^5 + 14 \alpha^7 \beta^6 + 18 \alpha^6 \beta^7 + 10 \alpha^5 \beta^8 + 2 \alpha^4 \beta^9 + 2 \alpha^3 \beta^{10} \right)
\]
\[
010010 = \left( 4 \alpha^{10} \beta^3 + 6 \alpha^9 \beta^4 + 8 \alpha^8 \beta^5 + 14 \alpha^7 \beta^6 + 18 \alpha^6 \beta^7 + 10 \alpha^5 \beta^8 + 2 \alpha^4 \beta^9 + 2 \alpha^3 \beta^{10} \right)
\]
\[
010010 = \left( 4 \alpha^{10} \beta^3 + 6 \alpha^9 \beta^4 + 8 \alpha^8 \beta^5 + 14 \alpha^7 \beta^6 + 18 \alpha^6 \beta^7 + 10 \alpha^5 \beta^8 + 2 \alpha^4 \beta^9 + 2 \alpha^3 \beta^{10} \right)
\]
\[
010010 = \left( 4 \alpha^{10} \beta^3 + 6 \alpha^9 \beta^4 + 8 \alpha^8 \beta^5 + 14 \alpha^7 \beta^6 + 18 \alpha^6 \beta^7 + 10 \alpha^5 \beta^8 + 2 \alpha^4 \beta^9 + 2 \alpha^3 \beta^{10} \right)
\]
\[
010010 = \left( 4 \alpha^{10} \beta^3 + 6 \alpha^9 \beta^4 + 8 \alpha^8 \beta^5 + 14 \alpha^7 \beta^6 + 18 \alpha^6 \beta^7 + 10 \alpha^5 \beta^8 + 2 \alpha^4 \beta^9 + 2 \alpha^3 \beta^{10} \right)
\]
\[
10^01 = \left( 3a^{10}b^3 + 6a^9b^4 + 10a^8b^5 + 14a^7b^6 + 12a^6b^7 + 10a^5b^8 + 6a^4b^9 + 2a^3b^{10} + 2a^2b^{11} \right)
\]

\[
10^10 = \left( 2a^{10}b^3 + 10a^9b^3 + 10a^8b^3 + 6a^7b^6 + 14a^6b^7 + 10a^5b^8 + 4a^4b^9 + a^3b^{10} + a^2b^{11} + a\beta^{12} \right)
\]

\[
10^11 = \left( 4a^{10}b^3 + 6a^9b^4 + 8a^8b^5 + 14a^7b^6 + 12a^6b^7 + 10a^5b^8 + 8a^4b^9 + 2a^3b^{10} + a^2b^{11} + a\beta^{12} \right)
\]

\[
10^11 = \left( 3a^{10}b^3 + 6a^9b^4 + 10a^8b^5 + 14a^7b^6 + 12a^6b^7 + 10a^5b^8 + 6a^4b^9 + 2a^3b^{10} + a^2b^{11} + \alpha^{10}b^{11} \right)
\]

\[
10^01 = \left( a^{11}b^2 + 6a^9b^4 + 16a^8b^5 + 12a^7b^6 + 10a^6b^7 + 8a^5b^8 + 4a^4b^9 + 3a^3b^{10} \right)
\]

\[
10^10 = \left( 2a^{10}b^3 + 4a^9b^4 + 11a^8b^5 + 20a^7b^6 + 14a^6b^7 + 4a^5b^8 + 4a^4b^9 + 2a^3b^{10} + a^2b^{11} + a\beta^{12} \right)
\]

\[
10^11 = \left( 4a^{10}b^3 + 6a^9b^4 + 8a^8b^5 + 12a^7b^6 + 10a^6b^7 + 8a^5b^8 + 4a^4b^9 + 2a^3b^{10} + a^2b^{11} + a\beta^{12} \right)
\]

\[
10^00 = \left( a^{12}b^2 + 2a^{10}b^3 + 4a^9b^4 + 8a^8b^5 + 14a^7b^6 + 14a^6b^7 + 7a^5b^8 + a^4b^9 + a^3b^{10} \right)
\]

\[
10^01 = \left( 3a^{10}b^3 + 6a^9b^4 + 10a^8b^5 + 12a^7b^6 + 10a^6b^7 + 8a^5b^8 + 6a^4b^9 + \alpha^3b^{11} + a^2b^{12} \right)
\]

\[
10^11 = \left( a^{11}b^2 + 2a^{10}b^3 + 6a^9b^4 + 10a^8b^5 + 12a^7b^6 + 10a^6b^7 + 8a^5b^8 + 6a^4b^9 + \alpha^3b^{11} \right)
\]

\[
10^00 = \left( 2a^{11}b^2 + 4a^{10}b^3 + 6a^9b^4 + 10a^8b^5 + 12a^7b^6 + 10a^6b^7 + 8a^5b^8 + 6a^4b^9 + a^3b^{11} + \alpha^2b^{12} \right)
\]

\[
10^01 = \left( a^{12}b^2 + 2a^{10}b^3 + 4a^9b^4 + 8a^8b^5 + 14a^7b^6 + 14a^6b^7 + 7a^5b^8 + a^4b^9 + a^3b^{10} \right)
\]

\[
10^00 = \left( 3a^{10}b^3 + 6a^9b^4 + 10a^8b^5 + 12a^7b^6 + 10a^6b^7 + 8a^5b^8 + 6a^4b^9 + \alpha^3b^{11} + a^2b^{12} \right)
\]

\[
10^11 = \left( 4a^{10}b^3 + 6a^9b^4 + 8a^8b^5 + 12a^7b^6 + 10a^6b^7 + 8a^5b^8 + 4a^4b^9 + 2a^3b^{10} + a^2b^{11} + a\beta^{12} \right)
\]

\[
10^00 = \left( 2a^{11}b^2 + 2a^{10}b^3 + 4a^9b^4 + 10a^8b^5 + 12a^7b^6 + 10a^6b^7 + 8a^5b^8 + 6a^4b^9 + a^3b^{10} + \alpha^2b^{11} \right)
\]

\[
10^11 = \left( 3a^{10}b^3 + 6a^9b^4 + 10a^8b^5 + 14a^7b^6 + 12a^6b^7 + 10a^5b^8 + 6a^4b^9 + 2a^3b^{10} + a^2b^{11} \right)
\]

\[
10^00 = \left( 4a^{10}b^3 + 6a^9b^4 + 8a^8b^5 + 12a^7b^6 + 10a^6b^7 + 8a^5b^8 + 4a^4b^9 + 2a^3b^{10} + a^2b^{11} \right)
\]
APPENDIX D: SPECIFIC STATES PRODUCED VIA TRANSVERSAL INJECTION

In this section, we give an example of a specific solution for each of the expressions in Eq. (C1), for the \( d = 3 \) codes where an \([A]\) state, suitable to implement the T-gate exists, for an initial state, written in polar form, \((|\chi\rangle)^{\otimes 3} = [\cos(\frac{\theta}{2})|0\rangle + e^{i\phi} \sin(\frac{\theta}{2})|1\rangle]^{\otimes 3}\), where \((\theta = 2.4458056319781, \phi = 1.3616970885685595)\) (Table II). It should be noted that this solution is not unique.

The trivial \( X \) and \( Z \) trajectories corresponding to the binary vectors 010011 and 010110 produce the state \((|0\rangle_L + e^{-i\pi/4}|1\rangle_L)/\sqrt{2}\), while the \( Z \) trajectories corresponding to the binary vectors 011010 and 110010 produce the state \((|0\rangle_L + e^{i\pi/4}|1\rangle_L)/\sqrt{2}\). Both of these states can be used to realize a logical T-gate. All 64 states produced for a \( d = 3 \) code with the input above are illustrated in Fig. 8.

It is the focus of future work to investigate the states produced by transversal injection and how these states can be utilized even though their preparation is probabilistic but heralded.

[19] C. Gidney and A. G. Fowler, Efficient magic state factories for a catalyzed \(|CCZ\rangle\) to \(|2T\rangle\) transformation, Quantum 3, 135 (2019).
[22] Multiple studies have numerically derived the precise scaling, including constant factors for a required logical error rate in the planar surface code as a function of additional hardware constraints, more precise physical error models, and overall physical error rate [21].