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Alternative types of artificial cooling techniques are of large interest for multiple applications. Here, we develop a framework for studying the role of electro-optical coupling in the analysis of solid-state refrigerators based on electroluminescent cooling (ELC) by combining device measurements with optical simulations. The studied device consists of a light-emitting diode (LED) epitaxially connected to a photodetector (PD) in a double-diode structure (DDS). Previous results of the DDS have indicated that the LED side already operates at conditions corresponding to ELC, but Ohmic losses and imperfect photodetection of the LED light in the PD have prevented observing the effect directly. Here, to break down the detection losses of the DDS, we report on the electro-optical response of the LED and the PD in detail, as well as the role of the spectral coupling from the LED to the PD. We present a detailed framework for combining measurements and simulations of the DDS to gain quantitative insight of the electro-optical response of the LED and PD, as well as the coupling between them, including the analysis of effects that are not directly accessible by standard measurements. The developed approach allows identifying the different photodetection loss mechanisms from the current-voltage and electroluminescence measurements and thereby gives guidance for designs toward a direct demonstration of ELC at practically relevant cooling powers. Somewhat surprisingly, the results show that an imperfect spectral absorption efficiency of the PD, in addition to its below unity quantum efficiency, are together required to explain the previously observed low photodetection efficiency of the DDS even for several microns thick PD structures. In comparison, the LED top mirror introduces only a minuscule drop in photodetection efficiency. Put in plain numbers, our analysis reveals that in the current DDS designs, there is headroom by 14% in the spectral matching between the LED and the PD, 5% in the charge collection efficiency of the PD, and 4% in the efficiency at which photons emitted from the LED reach the PD.
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I. INTRODUCTION

Light-emitting diodes (LEDs) have revolutionized general lighting during the last decade, and overall, they represent one of the core enabling technologies behind the rapidly growing field of photonics [1–3]. However, not only are LEDs efficient light emitters, but they can be more broadly seen as thermodynamic engines capable of near-reversible conversion between electrical, thermal, and optical energy [4]. Accordingly, an LED generally feeds on both electrical and thermal energy while emitting light, giving rise to the possibility of electroluminescent cooling (ELC). The physics behind ELC has been postulated already decades ago [5–8], but demonstrations of it at a practical level are still in the making.

The basic principle of ELC starts from boosting the thermal radiation of a semiconductor through an externally applied bias voltage, giving rise to a nonzero photon chemical potential in the semiconductor [9]. This allows amplifying the thermal band-to-band light emission exponentially. Meanwhile, using a bias voltage smaller than the band-gap energy ensures that the average electrical energy of the injected electron-hole pairs is lower than the average energy of the emitted photons. In practice, this means that between injection and recombination events, the electron-hole pairs gain extra energy by thermalizing to the lattice temperature through phonon absorption. Once the external quantum efficiency (EQE) of light emission is high, most of the recombination events end up generating photons that remove heat out of the device. ELC shares most of its basic physics with laser cooling [10–12], but perhaps the largest practical difference is that in ELC, the average energy of the input quanta (e-h pairs) may be considerably lower than the band-gap energy. This allows much
more leeway in the required EQE of the emission as compared to laser cooling. ELC can also be regarded as a subfield of the much broader research area concerning the thermodynamics of light in solids and related applications [13–22], where thermophotovoltaics is perhaps the most well-known topic [18–22].

It is clear that a practical demonstration of ELC would have inherent scientific value, as it would showcase a fundamental physical effect postulated already decades ago. But perhaps even more importantly, such a successful demonstration would also naturally present the question of whether ELC could have added value on top of other cooling technologies available today. Shortly comparing its potential with only the two most dominant ones, ELC could first of all outperform thermoelectric coolers in efficiency [23], as well as extend the attainable temperatures towards the high-Τ superconductor regime [4]. Even as compared to the ubiquitous mechanical heat pumps, ELC could match their efficiency and additionally enable getting rid of all the moving parts.

To date, ELC has been indirectly observed only at extremely small cooling powers [24]. The concept has also been demonstrated to thermally enhance the efficiency of visible LEDs [25], and the closely related phenomenon of negative luminescence cooling has also been directly observed in near-field coupled nanocalorimetric experiments [17]. Therefore, one can say that the field is now calling for an irrefutable demonstration of cooling at typical LED operating regimes on the order of W/cm² in cooling power density in mm-scale devices. To this end, our previous work has introduced a prototype structure known as a double-diode structure (DDS), integrating an LED and a photodetector (PD) as a single semiconductor device. In the DDS, we (1) inject electrical current to the LED to generate light and (2) detect absorption of the generated photons as photocurrent in the PD. These studies indicate that optical cooling takes place already locally inside the device, once the effect of losses taking place outside the active region of the LED is accounted for [26]. Thus, it appears that what prevents the actual cooling from being directly observed is a combination of different factors, including inner and outer electrical resistances, current crowding, and optical losses. The contribution of all of these factors should be quantified separately to lead the way towards direct demonstration of ELC, e.g., by developing optically invisible thermal insulators in the form of vacuum nanogaps between the emitter and absorber elements of the DDS [4].

In this paper, we study and analyze in detail the electro-optical coupling taking place between the LED and the PD in the DDS to lay ground for more direct demonstration and technical applications of the ELC effect. Our study reveals which processes limit the performance and enables a design approach for future improvements for the DDS. We present a detailed framework for combining measurements and simulations of the DDS to gain quantitative understanding of the electro-optical response of the LED and PD, as well as the coupling between them, including the analysis of effects that are not directly accessible by standard measurements. In a broader sense, our framework should be straightforward to adapt also for the analysis of the coupling and losses in other closely related, emerging photonic power conversion devices, such as laser power converters [27,28].

In our analysis approach, the photodetection efficiency in the DDS is split into three multiplicative efficiencies as \( \xi = \eta_{\text{optical}} \eta_{\text{matching}} \eta_{\text{CCE}} \). Here, \( \eta_{\text{optical}} \) is the efficiency at which the photons generated by the LED are transported to the PD, \( \eta_{\text{matching}} \) represents the spectral matching (efficiency) between the PD and LED to absorb the transported light and convert it into electron-hole pairs, and \( \eta_{\text{CCE}} \) is the charge collection efficiency of the PD, that is, the efficiency at which the PD collects the photogenerated electron-hole pairs to generate the photocurrent. To extract these three factors, we use a combination of electrical and optical measurements and simulations.

The paper is organized as follows. In Sec. II A, we introduce the three DDSs that we study, in Sec. II B we present the measurements and simulation methods used for analyzing the electro-optical coupling in the DDS, in Sec. III we show the results from the analysis, in Sec. IV we discuss the implication of our results on achieving ELC, and in Sec. V we conclude and summarize the main findings of our study.

II. METHODS

A. DDS samples

Three DDSs based on 1-mm-diameter circular mesas are studied (Fig. 1 and Table I). The main difference between the three DDSs is the type of PD, as well as the presence (HJ-1), or lack thereof (HJ-2, DHJ-1), of an omnidirectional reflector (ODR) on the top side of the LED. The devices have three separate 20-nm-thick GaAs contact layers—one top contact above the LED, one middle contact between the LED and the PD, and one bottom contact under the PD. These three contacts allow separate electrical access to the LED and PD in the electrical characterization of the DDS [see Fig. 1(a) for a schematic of electrical contacting]. A listing of all the device layers is given in Ref. [29].

All three DDSs have a similar LED region with a nominally undoped 300-nm-thick GaAs active region surrounded by larger band-gap (Ga, In)P barriers, in a double heterojunction (DHJ) configuration. Two of the samples, called HJ-1 and HJ-2, have a homojunction, \( n-p \) type GaAs PD, with HJ-1 grown by molecular beam epitaxy (MBE), similarly as in Ref. [26], and HJ-2 with metalorganic vapor-phase epitaxy (MOVPE). The third sample, called DHJ-1, is MOVPE grown and has a DHJ GaAs PD.
FIG. 1. (a) Cross section and top view of the DDS with a 360-nm SiNx ODR layer (sample HJ-1); (b) the DDS without SiNx (samples HJ-2 and DHJ-1). The corresponding PD-only devices obtained during the same processing procedure are illustrated in (c) for HJ-1 with 360 nm homogeneous SiNx coating and in (d) for HJ-2 and DHJ-1.

The growth details for the MOVPE samples are given in Ref. [30]. HJ-2 and DHJ-1 have a continuous GaAs top contact. In contrast, 93% of the HJ-1 surface is covered by a 360-nm-thick SiNx ODR with the remaining 7% covered by the GaAs top contact. All three DDS structures have a Au/Zn contacting layer furthest on the top side of the LED.

In order to study the optical response of the PD separately, a dedicated mask design is used during the processing to define, through etching of the LED layers, PD-only mesas next to the full DDS mesas. For HJ-1, the PD is similarly as the ODR in the full DDS, coated with a SiNx layer [see Fig. 1(c) for the schematic of the PD-only device with the ODR and Fig. 1(d) for the PD-only device without the ODR].

### B. Characterization of DDS response

In the analysis, we use a combination of measurements and optics simulations as summarized in Table IV in Appendix A. With this framework, the electrical response of the system is extracted from measurements. For the optics simulations, we need as input the refractive index and thickness of the constituent layers. This is in contrast to full electro-optical simulations [31,32], where we need several additional input and fitting parameters related to the electrical properties of each constituent layer [such as doping concentration, electron and hole mobility, recombination parameters (for example interface, non-radiative, Auger and radiative recombination), band gap, and band alignment at interfaces].

1. **Electrical characteristics: I-V, CQE, LED IQE, and PCE**

The electrical characteristics of the DDS are measured using a three-probe arrangement, illustrated in Fig. 1(a), with a Keithley SMU to apply a bias $U_1$ to the LED and keeping the PD in short-circuit condition ($U_2 = 0$). When the injection current is above 10 $\mu$A, the measurements are performed at a low duty cycle with injection pulses not longer than 5.5 ms spaced 2 s apart to limit the risk of possible Ohmic heating degradation of the DDS due to series resistances at high current injection level. Thus, we measure the current $I_1$ injected into the LED, which gives rise to emission of light and the related current $I_2$ photogenerated in the PD after absorption of (a fraction of) those photons. The coupling quantum efficiency, directly measurable as $\eta_{CQE} = I_2/I_1$, defines the efficiency of the double diode structure in converting the LED current $I_1$ to the photogenerated current $I_2$ in the PD [26]. The internal quantum efficiency (IQE) of the LED, $\eta_{LED}$ is the probability that an electrically injected electron-hole pair gives rise to an emitted photon [26]. In the framework of the DDS, it can therefore be expressed as $\eta_{LED} = \eta_{CQE}/\xi$.

The power conversion efficiency for the ELC is defined as $\eta_{PCE} = \eta_{LED} \times (E_{ph}/qU)$ with $U$ being the internal bias voltage of the LED (typically, $U < U_1$ due to external resistances as well as internal spreading resistances) [26].

### TABLE I. Summary of the main differences between the three DDSs used in this study.

<table>
<thead>
<tr>
<th>Sample</th>
<th>PD type</th>
<th>SiNx ODR on top of LED</th>
<th>Fabrication method</th>
</tr>
</thead>
<tbody>
<tr>
<td>HJ-1</td>
<td>Homojunction</td>
<td>Yes</td>
<td>MBE</td>
</tr>
<tr>
<td>HJ-2</td>
<td>Homojunction</td>
<td>No</td>
<td>MOVPE</td>
</tr>
<tr>
<td>DHJ-1</td>
<td>Double hetero-junction</td>
<td>No</td>
<td>MOVPE</td>
</tr>
</tbody>
</table>
The internal EL spectrum of the LED in the DDS in terms of surrounding the active region of the LED), $\Phi_{\text{EL}}(\lambda, \theta)$ is the internal EL spectrum of the LED in the DDS in terms of number of photons/(m$^2$ s nm), $\chi_{\text{optical}}(\lambda, \theta)$ is the optical coupling from the LED to the PD, $\chi_{\text{PD}}(\lambda, \theta)$ is the IQE of the PD in the DDS, that is, the LED cooling regime.

2. Electroluminescence (EL) of the LED

The (external) EL spectrum $\Phi_{\text{EL}}(\lambda)$ of the LED as a function of the photon wavelength $\lambda$ is measured in the same setup as used for the $I$-$V$ characterization, with two probes, biasing the LED with a constant 1 mA current and measuring the spectrum of the light emitted through the side of the LED mesa with a fiber spectrometer (Ocean Optics FLAME-S-XR1-ES). This value of 1 mA for the current gives a good signal-to-noise ratio, without exhibiting heating effects in the spectral shape, which show up at higher constant LED current level. We acknowledge that the EL spectra measured through the LED side could, in principle, differ from the spectrum internally emitted by the LED due to wavelength-dependent parasitic absorption before outcoupling at the side of the mesa. However, we find good agreement between measured and modeled EL spectra, indicating that the measurement of the EL through the side of the sample does not strongly distort the spectral shape of the EL (see Fig. S2 within the Supplemental Material [34]).

3. EQE of PD-only devices

To elucidate how well the PD performs, $\eta_{\text{PD}}^{\text{EQE}}(\lambda)$, the external quantum efficiency (EQE) of the PD-only devices, is measured at normal incidence in an industrial EQE setup (Solar Cell Spectral Response/QE/IPCE Measurement System Model QEX7 from PV Measurements, Inc. — referred to as QEX7 below); see Ref. [35] for additional technical details of the EQE measurements. $\eta_{\text{PD}}^{\text{EQE}}(\lambda)$ is the fraction of incident photons at wavelength $\lambda$ converted to photocurrent by the PD. An angle-dependent assessment of the PD EQE would, in principle, be of interest since in the actual DDS, the LED populates all internal propagation angles. However, such EQE measurements are not straightforward since with external illumination at a planar interface between air and GaAs, we have access only to internal angles less than 20° from normal incidence due to the high refractive index of GaAs.

4. Reflectance

We measure the reflectance $R(\lambda)$ of the PD-only devices to eliminate in our analysis the external reflection loss, which does not exist between the LED and the PD in the DDS layout. Reflectance of the PD-only devices is measured with a FilmTek 200 M setup with a $5 \times$ objective (NA = 0.15, corresponding to 9° half-cone angle) and an approximately equal to 50 µm spot size. Since the FilmTek setup collects light only within this cone of approximately equal to 9° from normal, possible presence of diffuse scattering and reflectance is investigated with total reflectance measurements in an integrating sphere [36], focusing onto the sample with a supercontinuum light source, with a maximum wavelength of 845 nm as limited by its tunable filter (see Sec. S5 within the Supplemental Material [37] for details).

5. Coupling from LED to PD

To study in detail the coupling from the LED to the PD in the DDS, we express the CQE as $\eta_{\text{CQE}} = \xi \times \eta_{\text{LED}}$. As in our previous study, we express the photodetection efficiency as $\xi = I_2/I_{\text{rad}}$ with $I_{\text{rad}}$ being the radiative recombination current of the LED [26]. Of note, $\xi$ cannot be obtained directly from a measurement of CQE since also $\eta_{\text{LED}}$ is unknown, and therefore, previously, we used an ABC-type recombination model to extract $I_{\text{rad}}$. As discussed in the introduction, to gain further understanding of the limiting factors of $\xi$, here we introduce an analysis of $\xi$ through three multiplicative factors as $\xi = \eta_{\text{optical}} \eta_{\text{matching}} \eta_{\text{CCE}}$, as detailed below (see also Table IV in Appendix A for a summary of the quantities involved in the analysis).

We write $\xi$ in terms of a wavelength and propagation angle integration of the coupling between the LED and the PD:

$$\xi = \frac{\sum_{\text{TE-TM}} \int \chi_{\text{PD}}(\lambda, \theta) \chi_{\text{optical}}(\lambda, \theta) \Phi_{\text{LED}}(\lambda, \theta) d\lambda d\theta}{\sum_{\text{TE-TM}} \int \Phi_{\text{LED}}(\lambda, \theta) d\lambda d\theta}$$

$$= \frac{\sum_{\text{TE-TM}} \int \Phi_{\text{LED-on-PD}}(\lambda, \theta) d\lambda d\theta}{\sum_{\text{TE-TM}} \int \Phi_{\text{LED}}(\lambda, \theta) d\lambda d\theta} \frac{\sum_{\text{TE-TM}} \int \chi_{\text{PD}}(\lambda, \theta) \Phi_{\text{LED-on-PD}}(\lambda, \theta) d\lambda d\theta}{\eta_{\text{CCE}} \sum_{\text{TE-TM}} \int \Phi_{\text{LED-on-PD}}(\lambda, \theta) d\lambda d\theta} \eta_{\text{CCE}} = \eta_{\text{optical}} \eta_{\text{matching}} \eta_{\text{CCE}}. \quad (1)$$

Here, $\theta$ is the propagation angle (in the (Ga, In)P layers surrounding the active region of the LED), $\Phi_{\text{LED}}(\lambda, \theta)$ is the internal EL spectrum of the LED in the DDS in terms of
in the DDS to give rise to a charge carrier in the PD current from an incident photon entering the active region of the PD, and \( \eta_{\text{CCE}} \) is the charge-collection efficiency (CCE) of the PD, that is, the probability that a photogenerated electron-hole pair in the PD gives rise to a charge carrier in the external current. \( \Phi_{\text{LED}} \), \( \chi_{\text{optical}} \), and \( \chi_{\text{PD}} \) show dependence of the polarization state of light, chosen as TE and TM polarization here [38], and in Eq. (1), we perform summing of both polarization states. With this notation \( \Phi_{\text{LED-on-PD}}(\lambda, \theta) = \chi_{\text{optical}}(\lambda, \theta) \Phi_{\text{LED}}(\lambda, \theta) \) in Eq. (1) is then the spectrum incident on the PD (which is also TE-TM dependent).

In Eq. (1),

\[
\eta_{\text{optical}} = \frac{\int_{\theta} \int_{\lambda} \Phi_{\text{LED-on-PD}}(\lambda, \theta) d\lambda d\theta}{\int_{\theta} \int_{\lambda} \Phi_{\text{LED}}(\lambda, \theta) d\lambda d\theta}
\]  

(2)

is the efficiency at which photons emitted from the LED reach the active region of the PD, and

\[
\eta_{\text{matching}} = \frac{\int_{\theta} \int_{\lambda} \chi_{\text{PD}}(\lambda, \theta) \Phi_{\text{LED-on-PD}}(\lambda, \theta) d\lambda d\theta}{\eta_{\text{CCE}} \int_{\theta} \int_{\lambda} \Phi_{\text{LED-on-PD}}(\lambda, \theta) d\lambda d\theta}
\]

(3)

is the efficiency, relative to \( \eta_{\text{CCE}} \), at which the PD converts to photocurrent the photons reaching it from the LED. That is, \( \eta_{\text{matching}} \) is the spectral matching efficiency of the PD.

6. Optics simulations

The details of the internal optical coupling in the DDS, in terms of \( \chi_{\text{optical}}(\lambda, \theta) \), that is, how well light reaches the PD from the LED, are not readily measurable. From optics simulations, with the thickness of the varying layers in the DDS, together with the refractive indexes of the constituent materials of each layer [39–47], we can, however, obtain the reflection, transmission, and absorption in the varying layers as a function of wavelength, propagation angle, and polarization state. For these simulations, we use a one-dimensional version of the Fourier modal method (FMM) [48], which thus gives equivalent results as the one-dimensional rigorous coupled-wave analysis (RCWA) or the transfer matrix method (TMM) (see Sec. S6.1 within the Supplemental Material [49] for details of the FMM simulations).

To allow an easy-to-apply analysis, we develop for this study an approximate, iterative method to model the emission from the LED in the optical DDS stack, that is, to calculate \( \chi_{\text{optical}}(\lambda, \theta) \) and \( \Phi_{\text{LED-on-PD}}(\lambda, \theta) \) (see Sec. S6.2 within the Supplemental Material [50] for details). We divide the DDS into two subsystems, one above the LED and one below the LED. We include with the above FMM the interference effects of the emitted light through the layers of each subsystem, with a noncoherent coupling between the top and the bottom side. This approximate coupling is motivated by the fact that the backreflection from the PD toward the LED tends to be weak. In contrast, this approach is not applicable, for example, for a case where the DDS consists of a resonant cavity with an additional mirror placed below the PD—there, optical cavity modes would set up inside the DDS due to the interference effects through the whole DDS, and a more tedious, coherent optics simulation, e.g., Refs. [38,51], of the full DDS stack is required.

III. RESULTS AND DATA ANALYSIS

A. Electrical measurements: I–V data

The results from the I–V measurements are shown in Fig. 2(a) as a function of the external voltage on the LED and in Fig. 2(b) as a function of LED internal bias as explained below. Figure 2(c) shows the corresponding CQE, which reaches a peak value of approximately equal to 70%, similar as in Ref. [26], where the drop from a value of 1 is largely accredited to optical losses within the DDS. In Ref. [26], it was indicated that the CQE is mostly limited by optical photodetection losses, which we investigate in more detail below.

While the maximum applied bias \( U_1 \), as seen in Fig. 2(a), exceeds 3 V, the internal bias \( U \) across the LED does not exceed the GaAs band-gap bias (1.42 V), when taking into account the voltage drop across the measurement setup’s external resistance, which is on the order of several ohms. Figure 2(b) shows the same I–V curve but now as a function of \( U \), with \( U \) extracted from the PD current \( I_2 \) by considering that it is directly (linearly) proportional to the radiative recombination current of the LED, and thus can be expressed as \( I_2 = I_{\alpha} \times \exp(qU/kT) \). Here, \( I_{\alpha} \) is assumed to be a constant prefactor. At low enough applied biases, the voltage drop due to external resistance is negligible and \( U \approx U_1 \), from which \( I_2 \) as a function of \( U_1 \) can be used to estimate \( I_{\alpha} \). This \( I_{\alpha} \) can in turn be used to establish a correspondence between \( I_2 \), \( U \), and \( U_1 \) (see Ref. [26] for more details on this method).

It is worth noticing that the CQE of HJ-1, the MBE grown sample, seems to be much lower at low currents, but rises steeply at high currents to even overtake the CQE of HJ-2 and DHJ-1, which are grown using MOVPE [see Fig. 2(c)]—the maximum CQE value is \( \eta_{\text{CQE}} = 0.707 \), 0.655, and 0.686 for HJ-1, HJ-2, and DHJ-1, respectively. Such CQE behavior with increasing current indicates differences in the MBE and MOVPE grown structures since HJ-1 and HJ-2 have nearly identical structure, other than the presence of the ODR in HJ-1. It is likely that HJ-1 has a higher defect density or more intrinsic active region, possibly originating from differing growth technique as well as conditions in every individual reactor rather than the exact type of reactor. Higher defect density could result in high...
losses at low currents, but the defect recombination centers could fill up at high current level, thus saturating the losses.

B. Optical measurements: PD EQE, PD R, PD IQE, PD CCE, and LED EL

Figure 3(a) shows the measured EQE, $\eta_{\text{PD}}^{\text{EQE}}(\lambda)$, as well as the reflectance $R$ of the PD-only devices together with $\Phi_{\text{EL}}(\lambda)$, the EL spectrum of the LED. To assess the efficiency of the PD for the DDS configuration where the external reflection does not show up, we correct for the reflection loss in the EQE measurements. Therefore, Fig. 3(b) shows the reflectance-corrected EQE, $\eta_{\text{PD}}(\lambda) = (\eta_{\text{PD}}^{\text{EQE}}(\lambda))/(1 - R(\lambda))$, which coincides with the definition of the (wavelength-dependent) IQE of a conventional (non-DDS) PD. From Fig. 3(b), we estimate the maximum value for the PD IQE for HJ-1, HJ-2, and DHJ-1 to $\eta_{\text{PD,max}} =$ 86%, 84%, and 93%, respectively.

Furthermore, we see from Fig. 3(b) that $\eta_{\text{PD}}(\lambda)$ drops rapidly at $\lambda \approx 870$ nm, while the EL spectrum peaks there, as expected due to the room-temperature band gap of approximately 1.42 eV of GaAs [33], which corresponds to a wavelength of approximately 870 nm. Due to the use of the same band-gap material for the LED and PD, the long-wavelength tail of $\Phi_{\text{EL}}(\lambda)$ extends into the region where $\eta_{\text{PD}}(\lambda)$ drops rapidly. It clearly leads to the issue of imperfect absorption of the LED light by the PD. Such spectral mismatch should show up as a drop in $\eta_{\text{mismatch}}$—this fact is analyzed in more detail below in Sec. III D.

In Fig. 3(a), we see a difference in the measured reflectance between HJ-2 and DHJ-1, despite them having a very similar structure [which also results in a very similar modeled reflectance as seen in Fig. S7(b) within the Supplemental Material [52]]. HJ-2 shows a clearly lower measured reflectance than DHJ-1. This can be explained by the fact that the HJ-2 PD-only sample has been used for another experiment where an Al layer was deposited on the surface and later etched away, resulting in increased surface roughness. In order to assess whether this reduction in reflectance is a scattering effect or an antireflection effect, we measure the reflectance spectra with the integrating sphere (see Fig. S4 within the Supplemental Material [53] for the spectra), which confirms the measured reflectance with the FilmTek setup of all samples within the accuracy of ±1% (absolute) of the integrating sphere measurements. Hence, the induced surface roughness on the HJ-2 PD-only sample only gives rise to an antireflection effect, and the reflectance measured by the FilmTek setup can be used for correcting the EQE spectra, as performed for Fig. 3(b).

To estimate the CCE, we simulate the absorption of externally incident light in the active region of the PD and compare it to the measured EQE. This analysis indicates a CCE of $\eta_{\text{CCE}} =$ 90%, 88%, and 95% for HJ-1, HJ-2, and DHJ-1, respectively (see Sec. S7 within the Supplemental Material for details). We use these values for $\eta_{\text{CCE}}$ in Eqs. (1) and (3) in the below analysis.

C. Coupling from LED toward PD

Above, we obtain $\eta_{\text{PD}}(\lambda)$, $\eta_{\text{CCE}}$, and $\Phi_{\text{EL}}(\lambda)$. However, for analysis of the coupling of radiation from the LED to the PD, in terms of the photodetection efficiency $\xi$ in Eq. (1), we need knowledge also of $\chi_{\text{optical}}(\lambda, \theta)$, the coupling of light from the LED to the PD inside the DDS, for which we use modeling.

More specifically, for the calculation of both $\eta_{\text{optical}}$ and $\eta_{\text{mismatch}}$ in Eqs. (2) and (3), we need knowledge of $\Phi_{\text{LED-on-PD}}(\lambda, \theta) = \chi_{\text{optical}}(\lambda, \theta) \Phi_{\text{EL}}(\lambda, \theta)$. For this analysis, we assume isotropic emission for the internal EL, which results in an angle dependence given by $\sin(\theta)\cos(\theta)$ [55] [the $\cos(\theta)$ term originates from the projection of the intensity flowing through the transverse plane of the DDS and the $\sin(\theta)$ term from the solid-angle dependence]. Furthermore, we assume that the inherent emission in the LED is not polarization dependent. We approximate the inherent emission of the LED by the externally measured EL spectrum $\Phi_{\text{EL}}(\lambda)$. Thus, we use below $\Phi_{\text{LED}}(\lambda, \theta) = \Phi_{\text{EL}}(\lambda, \theta)\sin(\theta)\cos(\theta)$ to estimate the emission into a direction forming an angle $\theta$ with direct
incidence. We use optics simulations with FMM for calculating $\chi_{\text{optical}}(\lambda,\theta)$ and $\Phi_{\text{LED-on-PD}}(\lambda,\theta)$, including their dependence on the polarization state (see Sec. II B 6 above).

The resulting coupling from the LED to the PD, $\eta_{\text{optical}}$ in Eq. (2), and the accompanying absorption losses are summarized in Table II for the three DDSs. The samples without ODRs, that is, HJ-2 and DHJ-1, show $\eta_{\text{optical}} \approx 91\%$, mainly limited by absorption of 8% in the top mirror. By moving to the ODR design in HJ-1, with 93% of the top surface covered by the ODR and remaining 7% by similar GaAs top contact as in HJ-2 and DHJ-1, $\eta_{\text{optical}}$ increases to approximately equal to 96%, mainly thanks to a decrease in the absorption in the top mirror, but partly also thanks to a decrease in the absorption in the top GaAs contact layer from approximately equal to 1% to less than 0.1%. Thus, it appears that the optical coupling from the LED to the PD is at a rather high level in the ODR device. We note here that a strong angular dependence is seen in HJ-1 where the loss to the Au mirror drops rapidly for angles beyond 35° (see Figs. S6–S8 within the Supplemental Material [56]), which is the critical angle between the (Ga,In)P layer and the SiN layer in the ODR.

**D. Spectral matching of PD to LED spectrum**

For calculating $\eta_{\text{matching}}$ in Eq. (3), we use for $\chi_{\text{PD}}(\lambda,\theta)$ the measured $\eta_{\text{PD}}(\lambda)$ for each of the three samples (and correct it through modeling for the minor <1% absorption in the middle GaAs contact layer), the $\eta_{\text{CCE}}$ extracted from the PD EQE measurements, and $\Phi_{\text{LED-on-PD}}(\lambda,\theta)$, the spectrum reaching the PD, which is obtained from the simulations performed in Sec. III C. We obtain for HJ-1, HJ-2, and DHJ-1, respectively, $\eta_{\text{matching}}=0.845, 0.824$, and 0.861. Thus, the HJ and DHJ PDs give rather similar spectral matching to the EL spectrum. This is expected since (1) the EL spectrum, even after the optical losses during coupling to the PD, is centered close to the band-gap wavelength (see Fig. S5 within the Supplemental Material [57]), (2) the DHJ PD shows a more boxlike EQE, with high values almost directly below the band-gap wavelength and low values almost directly above the band-gap wavelength, while (3) the HJ PDs, on the other hand, show a smoother transition around the band-gap wavelength, losing some of the shorter wavelength photons in detection, but gaining some longer wavelength photons in compensation.

**1. Power dependence of PD EQE**

The above PD EQE measurements with QEX7 are performed at low excitation power (approximately equal to 0.3 $\mu$W) resulting in low photocurrents (approximately equal to 0.1 mA). However, as seen in Fig. 2(b), the CQE of our device peaks at much higher currents (approximately equal to 80–240 mA depending on the device). Therefore, we address the power dependence of the PD EQE using a home-made setup based on a supercontinuum laser allowing higher powers to be reached (Fig. 4); see Ref. [35] for technical details of these EQE measurements.

**TABLE II.** Simulated efficiency at which light reaches from the LED to the PD for HJ-1, HJ-2, and DHJ-1 together with the three absorption losses present.

<table>
<thead>
<tr>
<th></th>
<th>$\eta_{\text{optical}}$</th>
<th>Absorption in AuZn mirror</th>
<th>Absorption in top $p$GaAs</th>
<th>Absorption in middle $n$GaAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>HJ-1 (with ODR)</td>
<td>0.963</td>
<td>0.030</td>
<td>0.001</td>
<td>0.007</td>
</tr>
<tr>
<td>HJ-2 (no ODR)</td>
<td>0.909</td>
<td>0.079</td>
<td>0.011</td>
<td>0.006</td>
</tr>
<tr>
<td>DHJ (no ODR)</td>
<td>0.910</td>
<td>0.079</td>
<td>0.011</td>
<td>0.006</td>
</tr>
</tbody>
</table>
over the range considered in Fig. 4. Therefore, we assign the increase in \( \eta_{\text{PD-max}} \) of HJ-1 and HJ-2 to an increase in their CCE. We might be observing saturation of interface recombination around the active region in the HJ PDs with increasing power of the incident light, that is, increasing photogeneration rate [58]. With the above 7% (rel.) increase for HJ-1 and HJ-2 assigned to the CCE, we end up with \( \eta_{\text{CCE}} = 96\% \), 94\%, and 95\% for HJ-1, HJ-2, and DHJ-1, respectively.

![Graph](image)

**FIG. 4.** EQE dependence on the current photogenerated by the PD with varied power of the incident light at 844.5-nm wavelength, which is the longest wavelength accessible in the home-built supercontinuum-laser-based EQE setup and close to the EL emission peak wavelength at approximately 870 nm. Note that the CQE peak in Fig. 2(c) occurs at a current of approximately equal to 80–240 mA depending on device, while the EQE characterization in Figs. 2(a) and 2(b) is performed at a current of approximately equal to 0.1 \( \mu \text{A} \).

In Fig. 4, HJ-1 and HJ-2 show an increase by approximately 7\% (rel.) in PD EQE with increasing power of the incident light, while DHJ-1 does not show any significant change over the measured nearly 5 orders of magnitude in power increase. Note that the power dependence is shown for up to 2 mA in photocurrent, limited by the available laser power, which is still some 40–120 times lower than the peak CQE current. However, HJ-1 shows a tendency toward saturation in EQE already at that 2 mA in Fig. 4, which makes us believe that the 7\% (rel.) EQE increase for the HJ PDs is a good approximation for the value at the CQE peak. Thus, we expect \( \eta_{\text{PD-max}} \) of HJ-1 and HJ-2 to increase by 7\% (rel.) compared to the values extracted above with QEX-7. The above 7\% relative increase for HJ-1 and HJ-2 brings their \( \eta_{\text{PD-max}} \) to 0.92 and 0.90, respectively, comparable to the power independent \( \eta_{\text{PD-max}} \) of 0.93 for the DHJ PD.

We expect that the optical properties of the materials in the PDs are rather independent of the illumination intensity.

**IV. DISCUSSION OF OPTICAL COUPLING AND ITS EFFECT TOWARD ACHIEVING ELC**

The main extracted values are summarized in Table III. For the IQE of the LED, we obtain for the three samples values in the range of 0.90–0.93. The lower value for the MBE-grown sample corresponds well with the observations made in Fig. 2 with possibly higher defect density. However, such an estimate for the LED IQE should be taken with caution due to the multiple steps and approximations, combining varying measurements and modeling, in the analysis. All three devices show PCE > 1, indicating that internal cooling of the LED is already present in the devices (see Fig. S8 within the Supplemental Material [59]). In this paper’s context, however, the more useful (and reliable) information relates to the coupling of radiation from the LED to the PD, in terms of the photodetection efficiency \( \xi \), and breaking it down to its constituents \( \eta_{\text{optical}}, \eta_{\text{matching}}, \) and \( \eta_{\text{CE}} \) [see also Eq. (1)].

In this way, we identify three main aspects for improvement in the photodetection efficiency \( \xi \) in the DDS: (1) The ODR structure increases the optical coupling from the LED to the PD, that is, \( \eta_{\text{optical}} \), by approximately 5% (absolute)—see Table III. However, the current ODR design still leaves space for further 4% (absolute) improvement in \( \eta_{\text{optical}} \). These losses occur predominantly in the AuZn mirror. Therefore, a more dedicated ODR design could further boost \( \xi \). (2) We find in \( \eta_{\text{CE}} \) room for improvement by approximately equal to 5% (absolute), which calls for a more dedicated electrical design of the PD. (3) There is an approximately equal to 14% boost awaiting with optimization of \( \eta_{\text{matching}} \), which is limited by the transmission loss through the PD in the vicinity of the bandgap of the GaAs active region of the PD.

**TABLE III.** Summary of the efficiencies for each studied device. The reported \( \eta_{\text{CCE}} \), and consecutively also the \( \xi = \eta_{\text{optical}}/\eta_{\text{matching}}/\eta_{\text{CCE}} \), includes for HJ-1 and HJ-2 the 7\% relative increase found in Fig. 4 at high illumination power. The IQE of the LED is extracted as \( \eta_{\text{LED}} = \eta_{\text{CCE}}/\xi \), and for details of \( \eta_{\text{PCE}} \), the PCE of the ELC, see Fig. S8 within the Supplemental Material [59]. The confidence in the reported values is the highest in the columns further to the left.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Peak ( \eta_{\text{CQE}} )</th>
<th>( \eta_{\text{CCE}} )</th>
<th>( \eta_{\text{optical}} )</th>
<th>( \eta_{\text{matching}} )</th>
<th>( \xi )</th>
<th>( \eta_{\text{LED}} )</th>
<th>Peak ( \eta_{\text{PCE}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HJ-1</td>
<td>0.707</td>
<td>0.96</td>
<td>0.962</td>
<td>0.845</td>
<td>0.78</td>
<td>0.90</td>
<td>1.04</td>
</tr>
<tr>
<td>HJ-2</td>
<td>0.655</td>
<td>0.94</td>
<td>0.909</td>
<td>0.824</td>
<td>0.70</td>
<td>0.93</td>
<td>1.02</td>
</tr>
<tr>
<td>DHJ-1</td>
<td>0.686</td>
<td>0.95</td>
<td>0.910</td>
<td>0.861</td>
<td>0.74</td>
<td>0.93</td>
<td>1.02</td>
</tr>
</tbody>
</table>
V. CONCLUSION

We study the coupling of emitted light from the LED to the PD in the DDS with a combination of measurements and optics simulations. The performance of the PD is assessed by measuring the EQE of dedicated PD-only devices, correcting for measured external reflection losses. Furthermore, we measure the external EL of the LED to approximate the internal emission spectrum. However, the transport of light from the LED to the PD is not readily measurable, and we turn to optics simulations. The simulation of the coupling of internal emission from the active region in the LED toward the PD is performed with an iterative approach, developed for this study.

Our analysis approach allows decomposition of the internal coupling in the DDS to three multiplicative efficiency factors: $\eta_{\text{optical}}$, $\eta_{\text{matching}}$, and $\eta_{\text{CCE}}$. The analysis revealed that the largest room for improvement, with 14% (absolute), lies in $\eta_{\text{CCE}}$, which is the efficiency (normalized to $\eta_{\text{CCE}}$) at which the PD manages to take advantage of the spectral incident on it from the LED. This large drop in efficiency occurs due to the transmission losses through the PD when using a GaAs PD for a GaAs LED. We note that in a DDS device that efficiently cools the LED through ELC, with thermal insulation to the PD, this efficiency ought to increase due to the relative blueshift of the LED emission to the region of high IQE of the PD. Alternatively, we offer as a solution band-gap-tuning by materials choice for the LED and/or PD to give rise to such a relative spectral shift between them. The second largest room for improvement, with 5% (absolute) lies in $\eta_{\text{CCE}}$. To boost $\eta_{\text{CCE}}$, a careful optimization of the electrical design of the PD is needed. Finally, when an ODR is used at the top side of the LED, there is still 4% (absolute) room for improvement in $\eta_{\text{optical}}$, the efficiency at which the emission from the LED reaches the PD. Here, we recommend an even more dedicated ODR design to boost $\eta_{\text{optical}}$.
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APPENDIX A: QUANTITIES USED IN THE ANALYSIS

A list of the quantities used in the analysis is given in Table IV.
<table>
<thead>
<tr>
<th>Quantity</th>
<th>Expression</th>
<th>Extraction</th>
<th>Defined in Sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELC PCE</td>
<td>$\eta_{\text{PCE}} = \frac{\eta_{\text{CQE}} \cdot \xi \cdot \epsilon_{\text{ph}}}{U}$</td>
<td>From $\eta_{\text{CQE}}$, $\xi$, and $U$</td>
<td>II B 1</td>
</tr>
<tr>
<td>Internal voltage bias of LED</td>
<td>$U$</td>
<td>From $I$-$V$ measurements</td>
<td>II B 1</td>
</tr>
<tr>
<td>LED IQE</td>
<td>$\eta_{\text{LED}} = \frac{\eta_{\text{PCE}}}{\xi}$</td>
<td>From $\eta_{\text{CQE}}$ and $\xi$</td>
<td>II B 1</td>
</tr>
<tr>
<td>Coupling quantum efficiency</td>
<td>$\eta_{\text{CQE}} = \frac{I_2}{I_1}$</td>
<td>From $I_2$, measured current from PD, and $I_1$, measured current to LED</td>
<td>II B 1</td>
</tr>
<tr>
<td>Photodetection efficiency in DDS</td>
<td>$\xi = \eta_{\text{optical}} \cdot \eta_{\text{matching}} \cdot \eta_{\text{CCE}}$</td>
<td>From $\eta_{\text{optical}}$, $\eta_{\text{matching}}$, and $\eta_{\text{CCE}}$</td>
<td>II B 5</td>
</tr>
<tr>
<td>Efficiency at which photons emitted from the LED reach the PD</td>
<td>$\eta_{\text{optical}}$</td>
<td>From $\chi_{\text{PD}}$ and $\Phi_{\text{LED-on-PD}}$</td>
<td>II B 5</td>
</tr>
<tr>
<td>Spectral matching efficiency of the PD (relative to incident LED light)</td>
<td>$\eta_{\text{matching}}$</td>
<td>From $\xi_{\text{PD}}$ and $\Phi_{\text{LED-on-PD}}$</td>
<td>II B 5</td>
</tr>
<tr>
<td>CCE of PD</td>
<td>$\eta_{\text{CCE}}$</td>
<td>From $\eta_{\text{PD}}^{\text{EQE}}(\lambda)$ with optics simulations</td>
<td>II B 5</td>
</tr>
<tr>
<td>PD IQE in DDS</td>
<td>$\chi_{\text{PD}}(\lambda, \theta)$</td>
<td>From $\eta_{\text{PD}}$, with correction from optics simulations for minor, $&lt;0.5%$, absorption in the middle GaAs layer.</td>
<td>II B 5</td>
</tr>
<tr>
<td>Optical coupling from LED to PD in DDS</td>
<td>$\chi_{\text{optical}}(\lambda, \theta)$</td>
<td>From optics simulations</td>
<td>II B 5</td>
</tr>
<tr>
<td>Internal EL spectrum of the LED in the DDS</td>
<td>$\Phi_{\text{LED}}(\lambda, \theta)$</td>
<td>Estimated from $\Phi_{\text{EL}}$</td>
<td>II B 5</td>
</tr>
<tr>
<td>Spectrum incident on the PD in the DDS</td>
<td>$\Phi_{\text{LED-on-PD}}(\lambda, \theta) = \chi_{\text{optical}}(\lambda, \theta) \cdot \Phi_{\text{LED}}(\lambda, \theta)$</td>
<td>From $\chi_{\text{optical}}$ and $\Phi_{\text{LED}}$</td>
<td>II B 5</td>
</tr>
<tr>
<td>External EL spectrum of LED</td>
<td>$\Phi_{\text{EL}}(\lambda)$</td>
<td>Measured</td>
<td>II B 2</td>
</tr>
<tr>
<td>EQE of PD-only devices</td>
<td>$\eta_{\text{PD}}^{\text{EQE}}(\lambda)$</td>
<td>Measured</td>
<td>II B 3</td>
</tr>
<tr>
<td>Reflectance of PD-only devices</td>
<td>$R(\lambda)$</td>
<td>Measured</td>
<td>II B 4</td>
</tr>
<tr>
<td>IQE of PD-only devices</td>
<td>$\eta_{\text{PD}}(\lambda) = \frac{\eta_{\text{PD}}^{\text{EQE}}(\lambda)}{[1 - R(\lambda)]}$</td>
<td>From $\eta_{\text{PD}}^{\text{EQE}}$ and $R$</td>
<td>III B</td>
</tr>
</tbody>
</table>


