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A computationally lightweight safe learning algorithm

Dominik Baumann1,2, Krzysztof Kowalczyk3, Koen Tiels4, and Pawe l Wachel3

Abstract— Safety is an essential asset when learning
control policies for physical systems, as violating safety
constraints during training can lead to expensive hard-
ware damage. In response to this need, the field of safe
learning has emerged with algorithms that can provide
probabilistic safety guarantees without knowledge of
the underlying system dynamics. Those algorithms
often rely on Gaussian process inference. Unfortu-
nately, Gaussian process inference scales cubically
with the number of data points, limiting applicability
to high-dimensional and embedded systems. In this
paper, we propose a safe learning algorithm that
provides probabilistic safety guarantees but leverages
the Nadaraya-Watson estimator instead of Gaussian
processes. For the Nadaraya-Watson estimator, we
can reach logarithmic scaling with the number of
data points. We provide theoretical guarantees for the
estimates, embed them into a safe learning algorithm,
and show numerical experiments on a simulated seven-
degrees-of-freedom robot manipulator.

I. Introduction
Data-driven or learning-based control approaches have

seen tremendous successes over the last years [1], [2].
Nevertheless, many popular machine algorithms, in par-
ticular those based on deep reinforcement learning, are
challenging to apply to physical systems. One major short-
coming is the lack of theoretical guarantees, especially
during exploration. Thus, deep reinforcement learning
algorithms may violate safety constraints when applied
to physical systems, potentially damaging the system and
endangering the surroundings. The field of safe learning
addresses this challenge. Based on varying degrees of
assumed knowledge about the system dynamics, safe
learning algorithms seek to learn (sub)optimal policies
for dynamical systems while ensuring or encouraging
safety [3].

In this paper, we focus on a class of algorithms that
ensure safety during exploration with high probability
while assuming that the concrete system dynamics are
unknown. In exchange for the guarantees, the algorithms
assume that a safe initial policy is known – otherwise,
the algorithm would have no possibility to start the
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exploration safely – and a certain degree of regularity of
the (unknown) functions that represent the constraints.
A popular algorithm of this class is SafeOpt [4], [5].
Starting from the safe initial policy, SafeOpt carefully
explores the policy space while only exploring policies
that can be classified with high probability as safe given
the regularity assumptions. In particular, SafeOpt uses
Gaussian processes (GPs) [6] to model the constraint
functions. While GPs are a powerful tool for function
estimation, they are also a bottleneck of the approach: GP
inference scales cubically with the number of data points.
This scaling property limits the applicability of such
algorithms for many emerging applications. For instance,
if we want mobile robots that autonomously learn control
policies, learning algorithms must be implemented on
embedded devices with limited computing resources.
Furthermore, even when extensive computing resources
are available, cubic scaling properties limit the potential
to scale to high-dimensional systems.

To address this problem, we propose CoLSafe, a com-
putationally lightweight safe algorithm that adopts the
main characteristics of SafeOpt but uses the Nadaraya-
Watson estimator [7], [8] instead of GPs to approximate
the constraints. The Nadaraya-Watson estimator scales
logarithmically with the number of data points [9]. We
show that we can derive similar safety guarantees as for
SafeOpt and compare both algorithms in numerical
simulations of a robot arm.
Contributions. In this paper, we

• propose CoLSafe, a novel safe learning algorithm
based on SafeOpt with significantly lower compu-
tational complexity;

• derive probabilistic safety guarantees;
• evaluate the algorithm in numerical experiments.

Related work. For a general introduction to and
overview of the safe learning literature, we refer the
reader to [3]. Here, we focus on methods that provide
probabilistic safety guarantees without knowledge or
explicit learning of the system dynamics. Starting from
SafeOpt [4], [5], various algorithms have been proposed
that, for instance, try to enable global exploration [10],
[11], make the algorithm more adaptive [12], or increase
the effectiveness of the exploration strategy [13]. All these
variations have in common that they rely on GP inference.
The limited scalability has also been addressed [14], [15].
Here, improvements in scalability are mainly connected
to better handling the discretization of the parameter
space required by the standard SafeOpt algorithm, and
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the algorithms still rely on GP inference. Thus, all of
them could be combined with the estimator and bounds
we propose in this work, lowering their computational
complexity. The Nadaraya-Watson estimator has been
leveraged in prior control-related works, for instance, in
system identification [16]–[19]. Nevertheless, we are not
aware of any prior work leveraging the Nadaraya-Watson
estimator for safe learning.

II. Problem setting
We consider a dynamical system

dx(t) = z(x(t), u(t)) dt

with state space x(t) ∈ X ⊆ Rn and input u(t) ∈ Rm. For
this system, we want to learn a policy π, parametrized
by policy parameters a ∈ A ⊆ Rd that determines the
control input u(t) given the current system state x(t).
The quality of the policy is evaluated by an unknown
reward function f : A → R. In general, we can solve
these kinds of problems through reinforcement learning.
However, this would also mean that during exploration,
we would allow for arbitrary actions which might lead
to the violation of safety constraints. We define safety
in the form of constraint functions gi : A → R that
should always be above zero, with i ∈ Ig = {1, . . . , q}.
For instance, a constraint could be the distance of a
robot to an obstacle. We can then write the constrained
optimization problem as

max
a∈A

f(a) subject to gi(a) ≥ 0 for all i ∈ Ig. (1)

Solving (1) without knowledge about the system dynamics
and reward and constraint functions is generally unfea-
sible. Thus, we need to make some assumptions. First,
without any prior knowledge, we have no chance to choose
parameters a for a first experiment for which we can be
certain that they are safe. Thus, we assume that we have
an initial set of safe parameters.

Assumption 1: A set S0 ⊂ A of safe parameters is
known. That is, for all parameters a in S0 we have gi(a) ≥
0 for all i ∈ Ig and S0 ̸= ∅.
In robotics, for instance, we often have simulation models
available. As these models cannot perfectly capture the
real world, they are insufficient to solve (1). However,
they may provide us with a safe initial parametrization.
Generally, the set of initial parameters can have arbitrarily
bad performance regarding the reward. Thus, if we
imagine a robot manipulator that shall reach a target
without colliding with an obstacle, a trivial set of safe
parameters would barely move the arm from its initial
position. While this would not solve the task, it would
be sufficient as a starting point for our exploration.

Ultimately, we want to estimate f and gi from data.
Thus, we require some measurements from both after we
do experiments.

Assumption 2: After each experiment, we receive mea-
surements f̂(a) = f(a) + ω0 and ĝi(a) = gi(a) + ωi for all

i ∈ Ig, where ωi, with i ∈ {0, . . . , q}, are independent and
identically distributed σ-sub-Gaussian random variables.
Lastly, we require a regularity assumption about the
functions f and gi.

Assumption 3: The functions f and gi, for all i ∈ Ig,
are Lipschitz-continuous with known Lipschitz constant
L < ∞.
Assuming Lipschitz-continuity is relatively common in
control and the safe learning literature. Some approaches
get around assuming to know the Lipschitz constant.
However, they often require knowledge of an upper bound
of the norm of f and gi in a reproducing kernel Hilbert
space instead. We argue that having an upper bound
on the Lipschitz constant is more intuitive. Generally,
the Lipschitz constant can also be approximated from
data [20].

Note that we clearly could assume individual Lipschitz
constants Li. However, for simplicity, we assume a com-
mon Lipschitz constant L, which would be the maximum
of the individual Li.

III. Safe learning algorithm
CoLSafe mainly follows the structure of the popular

SafeOpt algorithm but replaces the GPs used to model
reward and constraint functions with the Nadaraya-
Watson estimator. In the following section, we show that
this estimator can provide similar guarantees as [5] showed
for GPs. Then, we embed the estimates in the overall
algorithm.

A. Nadaraya-Watson estimator
At every iteration, we receive noisy measurements

of the reward and constraint functions. From these
measurements, we seek to estimate the reward function
f and the constraint functions gi using the Nadaraya-
Watson estimator. For notational convenience, let us
introduce a selector function

h(a, i) :=
{

f(a) if i = 0
gi(a) if i ∈ Ig,

(2)

and the set I = {0} ∪ Ig. Then, we can get estimates of
h at iteration n,

µn(a′, i) :=
n∑

t=1

Kλ(a′, at)
κn(a′) ĥt(a, i), (3)

where

κn(a′) :=
n∑

t=1
Kλ(a′, at),

Kλ(a, a′) := 1
cK

K

(
∥a − a′∥

λ

)
,

K(·) is the kernel function, λ the bandwidth parameter,
cK a constant, and ĥt(a, i) the measurements at iteration
t. The kernel function needs to meet the following
assumption.



Assumption 4: The kernel K : Rd → R is positive
definite and bounded such that for any v ∈ Rd and some
cK < ∞, 0 ≤ K(v) ≤ cK, and K(v) = 0 for all ∥v∥ > 1.
The computation time of the Nadaraya-Watson estimator
scales with O(n) with the number of data points for a
naive implementation and with O(log(n)d) if we allow for
some pre-processing [9, Thm. 4]. Thus, it is significantly
more efficient than using GPs whose computation time
scales with O(n3).

Nevertheless, we require theoretical worst-case bounds
if we seek to leverage the estimate (3) for safe learning.
Errors in (3) stem from trying to estimate an unknown
function from finitely many data points and the measure-
ment noise defined in Assumption 2. We start by deriving
bounds induced by the noise. The following lemma is a
slight variation of [21, Lem. 1].

Lemma 1: Let {vt : t ∈ N} be a bounded stochastic
process and {ωt : t ∈ N} be an i.i.d. sub-Gaussian
stochastic process, i.e., there exists a σ > 0 such that, for
any γ ∈ R, and any t ∈ N

E[exp(γωt)] ≤ exp
(

γ2σ2

2

)
. (4)

For any η ∈ R, define

ωn(η) := exp
(

n∑
t=1

ηωtvt

σ
− 1

2η2v2
t

)
.

Then, E[ωn(η)] ≤ 1.
Proof: Let

Dt := exp
(

ηωtvt

σ
− 1

2η2v2
t

)
.

Clearly, wn = D1D2 . . . Dn. Note, that

E[Dt | vt] = E

[
exp
(

ηωtvt

σ

)
exp
( 1

2 v2
t η2
) ∣∣∣∣∣ vt

]

=
E
[
exp
(

ηωtvt

σ

)
| vt

]
exp
( 1

2 v2
t η2
) .

Hence, due to (4),

E[Dt | vt] ≤
exp
(

( ηvt
σ )2

σ2

2

)
exp
( 1

2 v2
t η2
) = 1.

Next, for every n ∈ N,

E[ωn(η) | vn] = E[D1 . . . Dn−1Dn | vn]
= D1 . . . Dn−1 E[Dn | vn] ≤ ωn−1(η).

Therefore,

E[ωn(η)] = E[E[ωn(η) | vn]]
≤ E[ωn−1] ≤ . . . ≤ E[ω1(η)]
= E[E[D1 | v1]] ≤ 1,

which completes the proof.

With this result, we can now derive bounds for the
summation of noise terms as in (3). The following result
is a variation of [21, Thm. 3].

Lemma 2: Consider vt and ωt as in Lemma 1. Further,
let Sn :=

∑n
t=1 vtωt and Vn :=

∑n
t=1 v2

t . Then, for any
n ∈ N and 0 < δ < 1, with probability at least 1 − δ,

|Sn| ≤
√

2σ2 log(δ−1
√

1 + Vn)(1 + Vn).
Proof: Without loss of generality, let σ = 1. For any

η ∈ R, let

ωn(η) := exp
(

ηSn − 1
2η2Vn

)
.

From Lemma 1, we note that for any η ∈ R, E[ωn(η)] ≤ 1.
Let now H be a N (0, 1) random variable, independent of
all other variables. Clearly, E[ωn(H) | H] ≤ 1. Define

ωn := E[ωn(H) | vt, ωt : t ∈ N].

Then, E[ωn] ≤ 1 since E[ωn] = E[E[ωn(H) | vt, ωt : t ∈
N]] = E[ωn(H)] = E[E[ωn(H) | H]] ≤ 1. We can also
express ωn directly as

ωn = 1√
2π

∫
exp
(

ηSn − 1
2η2Vn

)
exp
(

−η2

2

)
dη

= 1√
2π

∫
exp
(

−1
2(Vn + 1)η2 + Snη

)
dη,

which further gives

ωn = 1√
2π

∫
exp

−1
2

(
η − 1

1+Vn
Sn

)2

(1 + Vn)−1

 exp
(

1
2

S2
n

1 + Vn

)

= 1√
1 + Vn

exp
(

1
2

S2
n

1 + Vn

)∫ √
1 + Vn√

2π

exp

−1
2

(
η − 1

1+Vn
Sn

(1 + Vn)− 1
2

)2
dη

= 1√
1 + Vn

exp
(

1
2

S2
n

1 + Vn

)
.

Therefore, P[δωn ≥ 1] equals

P
[

δ√
1 + Vn

exp
(

1
2

S2
n

1 + Vn

)
≥ 1
]

=P
[
exp
(

1
2

S2
n

1 + Vn

)
≥

√
1 + Vn

δ

]
=P
[

S2
n

1 + Vn
≥ 2 log

(√
1 + Vn

δ

)]
=P
[
S2

n ≥ 2 log
(√

1 + Vn

δ

)
(1 + Vn)

]
.

Recall now that E[ωn] ≤ 1. Hence, due to Markov’s
inequality, we have

P[δωn ≥ 1] ≤ δ E[ωn] ≤ δ,

which completes the proof.
With this, we can provide the required bounds (cf. [22]).



Lemma 3: Under Assumptions 2–4, we have, for all
n ≥ 0, a′ ∈ A, and all i ∈ I, with probability at least
1 − δ,

|h(a′, i) − µn(a′, i)| < βn(a′, i),

where
βn(a′, i) := Lλ + 2σ

αn(a′, δ)
κn(a′) ,

and

αn(a′, δ) :=


√

log
(√

2
δ

)
, if κn(a′) ≤ 1√

κn(a′) log
(√

1+κn(a′)
δ

)
, if κn(a′) > 1.

Proof: Due to Assumption 4, we have 1
cK

K(·) ≤ 1.
Hence, without loss of generality, we assume in the fol-
lowing that Kλ is bounded by 1. Following Assumption 2,
we further have (cf. [23])∣∣∣∣∣

n∑
t=1

Kλ(a′, at)ĥt(a, i)
κn(a′) ĥt(a, i) − h(a′, i)

∣∣∣∣∣
≤

n∑
t=1

θt|h(at, i) − h(a′, i)| +

∣∣∣∣∣
n∑

t=1
θtωt

∣∣∣∣∣,
(5)

where θt := Kλ(a′,at)
κn(a′) and ωt the measurement noise at

iteration t. Note, that
∑n

t=1 θt = 1. Due to Assumption 4,
if Kλ(a′, at) > 0, then ∥a′−at∥

λ ≤ 1. Therefore, if
Kλ(a′, at) > 0, cf. Assumption 3,

|h(at, i) − h(a′, i)| ≤ L∥a′ − at∥ ≤ Lλ,

and since the weights θt sum to 1,
n∑

t=1
θt|h(at, i) − h(a′, i)| ≤ Lλ.

Finally, for the noise term in (5), observe that∣∣∣∣∣
n∑

t=1
θtωt

∣∣∣∣∣ = 1
κn(a′)

∣∣∣∣∣
n∑

t=1
Kλ(a′, at)ωt

∣∣∣∣∣.
According to Lemma 2, this term is upper bounded, with
probability 1 − δ, by

1
κn(a′)σ×√√√√√2 log

δ−1

√√√√1 +
n∑

t=1
K2

λ(a′, at)

(1 +
n∑

t=1
K2

λ(a′, at)
)

.

Furthermore, since Kλ(a′, at) ≤ 1 (cf. Assumption 4), we
obtain

1
κn(a′)

∣∣∣∣∣
n∑

t=1
Kλ(a′, at)ωt

∣∣∣∣∣
≤σ

√
2 log(δ−1

√
1 + κn(a′))

√
1 + κn(a′)
κn(a′) .

Observe next that, if κn(a′) > 1,√
1 + κn(a′)
κn(a′) <

√
2κn(a′)
κn(a′) =

√
2√

κn(a′)
.

Therefore, with probability at least 1 − δ, for κn(a′) > 1,

1
κn(a′)

∣∣∣∣∣
n∑

t=1
Kλ(a′, at)ωt

∣∣∣∣∣
≤ 2σ

κn(a′)

√
κn(a′) log(δ−1

√
1 + κn(a′),

whereas for 0 < κn(a′) ≤ 1,

1
κn(a′)

∣∣∣∣∣
n∑

t=1
Kλ(a′, at)ωt

∣∣∣∣∣
≤ σ

κn(a′)

√
2 log(δ−1

√
1 + κn(a′))

√
1 + κn(a′)

≤ 2σ

κn(a′)

√
log
(√

2
δ

)
,

which completes the proof.
With these bounds, we can next present the safe learning
algorithm.

B. The algorithm
Starting from the initial safe seed given by Assump-

tion 1, we can start a first experiment and receive a
measurement of reward and constraint functions. Fol-
lowing [5], we then leverage the functions’ Lipschitz-
continuity to generate a set of parameters a that is
safe with high probability. For this, we first construct
confidence intervals as

Qn(a, i) = [µn−1(a, i) ± βn−1(a, i)]. (6)

As the SafeOpt algorithm requires that the safe set does
not shrink, we further define the contained set as

Cn(a, i) = Cn−1 ∩ Qn(a, i), (7)

where C0(a, i) takes values in [0, ∞) for all a ∈ S0 and
takes values in R for all a ∈ A \ S0. This enables us to
define lower and upper bounds as ln(a, i) := min Cn(a, i)
and un(a, i) := max Cn(a, i) with which we can update
the safe set:

Sn =
⋂

i∈Ig

⋃
a∈Sn−1

{a′ ∈ A | ln(a, i) − L∥a − a′∥ ≥ 0}. (8)

By sampling only from this set, we can guarantee that
each experiment will be safe with high probability. How-
ever, we also seek to optimize the policy. Thus, for a
meaningful exploration strategy, we define two additional
sets [5]: parameters that are likely to yield a higher reward
than our current optimum (potential maximizers, Mn),
and parameters that are likely to enlarge Sn (potential
expanders, Gn). Formally, we define them as

Mn := {a ∈ Sn | un(a, 0) ≥ max
a′∈Sn

ln(a′, 0)} (9)

Gn := {a ∈ Sn | en(a) > 0}, (10)



with

en(a) := |{a′ ∈ A \ Sn |∃i ∈ Ig :
un(a, i) − L∥a − a′∥ ≥ 0}|.

Given those sets, we select our next sample location as

an = arg max
a∈Mn∪Gn

max
i∈I

wn(a, i), (11)

with wn(a, i) = un(a, i) − ln(a, i), which is basically a
variant of the upper confidence bound algorithm [24].
Further, we can, at any iteration, obtain an estimate of
the optimum through

ân = arg max
a∈Sn

ln(a, 0). (12)

The entire algorithm is summarized in Algorithm 1.
Lastly, we provide the overall safety guarantees of

CoLSafe. For these guarantees, we assume a finite
parameter set A. However, heuristic extensions to contin-
uous domains exist [14].

Theorem 1: Under Assumptions 1–4, when following
Algorithm 1, we have for all n ≥ 0, with probability
at least 1 − δ, that gi(an) ≥ 0 for all i ∈ Ig, i.e., the
algorithm is safe.

Proof: Lemma 3 provides equivalent bounds to the
ones derived in [5, Lem. 1]. Thus, the proof follows from
[5, Lem. 11].

Algorithm 1 Pseudocode of CoLSafe.
1: Input: Domain A, Safe seed S0, Lipschitz constant L
2: for n = 1, 2, . . . do
3: Update safe set with (8)
4: Update set of potential maximizers with (9)
5: Update set of potential expanders with (10)
6: Select an with (11)
7: Receive measurements f̂(an), ĝi(an), for all i ∈ Ig
8: Update Nadaraya-Watson estimator (3) with new data

return Best guess (12)

IV. Numerical experiments
In the evaluation, we seek to demonstrate that CoL-

Safe is generally capable of learning control policies for
dynamical systems and that its computations are more
lightweight than those of SafeOpt. Thus, we take a
simulation model that has been used in earlier work on
SafeOpt [11], run both CoLSafe and SafeOpt, and
compare the results. In particular, both algorithms are
supposed to learn a control policy for a simulation model
of a seven-degrees-of-freedom Franka robot arm. The goal
is to let the arm of the robot reach a desired set point
without colliding with an obstacle. We consider a feedback
linearization approach based on an approximate system
model and design a linear quadratic regulator (LQR) for
the then approximately linear system. Since the system
model is not perfect, the LQR does not achieve optimal
performance. However, it can provide us with a safe seed.
Starting from there, we seek to optimize the cost matrices

(a) CoLSafe after 410 episodes. (b) SafeOpt after 410 episodes.

Fig. 1: Performance of CoLSafe and SafeOpt on the
simulated Franka robot. Both algorithms can similarly
explore the safe region while the computational footprint
of CoLSafe is significantly lower. The yellow regions
mark the safe set, the blue triangle the current optimum,
and q and r are the tuning parameters of the controller.

of the LQR to compensate for the model mismatch. The
parameter space for this experiment is d = 2. For further
details on the setup, we refer the reader to [11].

For SafeOpt, we adopt the parameter settings
from [11], i.e., we use a Matérn kernel with ν = 1.5.
For CoLSafe, we use the same kernel with a length scale
of 0.1, set the bandwidth parameter λ = 0.5, and the
Lipschitz constant L = 1.75. To meet Assumption 4, we
only use the output of the kernel for the Nadaraya-Watson
estimator if ∥a − a′∥ < 1; else, we set it to 0.

We run SafeOpt and CoLSafe and compare the
results after 410 episodes in Fig. 1. Both algorithms
expand the safe set beyond the initial region and find
better controller parameters. SafeOpt can explore a
larger part of the state space within the 410 episodes,
i.e., CoLSafe is more conservative. However, SafeOpt
requires more time for each individual optimization step.
We show this in Fig. 2. We measure the time for updating
the safe set and suggesting the next policy parameters for
both algorithms. Especially during later iterations, when
the data set is larger, SafeOpt requires significantly
more time for each update step. In particular, in the last
iteration, SafeOpt needs more than 1 h to suggest the
next sample point, while CoLSafe needs only 12.5 s. The
times were measured on a standard laptop.

This evaluation suggests an interesting trade-off. While
the computations for CoLSafe are computationally
cheaper, the bounds are more conservative, and thus,
only a smaller safe set can be explored. That is, when
computing resources are not a concern, and the dimension-
ality and expected number of data samples are relatively
low, but we need to explore the largest possible safe set
to increase the chance of finding the global optimum,
SafeOpt is the better choice. However, for higher dimen-
sional systems and restricted computing resources, e.g.,
when learning policies on embedded devices, CoLSafe
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Fig. 2: Time complexity of SafeOpt and CoLSafe. We
measure the time t for updating the safe set and suggesting
the next candidate point in each iteration n. For higher
iterations, i.e., more data, SafeOpt requires significantly
more time. Note the logarithmic scaling of the y-axis.

is superior.

V. Conclusions
We propose a novel algorithm for safe exploration

in reinforcement learning. Under assumptions that are
comparable to other safe learning algorithms, such as
the popular SafeOpt algorithm, we can provide similar
high-probability safety guarantees. However, our algo-
rithm has significantly lower computational complexity,
simplifying its use on embedded devices and for high-
dimensional systems. We also see that we trade this
lower computational complexity for a more conservative
exploration strategy. Thus, in practice, it depends on the
application and the available computational resources
which algorithm is preferable.

Herein, we basically adopted the SafeOpt algorithm
and replaced the Gaussian process estimates with the
Nadaraya-Watson estimator. For future work, it might
be interesting to combine those estimates also with more
recent advances of SafeOpt such as [11], [12], [14], [15].

Further, we here considered a constant bandwidth
parameter λ. This parameter could also be tuned to make
the algorithm less conservative, and that way, potentially
come closer to the performance of SafeOpt under the
same amount of samples.
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