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Ghost imaging at submillimeter waves: correlation and machine learning methods  Aleksi Tamminen, Samu-Ville Pälli, Juha Ala-Laurinaho, Sazan Rexhepi, Zachary Taylor Department of Electronics and Nanoengineering, MilliLab, Aalto University, Maarintie 8, 02150 Espoo, Finland  
ABSTRACT   

We present experimental results on computational submillimeter-wave ghost imaging schemes. The schemes include a dispersive element introducing quasi-incoherent field patterns to the field of view and bucket detection of the back-reflected field across a significantly broad bandwidth. A single bucket detection without discrimination of the field of view into image pixels is used. The imaging experiments at 220-330 GHz with dispersive hologram show successful computational ghost imaging of a corner-cube reflector target at 600-mm distance. Two separate image-forming methods are compared: correlation and machine-learning. In the correlation method, the image is formed by integrating the predetermined quasi-incoherent field patterns weighted with the bucket detections. In the machine-learning method, high image quality can be achieved after non-trivial training campaigns. The great benefit of the correlation method is that, while the quasi-incoherent patterns need to be known, no a priori iterative training to the images is required. The experiments with the correlation method demonstrate resolving of the target at 600-mm distance. 
Keywords: Ghost imaging, correlation, machine learning, terahertz imaging 

1. INTRODUCTION  
Ghost imaging has been proposed as an imaging technique that allows image formation by correlating the quasirandom patterns with the average transmittance or reflectivity with the same quasirandom pattern [1]. Figure 1 shows a sketch of ghost imaging. There, the frequency-diverse field from a dispersive structure is split to reference and bucket receivers. The field in the reference is either experimentally characterized, virtual accurate calculation of the transmitted pattern, or information of the patterns embedded in, e.g., neural network. Ghost imaging has been demonstrated at infrared and visible wavelengths as well as at terahertz frequencies [1],[2],[3]. In this work, we present the first stand-off images using the correlation method and a modified ghost-imaging setup that operates at 220-330 GHz. We also compare the achieved image quality to machine-learning based image reconstruction. The modified ghost imaging setup and the machine-learning method has been described in detail in [4],[5],[6]. 

 
Figure 1. A sketch of ghost imaging setup following the original ghost imaging geometry discussed in [1]. The transmitted waves are dispersed towards target and reference arm. The back reflection from the field of view is detected with a bucket sensor and correlated with the spatial distribution of the dispersed field (in the reference arm). 

The dispersion in our work has been introduced with a dielectric hologram, with surface relief structure producing locally varying phase shift in transmission. The quasirandom structure has multiple-wavelength height differences, which results in strong dispersion. 
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1.1 Correlation method 
The significant benefit of ghost imaging is that the reflection from the field of view is sampled only with a stationary bucket receiver that does not carry out spatially discriminating scanning of the target. Instead, the detected fields in reference and bucket arms are correlated as follows: 

 
𝐺(𝑥, 𝑦) =

1

𝑁
∑(𝐼bucket,𝑖 − 〈𝐼bucket〉)(𝐼reference,𝑖(𝑥, 𝑦) − 〈𝐼reference(𝑥, 𝑦)〉),

𝑁

𝑖=1

 (1) 
where 𝐼bucket,i is the 𝑖:th intensity measured with the bucket detector and 𝐼reference,i(𝑥, 𝑦) is either precomputed or measured 𝑖:th intensity distribution in the reference arm. The summation in equation is over the 𝑁 distinctive intensity distributions. The operator 〈… 〉 takes average of the quantity over the illumination patterns. Earlier work on optical ghost imaging has considered the SNR of images as function of number of speckles, measurement times, object transmittance contrast. It can be shown that the signal-to-noise ratio in typical ghost imaging is 

 
𝑆𝑁𝑅 =

𝑚

𝑁speckle

∆𝑇min
2

𝑇2̅̅ ̅
, (2) 

where 𝑚 is the number of independent measurements, 𝑁speckle is the number of speckle in the beam, ∆𝑇min is the minimum 
detectable transmittance difference, and 𝑇2̅̅ ̅ is the average power transmittance [8]. From (2) it can be seen that the SNR increases linearly with the number of measurements. In typical imaging experiments, 𝑚 can be from 103 to 105. 
1.2 Modified ghost imaging setup 
Ghost imaging setups used in this work are shown in Figure 2. The imaging experiments involve two separate measurements. First, the highly dispersive field at the target plane is characterized by scanning the receiver in the target plane. Second, the target is scanned in the field of view with simultaneously measured back-reflection from the FoV with the bucket receiver co-located with the transmitter. A 12.7-mm corner-cube reflector was used as the target at 600 mm from the aperture of the dispersive hologram. 

 
Figure 2. Setup for recording the field (𝑆21) at the target (left) and the back reflection (𝜌in) from the corner-cube reflector (right). 

The reflection received at the bucket receiver in our method can be described as a two-port model, where the reflection from the quasioptics (feeding antenna and dispersive element) is combined with the reflection from the FoV: 
 

𝜌in = 𝑆11 +
𝑆21𝑆12𝜌l

1 − 𝑆22𝜌l

, (3) 
where 𝑆11 describes the reflection from the quasioptics and  𝑆21 = 𝑆12 describes the propagation between the receiver and the FoV. 𝜌l describes the reflectivity of the target, which is assumed to be negative unity. 𝑆22 describes the return loss of the target reflectivity to the free space, and it can be assumed to be zero. Time gating can be used to remove the effect of 
𝑆11 from (4). The reflectivity then is 

 𝜌in ≈ −𝑆21𝑆12 = −𝑆21
2. (4)  

The correlation in ghost imaging then takes the form: 

Proc. of SPIE Vol. 12535  125350S-2
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 24 Sep 2023
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



 

  
 

  

 
𝐺(𝑥, 𝑦) =

1

𝑁
∑(|𝜌in,𝑖| − 〈|𝜌in,𝑖|〉) (|𝑆21,𝑖(𝑥, 𝑦)|

2
− 〈|𝑆21,𝑖(𝑥, 𝑦)|

2
〉) .

𝑁

𝑖=1

 (5) 

2. EXPERIMENTS 
The ghost imaging measurements were carried out at 220-330 GHz with a setup consisting of a submillimeter-wave extension VNAX WR-3.4 (Virginia Diodes Inc.) connected to network analyzer N5225B PNA (Keysight Technologies). A Pickett-Potter horn (Radiometer Physics GmbH) was used as the feed for an offset parabolic mirror (Edmund Optics) collimating the beam. The hologram transformed the collimated beam into a dispersed in the FoV at 600 mm from the hologram aperture. The back reflection 𝜌in and  𝑆21 was measured at 2202 discrete frequencies. The frequency sweep was repeated for all the locations of the corner-cube reflector and 𝑆21 measurements in the FoV. The FoV extended 100-mm × 100-mm area with 1-mm increments in x- and y-axis, thus amounting up to 2202 × 10201 data points. After correlating according to Equation (5), the final image size is 101 × 101 pixels. The amplitude of the back reflection 𝜌in and  𝑆21 are shown in Figure 3. Compared to the reported minimum number of dispersed patterns, 𝑚 > 103 (Equation (2)), number of distinctive illumination patterns achieved with this hologram is modest. 

  
Figure 3. (left) S21-parameter squared, and (right) back reflection 𝜌in after time gating and subtracting the average value. 

3. RESULTS 
Images of the targets were calculated according to equation (5). The images were normalized to their maxima and evaluated for the image quality. The images were fitted with elevated Gaussian function: 

 𝐺fit(𝑥, 𝑦) = 𝐴 exp(−((𝑥 − 𝑥o)2 + (𝑦 − 𝑦o)2) 2𝜎2⁄ ) + 𝐶, (6) where 𝐴 is amplitude, 𝑥o and 𝑦o are the spot locations in x- and y-axis, 𝜎 is the spot width parameter, and 𝐶 is the constant background level. The width parameter is related to the full width at half maximum (FWHM) as FWHM = 2√2ln2𝜎. Figure 4 shows images and fitted elevated Gaussian function for successful image recovery close to the optical axis.  

  
Figure 4. Ghost images when the corner cube is at 𝑥 = 8 mm, 𝑦 =  24 mm (left) and 𝑥 = 20 mm, 𝑦 =  −42 mm (center), with an example of fitted elevated Gaussian function (right). The black circles show the location of the corner cube. 
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The fitted parameters are shown in Figure 5. Before fitting, the ghost images were normalized to their maximum. Close to the center of the FoV, the amplitude in the reconstructed images is close to unity and the FWHM of the spot is approximately less than 20 mm. Further out in the FoV, the amplitude reduces and the FWHM increases. The tapering of the amplitude most probably follows the average amplitude of  𝑆21. There is spot location error of 10-20 mm close to the center of the FoV.  

  

  

Figure 5. Fitted parameters of the elevated Gaussian function: (top, left) amplitude, (top, right) FWHM, (bottom, left) distance error, and (bottom, right) fit residual. In general, the image reconstruction is most successful within the central  50 mm × 50 mm of the FoV. 
In addition to the correlation method, a deep neural network was trained to the images of the corner-cube reflector. The measured back reflection from the corner cube in the 10201 locations was input to the neural network in training. The labels (ground truth images) in the training were augmented disks representing the round corner-cube.  The details of the neural network have been reported in [4]. The neural network was trained with 10000 corner-cube locations and the predictions were evaluated at 201 locations. Figure 6 shows the 15th and 30th best image predictions. The image quality is significantly higher compared to the ghost images with the correlation method shown in Figure 4. 

 
Figure 6. Ghost image results with reconstruction based on neural network: (left) 15th and (right) 30th best image predictions. 
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4. CONCLUSIONS 
We have presented the first results of stand-off ghost imaging at 220-330 GHz. Both correlation as well as neural network were used in the image reconstruction. The imaging experiment was based on the dispersive element, hologram, producing distinct illumination patterns in to the field of view. The patterns were evaluated in the target plane through 𝑆21 measurements. The reflection from the field of view was recorded with stationary bucket receiver. Our initial experiments with modest number of distinct illumination patterns resulted in successful imaging of a corner-cube target in about half of the examined field-of view with the best image quality resulting in 10-20 mm FWHM at 600 mm distance. The result is promising as it can enable a robust submillimeter-wave imaging technique that relies only on correlation calculation of the bucket reflection with the pre-measured 𝑆21. When visually compared to the image reconstruction with a neural network, the image quality with correlation is still lower. However, the correlation method is lightweighted as it does not require tedious iterative pretraining. 
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