
This is an electronic reprint of the original article.
This reprint may differ from the original in pagination and typographic detail.

Powered by TCPDF (www.tcpdf.org)

This material is protected by copyright and other intellectual property rights, and duplication or sale of all or 
part of any of the repository collections is not permitted, except that material may be duplicated by you for 
your research use or educational purposes in electronic or print form. You must obtain permission for any 
other use. Electronic or print copies may not be offered, whether for sale or otherwise to anyone who is not 
an authorised user.

Maham, Kinza; Karha, Petri; Ikonen, Erkki
Spectral Mismatch Uncertainty Estimation in Solar Cell Calibration Using Monte Carlo
Simulation

Published in:
IEEE Journal of Photovoltaics

DOI:
10.1109/JPHOTOV.2023.3311890

Published: 01/11/2023

Document Version
Publisher's PDF, also known as Version of record

Published under the following license:
CC BY

Please cite the original version:
Maham, K., Karha, P., & Ikonen, E. (2023). Spectral Mismatch Uncertainty Estimation in Solar Cell Calibration
Using Monte Carlo Simulation. IEEE Journal of Photovoltaics, 13(6), 899-904.
https://doi.org/10.1109/JPHOTOV.2023.3311890

https://doi.org/10.1109/JPHOTOV.2023.3311890
https://doi.org/10.1109/JPHOTOV.2023.3311890


IEEE JOURNAL OF PHOTOVOLTAICS 1

Spectral Mismatch Uncertainty Estimation in Solar
Cell Calibration Using Monte Carlo Simulation

Kinza Maham , Petri Kärhä , and Erkki Ikonen

Abstract—A solar cell is characterized using a solar simulator
and a reference cell in accordance with standard testing conditions.
Deviations between the spectral responsivities of the reference cell
and the cell being studied, and deviations of the spectral irradiance
of the light source used from the specified air mass 1.5 introduce
systematic errors in the calibration of solar cells. These errors are
corrected with the so-called spectral mismatch (SMM) correction
factor. We demonstrate a Monte Carlo simulation-based analysis of
the uncertainties present in an SMM correction factor taking into
account the possible spectral correlations of the input parameters,
such as the spectral irradiance and the spectral responsivities of
the reference cell and the solar cell under test. We also perform
a detailed uncertainty analysis of the subcomponents of the SMM
factor mainly arising from the spectral irradiance incident on the
solar cell. In order to test our estimates, we present a comparison of
the uncertainties by six other independent calculations carried out
by other institutes. We obtain the worst-case, average, and best-case
scenario uncertainties of the SMM correction factor by assuming
components to be severely correlated, partially correlated, and not
correlated, respectively. The corresponding expanded uncertainties
(k = 2) are 1.26%, 0.44%, and 0.06%. The worst- and best-case
uncertainties lie at the maximum and minimum extremes of the
uncertainties estimated by the participants, while the uncertainty
estimate obtained assuming partial correlations is close to the
median and mean of all results.

Index Terms—Monte Carlo, photovoltaic, solar cell, spectral
mismatch (SMM) factor, uncertainty.

I. INTRODUCTION

THE efficiencies of solar cells are characterized using solar
simulators and reference cells. The most common solar

simulators used to characterize solar cells consist of a steady-
state or flashing Xenon arc lamp [1], [2]. In solar cell calibration,
measurements are carried out in standard test conditions (STCs).
STC specifies an irradiance level of 1000 W/m2, cell temperature
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Fig. 1. Spectral irradiance of the xenon–halogen solar simulator and the stan-
dardized AM1.5 spectrum. The approximate range of the measured responsivity
of solar cells is indicated by the dashed lines.

of 25◦C, and a reference spectrum as defined in IEC 60904-3 air
mass 1.5 global (AM1.5) [3].

In the calibration of the output under STC, the response of
the unknown solar cell is compared to that of the reference solar
cell with known spectral responsivity. This gives the solar cell
responsivity in A/W provided that the simulator spectrum used to
produce STC is identical to the reference spectrum AM1.5 or the
reference and the device under test (DUT) have identical spectral
responsivities. Deviations between the spectral responsivities of
the reference cell and the cell being studied, and deviations of
the spectral irradiance of the light source used from the specified
AM1.5 introduce a systematic deviation in the calibration of the
solar cell (Fig. 1). This error is corrected with the so-called
spectral mismatch (SMM) factor [4], [5].

The input parameters of SMM factor calculation have uncer-
tainties that can be combined to evaluate the uncertainty due to
SMM. The SMM uncertainty has been analyzed by Reichmuth
et al. [6] and Mühleis [7] previously. The input parameters are
spectral responsivities of the reference cell and the cell under
test and the spectral irradiance of the solar simulator. The uncer-
tainties of spectral responsivities are determined by calibration
measurements, while the uncertainty components of spectral
irradiance can be further subdivided into components, such as
radiometric calibration, stability, bandwidth, wavelength, and
noise.

This article presents a method to analyze uncertainty due to
SMM using Monte Carlo analysis. The input parameters are
wavelength dependent and may contain unknown correlations
among wavelengths. The analysis considers possible correla-
tions and gives estimates for the worst-case, best-case, and the
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average uncertainties due to the SMM. The way of considering
correlations in the input parameters is based on the method
proposed earlier by Kärhä et al. [8], [9] and applied also to
atmospheric ozone retrieval [10]. It should be noted that the
approach is more general than the covariance methods based
on the (linear) Pearson correlation coefficient. The rest of this
article is organized as follows. The methodology is presented
in Section II, followed by introducing the input parameters in
Section III. The results of the uncertainty simulations are given
in Section IV. Six other institutes have performed uncertainty
analysis using the same input parameters but widely differing
methods. In Section V, we compare our results with the other
participating institutes. Finally, Section VI concludes this article.

II. UNCERTAINTY MODEL

The factor describing SMM is calculated as [4], [5], [11]
follows:

SMM =

∫
λ
ERef(λ) · SRef(λ)dλ∫
λ
E(λ) · SRef(λ)dλ

·
∫

λ
E(λ) · SDUT(λ)dλ∫

λ
ERef(λ) · SDUT(λ)dλ

(1)
where λ is the wavelength (290–1200 nm) over which SMM
is calculated, ERef(λ) is the reference solar spectrum AM1.5,
E(λ) is the spectrum of the solar simulator, SRef(λ) is the
spectral responsivity of the reference cell, and SDUT(λ) is the
spectral responsivity of the unknown test cell. Parameters E(λ),
SRef(λ), and SDUT(λ) have been measured, and they have
known spectrally varying uncertainties, as described in more
detail in Section III. Correlations between the parameter values
at different wavelengths are unknown.

Both the reference cell and the cell under test are based
on silicon. They give very little signal in the UV region for
solar radiation; thus, the lower wavelength limit of 290 nm was
considered short enough for calculations. The DUT has its peak
responsivity already at 600 nm; thus, 1200 nm was considered
long enough as the upper wavelength limit. Possible missing
data were extrapolated, and additional data were ignored in the
calculations. All data were also interpolated to a 1-nm interval.

Possible correlations are taken into account by forming a
wavelength-dependent error function used to distort the spec-
trally varying input parameters. In the case of SRef(λ), the
equation takes the form [8]

SRef,e(λ) = [1 + δ(λ) · u(λ)] · SRef(λ) (2)

where SRef,e(λ) is the distorted spectral responsivity and u(λ)
is the relative standard uncertainty of SRef(λ). The deviation
δ(λ) · u(λ) will go through all the spectral shapes that the
uncertainty allows, where δ(λ) is the error function that is used to
add deviation to SRef(λ) in the Monte Carlo simulation to form
the distorted spectral responsivity. The uncertainty of SDUT(λ)
and of the subcomponents of E(λ) are analyzed in the same
way.

The error function δ(λ) is constructed analogically to Fourier
analysis by summing orthogonal basis functions fi(λ) as

δ(λ) =

N∑
i=0

δifi(λ) (3)

where N + 1 is the number of basis functions included and δi are
the weights. The variances of the basis functions are set to unity
by requiring that

∫
f 2
i (λ)dλ/(λ2 − λ1) = 1. To account for the

full correlation, function f0(λ) = 1 is used. For weights δi, we
also require that

∑N
i=0 δ

2
i =1. The basis functions are selected as

fi(λ) =
√

2 sin

[
i

(
2π

λ − λ1

λ2 − λ1

)
+ φi

]
(4)

where index i = 1, 2, 3,..., N, wavelengths λ1 and λ2 are 290 nm
and 1200 nm, respectively, and φi is the phase of the basis
function. The phase is equally distributed between 0 and 2π.
Basis functions selected this way are orthogonal and fulfill the
requirement of variance being unity.

The weights are generated in an (N+1)-dimensional spherical
coordinate system [12]. First, N+1 Gaussian random variables
Y0, Y1, . . ., YN ∼ N (0,1) are selected. Weights are then calcu-
lated as

δi =
Yi√

Y 2
0 + Y 2

1 + · · · ,+Y 2
N

. (5)

Parameter N is varied between 0 and the Nyquist criterion
value [13], [14]. The maximum of N is equal to half of the number
of data points. Data from 290 to 1200 nm at 1-nm interval contain
911 data points; thus, N= 456. At each N, thousands of scenarios
with variedYi andφi are calculated, and the standard deviation of
the resulting SMM factors is calculated. This standard deviation
represents the uncertainty caused by the spectral input quantities
under analysis assuming varied correlation scenarios.

III. CONTRIBUTING INPUT PARAMETERS

Fig. 1 presents the standardized spectral irradiance AM1.5 and
the spectral irradiance of the solar simulator. The solar simulator
used is the Wacom steady-state xenon–halogen solar simulator
of the Joint Research Center-European Solar Test Installation,
Italy [15].

The spectral irradiance of the AM1.5 has by definition no
measurement uncertainty. Uncertainty of the spectral irradiance
of the solar simulator and the uncertainties of the individual
components contributing to it are plotted in Fig. 2. As can be
seen, uncertainties in wavelength and bandwidth are the highest
contributing components.

The uncertainties related to the radiometric calibration, sta-
bility, bandwidth, wavelength, and signal-to-noise ratio (SNR)
originate from the calibration of the spectroradiometer used
to measure the spectral irradiance of the solar simulator. The
detailed calibration method and the calculation of the uncertain-
ties can be found in [15] and [16]. Three spectroradiometers
were used in the measurements at three wavelength ranges,
250–1000 nm, 1000–1600 nm, and 1600–2150 nm. The re-
sulting wavelength uncertainties are 0.2 nm, 0.8 nm, and 1 nm,
respectively.

The spectral irradiance data were corrected for bandwidth.
The bandwidth uncertainty was estimated in [16] using Monte
Carlo simulation by varying the measured deviations around the
triangular bandpass function. The method used for bandwidth
correction may introduce a systematic bias. An alternative ap-
proach that can be used to deconvolute the measured spectra
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Fig. 2. Relative expanded uncertainties (k = 2) in the spectral irradiance of
the solar simulator and its subcomponents: radiometric calibration, stability,
bandwidth, wavelength, and SNR [15], [16]. Spectral irradiance uncertainty is
the square root of the sum of squares of the subcomponent uncertainties. Note
the significantly different vertical scales for the different curves.

is proposed by Eichstädt et al. [17]. However, for the present
analysis, we use the uncertainties calculated in [16].

The uncertainties in wavelength have been converted to their
effects on the spectral irradiance values measured for the solar
simulator at the corresponding wavelengths. In our analysis,
these uncertainties in spectral irradiance were used as u(λ) in
(2) when analyzing spectral irradiance.

A significant uncertainty component of a solar simulator may
be the spatial uniformity of the spectral irradiance that produces
a correction factor to the irradiance E(λ) of (1), depending on the
sizes and spatial responsivity uniformities of the reference cell
and DUT. As a first-order approximation, which is used in this
work, the correction factor is the same at all wavelengths and
disappears from (1). We have excluded from the analysis also
the other geometrical and electrical effects, which influence in
the same way at all wavelengths.

The used reference solar cell is made of n-type crystalline
silicon (c-Si) encapsulated and the DUT is made of amorphous
silicon (a-Si). The spectral responsivities of the reference cell
and the DUT have been measured over the wavelength ranges
of 280–1200 nm and 290–1000 nm, respectively. These spectral
responsivities are presented in Fig. 3. The spectral responsivity
of the reference cell is significantly larger than the spectral
responsivity of DUT at a part of the common spectral range.
In real measurement, this would not be preferable, but the cells
have been chosen to increase the SMM intentionally and, thus,
to enhance possible differences in its calculation.

The estimated uncertainties of the spectral responsivities are
shown in Fig. 4. The relative expanded uncertainty of the DUT
in the range of 1000–1200 nm is conservatively estimated to be
100% (not shown in Fig. 4).

IV. SIMULATION RESULTS

The SMM factor was determined to have a value of 0.9964.
The deviation from unity is due to the mismatch between the

Fig. 3. Spectral responsivity of the reference cell and the DUT, in linear and
logarithmic scales. DUTs spectral responsivity was extrapolated to match the
wavelength range of the reference cell’s spectral responsivity, using a model
based on the absorption coefficient of polycrystalline silicon [18].

Fig. 4. Relative expanded uncertainties (k = 2) of the spectral responsivities
of the reference cell and the DUT.
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TABLE I
STANDARD UNCERTAINTIES (IN %) OF THE SMM CORRECTION FACTOR CAUSED BY THE SUBCOMPONENTS OF THE SPECTRAL IRRADIANCE OF THE SOLAR

SIMULATOR: RADIOMETRIC CALIBRATION, STABILITY, BANDWIDTH, WAVELENGTH, AND SNR OF THE SPECTRORADIOMETER USED TO MEASURE THE LIGHT

SOURCE; AND RESPONSIVITIES OF THE REFERENCE CELL AND THE DUT

Fig. 5. Uncertainties caused in SMM factor by the contributing components.

spectral responsivities of the reference cell and the DUT, and
the deviation of the solar simulator spectrum from AM1.5.

The uncertainty was simulated at a 1-nm interval in the wave-
length range of 290–1200 nm using the methods of Section II.
According to the Nyquist theorem, the maximum number of
basis functions N was limited to 456, half of the number
of spectral measurement points. The uncertainty analysis was
carried out separately for all subcomponents contributing to the
uncertainty of the SMM factor. Table I presents the results for the

subcomponents of spectral irradiance; radiometric calibration,
stability, bandwidth, wavelength, and SNR; and the responsivity
of the reference cell and the DUT.

As can be seen, the uncertainties are zero with the first compo-
nent f0(λ) describing fully correlated uncertainties. Full corre-
lation leads to a constant factor in front of SRef(λ), SDUT(λ), or
E(λ) in (1). Thus, a full correlation would lead to an uncertainty
of zero and is included in the analysis as a mathematical case
that can be used as a contribution to the uncertainty evaluation.
Full correlation may be due to wrong distance or wrong aperture
area during the spectral responsivity calibration that affects the
results at all wavelengths in the same way.

The standard uncertainties of the subcomponents of spectral
irradiance, responsivity of reference cell, and responsivity of
DUT are plotted in Fig. 5 as a function of N and given in the
numerical form in Table I. The highest uncertainties are observed
at N = 2.

It is surprising how little the responsivities of the cells con-
tribute to the uncertainty, as compared with the components of
the spectral irradiance. We conclude that this is due to the poor
match of the reference cell to the DUT, as seen in Fig. 3. In addi-
tion to increasing the value of SMM, it also seems to increase the
uncertainties caused by the measurement of spectral irradiance.
The matching of the solar simulator to the reference spectrum is
much better, as seen in Fig. 1. Then, the uncertainties in spectral
responsivities are not amplified in the same way as spectral
irradiance uncertainties with poor match of cell responsivities.
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TABLE II
UNCERTAINTY BUDGETS OF SMM CORRECTION FACTOR ASSUMING THREE

DIFFERENT SCENARIOS FOR CORRELATIONS: SEVERE (N = 2 FOR IRRADIANCE

COMPONENTS AND N = 6 FOR RESPONSIVITIES), NO CORRELATION (N = 456
FOR IRRADIANCE COMPONENTS AND N = 100 FOR RESPONSIVITIES), AND

PARTIAL CORRELATION (AVERAGE OF N = 0, 2, OR 6, AND 456 OR 100)
OBTAINED AS A COMBINATION OF THE OTHER CASES

Table II presents the expanded uncertainty in the SMM fac-
tor due to the largest subcomponents of spectral irradiance,
the responsivity of the reference cell, and the responsivity
of the DUT. We have estimated three different scenarios for
correlations. In the first case, we assumed that all parame-
ters are severely correlated (i.e., it leads to maximum uncer-
tainty). For this, we have chosen the highest standard uncertain-
ties obtained from the Monte Carlo analysis in Table I. This
gives us an expanded uncertainty of 1.26%. In the case of no
correlation, we have considered the standard uncertainties at
N = 456 and atN = 100 for responsivities (due to interpolation
from 5-nm spectral interval to 1-nm interval), resulting in an
expanded uncertainty of 0.06%. At highN values, the generated
error functions resemble noise, as was shown in [8] and [10].

The third case, partial correlation, considers likely uncertain-
ties calculated as the average of the fully correlated, severely
correlated, and uncorrelated uncertainties, which results in an
expanded uncertainty of 0.44%. For this, we take the average of
uncertainties at N = 0, N = 2 (or at N = 6 for responsivity),
and N = 456 (or at N = 100 for responsivity), respectively.
Inclusion of the case N = 0 in the average is crucial, and we
describe in the following text why such an average should be
taken.

The third case assumption is based on the degrees of equiva-
lence in CCPR-K1, a key comparison studied in [9]. On average,
the deviations of National Standards’ Laboratories from the
key comparison reference values show three types of behavior:
First, errors independent of wavelength, originating, e.g., from
geometrical settings; second, random errors originating from
noise; and third, spectrally complicated structures originating,
e.g., from interpolations and extrapolations carried out in scale
realizations. The chosen approach of averaging effects of uncer-
tainties based on assuming fully correlated, severely correlated,
and noncorrelated spectral behavior with equal weights corre-
sponds to this noted behavior. Noncorrelated errors (noise) are
actually very small in the measurements of National Standard
Laboratories but get enhanced in further measurements. This is
well demonstrated by the components, as listed in Fig. 2.

TABLE III
COMPARISON OF OUR OBTAINED UNCERTAINTIES WITH OTHER CALCULATIONS

V. COMPARISON WITH OTHER CALCULATIONS

This work was carried out as a part of EU-funded projects,
PV-Enerate and Metro-PV. Six other institutes also estimated the
SMM factor and its uncertainty, according to the Guide to the
Expression of Uncertainty in Measurement [19]. Correlations
between the input quantities were not given, so each institute had
to make its own assumptions. Table III presents the comparison
of our results with the results obtained by the other six partici-
pants. Good agreement between the SMM values of participants
indicates that the chosen wavelength region for integration is
wide enough for each participant.

Correlations were taken into account by each participant;
however, the assumptions varied. The deviations of the re-
sults indicate that people interpret correlations differently. With
our method, we obtained and listed three uncertainties. Our
worst-case (severe correlations) and best-case (no correlations)
estimates with values of 1.26% and 0.06% locate at the ex-
tremes of the comparison. The average uncertainty value of
0.44% locates at the median and close to the mean of results
#1–#6.

VI. CONCLUSION

We presented a method to estimate the uncertainties of the
SMM correction factor using Monte Carlo simulation. The
method takes into account possible correlations of wavelength-
dependent quantities. As input data, uncertainties in the spectral
irradiance of the light source, spectral responsivities of the
reference cell, and the cell under test were considered. Separate
uncertainty components of spectral irradiance are also consid-
ered in this analysis. The most significant sources of uncertainty
arise from measuring the irradiance of the simulator. Large
contributions include uncertainties related to the bandwidth
correction and stability of the spectrometer used for measuring
spectra, as well as uncertainties related to the calibration of
the spectrometer itself. Three correlation scenarios, worst case,
best case, and average, were considered. The corresponding
expanded uncertainties of SMM correction factor were 1.26%,
0.06%, and 0.44%, respectively.

The uncertainties obtained were compared with independent
calculations of six other institutes. Due to the requirements
of the round robin and full comparability of the results of all
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participants, a wavelength range of 290–1200 nm was chosen
for the calculation of the value of SMM correction factor and
the corresponding uncertainty. Our worst-case and best-case
uncertainties lie in the extremes of the comparison, marking
maximum and minimum uncertainties of SMM correction fac-
tor. Our average scenario uncertainty is close to the mean and
median of all results.
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