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A B S T R A C T   

Over the last decades, safety requirements have become of primary concern. In the context of safety, several 
strategies could be pursued in many engineering fields. Moreover, many techniques have been proposed to deal 
with safety, risk, and reliability matters, such as Machine Learning (ML) and Deep Learning (DL). ML and DL are 
characterised by a high variety of algorithms, adaptable for different purposes. This generated wide and frag
mented literature on ML and DL for safety purposes, moreover, literature review and bibliometric studies of the 
past years mainly focus on a single research area or application field. Thus, this paper aims to provide a holistic 
understanding of the research on this topic through a Systematic Bibliometric Analysis (SBA), along with pro
posing a viable option to conduct SBAs. The focus is on investigating the main research areas, application fields, 
relevant authors and studies, and temporal evolution. It emerged that rotating equipment, structural health 
monitoring, batteries, aeroengines, and turbines are popular fields. Moreover, the results depicted an increase in 
popularity of DL, along with new approaches such as deep reinforcement learning through the past four years. 
The proposed workflow for SBA has the potential to benefit researchers from multiple disciplines, 
beyond safety science.   

1. Introduction 

During the past decades, safety requirements have progressively 
become more important (Soltanali et al., 2020). This trend could be 
related to the introduction of increasingly more complex systems, 
leading to the inadequacy of traditional approaches (Luther et al., 
2023). The former trend could have also been facilitated by the advances 
in Artificial Intelligence, which has impacted many aspects of our so
ciety (Dimiduk et al., 2018), such as engineering processes. Due to the 
former aspects, reliability has acquired a more pivotal role (Huang et al., 
2020). Indeed, sound reliability and risk analyses are essential to reduce 
the risk arising from undesired events (e.g., failures) and ensure the 
safety of the operations. In this context, different strategies could be 
followed such as conducting fault diagnosis (Han and Li, 2022), health 
management (BahooToroody et al., 2022), predicting future conditions 
or predicting the Remaining Useful Life (RUL) (Hu et al., 2022), crack or 

damage detection (Wu et al., 2019), or planning and optimising main
tenance activities (Arena et al., 2022). Moreover, many different con
cepts and analyses have been introduced such as availability, resilience, 
vulnerability, accident modelling, and precursor accident data. All these 
aspects generated fragmented literature spread across different research 
areas, which are shared by multiple engineering branches and applica
tion fields. Examples include rotating machineries (Wang et al., 2020), 
railways (Fecarotti et al., 2021), batteries (Schismenos et al., 2021), 
ships (Chen et al., 2019), and aeroengines (Chen et al., 2023). 

In the former application fields and for the aforementioned purposes, 
different tools and approaches have been adopted such as Fault Tree 
(FT) (Andrews and Tolo, 2023), Bayesian Network (BN) (Leoni et al., 
2019), and Failure Mode and Effect Analysis (FMEA) (Catelani et al., 
2018). Among the proposed approaches, Machine Learning (ML) and 
Deep Learning (DL) are prominent. Indeed, they present several ad
vantages such as enabling better decision making-process thanks to the 
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capability of providing more accurate information from accident, 
degradation, or survival datasets than conventional approaches (Xu and 
Saleh, 2021). Moreover, ML and DL algorithms are very suited to extract 
knowledge from data, without the requirement of coping with mathe
matical modelling, which could be very complicated in the context of 
safety and reliability of complex systems (Fernandes et al., 2022). As a 
matter of fact, ML and DL could provide new insights by discovery un
known or unrecognized patterns or states. The former aspects have led 
to a widespread diffusion of ML and DL for safety purposes in different 
fields such as monitoring ship safety (Rawson et al., 2021), Structural 
Health Monitoring (SHM) (Azimi et al., 2020), and failure diagnosis of 
equipment (He and He, 2017), denoting the flexibility of ML and DL. In 
this context, many different ML and DL algorithms could be employed. 
Considering ML, Neural Network (NN) (Xu et al., 2020), Support Vector 
Machine (SVM) (Tuerxun et al., 2021), Support Vector Regression (SVR) 
(Cheng and Lu, 2021), Decision Tree (DT) (Senanayaka et al., 2017), and 
Random Forest (RF) (Satishkumar and Sugumaran, 2016) could be 
adopted for supervised learning, while K-Nearest Neighbours (KNN) 
(Nistane and Harsha, 2018), Gaussian Mixture Model (GMM) (Lai et al., 
2022), K-Means (Park et al., 2008), Hierarchical clustering (Zhou et al., 
2017) could be exploited for unsupervised learning. On the other hand, 
among the DL algorithms, Convolutional Neural Network (CNN) 
(Choudhary et al., 2021) and Recurrent Neural Network (RNN) (Li et al., 
2020) are worth mentioning. DL is developed from traditional NN. 
However, compared to ML, DL has stronger generalization and fitting 
abilities, while being able to independently retrieve features (Zhang 
et al., 2022). Moreover, thanks to a set of two or more non-linear 
transformation, DL could overcome typical limitations arising from the 
analysis of huge datasets (Ahmed, 2023). Other than CNN and RNN, the 
following DL techniques could also be found: deep belief networks (Che 
et al., 2020), Generative Adversarial Networks (GANs) (Che et al., 
2020), stacked auto-encoders (Cui et al., 2020), graph neural networks 
(Li et al., 2022), deep reinforcement learning (Qian and Liu, 2022), and 
convolutional long short-term memory neural networks (Hao et al., 
2020). It follows that ML and DL show high variety. The variety is also 
increased by the different areas characterising safety, risk, and reli
ability applications. 

Over the past years, different literature reviews were published 
regarding the adoption of ML or DL for different purposes related to 
safety, risk, and reliability. For instance, Hegde and Rokseth (2020) 
studied the application of ML for engineering risk assessment, while 
Stetco (2019) investigated the application of ML for the condition 
monitoring of wind turbines. Zhang et al. (2020) and Hoang and Kang 
(2019) reviewed the application of DL for the failure diagnosis of 
bearings, while Flah et al. (2021) addressed the adoption of ML in the 
context of civil SHM. Recently, a more generic treatment of ML for 
reliability and safety applications is proposed by Xu and Saleh (2021), 
but only a brief discussion on DL is presented. Similarly, bibliometric 
and scientometric analyses have also been carried out during the last 
decade. Examples include bibliometric analyses related to fault diag
nosis of bearings (Kamat and Sugandhi, 2020), DL for crack detection 
(Ali et al., 2022), or Prognostic and Health Management (PHM) of 
hydrogen fuel engine (Wang et al., 2022). All the individual review 
studies allow defining research gaps, future opportunities, and guide
lines. Accordingly, scholars could exploit them to expand their knowl
edge on safety matters. However, most of the review works focus on 
specific research areas (e.g., risk assessment or fault diagnosis), or they 
consider just ML or DL, or they tackle a single field of application (e.g., 
bearing or maritime). Thus, a holistic vision of the application of both 
ML and DL for safety, risk, and reliability purposes is still missing. 
Indeed, summarising and classifying the literature could be deemed as a 
difficult task due to its fragmented nature, the variety of topics, and the 
different approaches. Literature reviews are more popular compared to 
bibliometric and scientometric analyses, nevertheless, the latter are 
usually able to provide more objectives results (Huang et al., 2020). 
Bibliometric analyses are very suitable for extend fields, which may be 

difficult to summarize through classic approaches (Belter and Seidel, 
2013). Bibliometric and scientometric analyses have gained attention to 
discover emerging patterns (Haghani and Bliemer, 2020) or identify 
relevant research themes and bibliometric attributes (Kumar et al., 
2021). To this end, they often involved co-words analysis (Chellappandi 
and Vijayakumar, 2018). This is usually achieved by analysing titles, 
abstracts, and keywords of scientific documents. In this context, a simple 
term-based strategy could result in a high number of false positives, 
while missing relevant studies (Haghani et al., 2021). Thus, elaborate 
and systematic search approaches could be useful to maximising the 
coverage, while reducing the number of false positives. 

Based on the former considerations, this paper aims to provide a 
holistic view of the literature related to ML and DL applications in the 
context of safety, risk, and reliability. To this end, a bibliometric analysis 
is adopted to investigate the intellectual structure of the field, along with 
analysing its temporal trends. Accordingly, this work studies the (1) 
primary research areas, fields of application, and adopted algorithms; 
(2) the trend of publications over time; (3) the most relevant journals, 
authors, and studies; and (4) the temporal evolution to grasp possible 
past, current, and future trends. A possible approach to conduct a Sys
tematic Bibliometric Analysis (SBA) is proposed with the objective to 
maximise the coverage and minimise the number of false positives. 

As a reminder, the rest of the paper is organised as follows: in Section 
2, the research methodology adopted to conduct the SBA is described, 
while in Section 3 the results related to topics, research areas, main 
authors and studies, and temporal evolution are presented. Finally, the 
discussion of the results is provided in Section 4, while Section 5 draws 
the conclusions and the limitations of the present study. 

2. Research methodology: Systematic bibliometric analysis 

The literature on ML and DL for safety purposes is vast, and it in
cludes many fields and disciplines scattered across several specialty 
journals. Thus, gathering and categorising information could be deemed 
as a difficult task. This work aims to propose a viable search option to 
assure a high coverage while reducing the number of false positives 
which could alter the finding of the bibliometric analysis. The search 
strategy proposed in this study is referred to as SBA, and it is composed 
of six steps as shown in Fig. 1. The search was conducted through the 
Web of Science (WoS) Core Collection, which includes more than 21,000 
journals and over 87 million records from 1900 up to present days. 

Step 1. Following the approach proposed by Haghani et al. (2021), 
five journals that deal with safety, risk, and reliability were chosen to 
extract a first set of keywords to include and exclude. The selected 
journals are Reliability Engineering and System Safety (RESS), Safety 
Science (SS), Process Safety and Environmental Protection (PSEP), 
Journal of Loss Prevention in the Process Industries (JLPPI), and 
Engineering Failure Analysis (EFA). Since the former journals 
include also studies unrelated to ML or DL, the following preliminary 
string was used: TS = (“machine learning” OR “deep learning” OR 
“statistical learning”). The string resulted in 359 papers, whose titles, 
abstracts, and keywords were analysed to select the keywords to 
include and exclude depending on the topic treated in the related 
papers. In case there were doubts about the consistency of a paper, 
the full text was retrieved for further confirmation. For instance, a 
category of papers published in PSEP deal with environmental pro
tection, which is outside of the scope of this research was excluded. 
Crash safety and occupational safety were also excluded from this 
study since they could also treat psychological or behavioural as
pects. Subsequently, the keywords were listed in five major cate
gories: (i) method-related keywords (e.g., “support vector 
machine”), (ii) sector, field, or context related keywords (e.g., “en
gine”, or “chemical process”, or “railway”), (iii) general purpose (e. 
g., “reliability analysis” or “risk evaluation”), (iv) standalone (e.g.,” 
flight safety” or “structural health monitoring”), and (v) keywords to 
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exclude. The first category is related to tools, algorithms, or methods 
that are included in the ML or DL field. The second group of key
words is related to the context of application since it is important to 
include the desired context and exclude the undesired ones (e.g., 
“occupational safety”). The third group is related to the purpose of 
the ML or DL application. Finally, the fourth class of keywords is a 
mix of the second and third classes since it includes both the context 
and the purpose. This division is pivotal for the subsequent search in 
the entire WoS database. Indeed, the search string is formed: (TS =
“method keywords”) AND ((TS = “sector/field/context keywords” 
AND TS = “general purpose) OR TS = “standalone”) NOT TS =

(“keywords to exclude”). Each category includes a list of keywords 
separated by an OR logic operator. It is worth mentioning that during 
this phase and step 4, the keywords were sometimes slightly 
manipulated to be more inclusive or exclusive. For instance, “wear 
behaviour prediction” became “wear behaviour predict*” or “psy
chology” became “psycholog*”. British and American English were 
included (e.g., “wear behaviour predict*” and “wear behavior pre
dict*”). Finally, for the keywords to exclude, also similar words were 
added. For instance, if the term “molecular” was found, the term 
“molecule” was added. The developed search string can be found in 
the Appendix. 

Fig. 1. Developed framework for conducting a SBA.  

Fig. 2. Steps required to obtain preliminary research string.  
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Step 2. The search string is extended to the entire WoS database, 
considering only studies written in English and up to 2022. A visual 
summary of the first two steps is provided in Fig. 2. 
Step 3. Ten samples of 50 random papers are extracted from the 
results. The papers are studied in terms of title, abstract, and key
words to evaluate the coherence with the topic of the current work. 
In case a paper was marked as a false positive, unrelated terms were 
selected to be considered in the keywords to exclude. The process is 
iterated until each sample has a maximum number of false positives 
equal to two. The screening process to identify false positive is 
conducted manually by checking abstracts, titles, and keywords of 
papers. In case of unclear papers, the full-texts were consulted when 
available. 
Step 4. The terms evaluated as non-coherent with ML and DL for 
safety purposes are added to the list of keywords to exclude. 
Simultaneously, new relevant terms were added as keywords to be 
included. However, it is worth mentioning that most of the keywords 
to include were found through the first step. In this step, terms to 
exclude are predominant. This step is required to minimize the 
occurrence of false positives. 
Step 5. When all the random samples contain two or less false pos
itives, the iteration is stopped. During this phase, unrelated WoS 
categories are studied to identify additional false positives and refine 
the analysis. It is important to conduct this step at the end to avoid 
removing apparent false positives which are inserted into unrelated 
categories. For instance, the category “mineralogy” could apparently 
be unrelated to the considered topic. However, it could still include 
risk or reliability analyses related to mine or mining equipment. 
Step 6. The relevant pieces of information related to the remaining 
papers are extracted. The required information includes, but is not 
limited to, authors, year of publication, journal, title, abstract, key
words, and reference list. 
It is worth mentioning that most of the analyses are performed 
through VOSviewer (Van Eck and Waltman, 2010), which is a 
renowned software for constructing bibliometric maps through a 
method called Visualization of Similarities (VoS). Some of the prin
ciples and maths behind VOSviewer could be found in (Haghani 
et al., 2021; Van Eck and Waltman, 2010; Waltman et al., 2010). 

3. Findings 

The application methodology presented in Section 2 resulted in 
18,509 documents (date of search: February 2023), among which 
12,767 are tagged as “article” (i.e., almost 70 %), while 5571 are 

regarded as “proceeding paper”. Among the extracted documents, about 
30 % is published as All Open Access (5691 documents). The former 
papers are analysed considering the following categories:  

• General statistics (Section 3.1).  
• Clustering of literature (Section 3.2).  
• Clustering of literature based on bibliographic coupling (Section 

3.3).  
• Authorship and co-authorship analysis (Section 3.4).  
• Temporal evolution (Section 3.5).  
• Influential studies (Section 3.6). 

3.1. General statistics 

The documents arising from the search belong to several WoS cate
gories, among which over 30 are characterised by at least 200 docu
ments. Fig. 3 summarizes the WoS categories containing more than 900 
documents. “Engineering Electrical Electronic” (number of publications 
equal to 5453) is by far the most common WoS category, followed by 
“Instruments Instrumentation” (number of publications equal to 2599) 
and “Computer Science Artificial Intelligence” (number of publications 
equal to 2593). Based on Fig. 3, it is possible to state that a particular 
interest is devoted to automation and control systems, energy fuels, 
telecommunications, material science, and civil engineering. 

Another bibliometric perspective allows to identify the most relevant 
journals in the field of ML and DL application for safety purposes. The 
journal with the highest number of publications is IEEE Access, which 
presents 594 documents. It is followed by Sensors and Measurements 
characterised by 546 and 394 documents, respectively. 306 and 301 
documents are published in Mechanical Systems and Signal Processing 
and IEEE Transactions on Instrumentation and Measurement, respec
tively. The preceding figures demonstrate the prevalent utilization of ML 
and DL in processing sensor-acquired or measured data to classify the 
condition of an asset or predict a forthcoming state. Furthermore, high 
interest is devoted to both the energy and the civil sector, denoted by the 
231 and 207 documents of Energies and Structural Health Monitoring an 
International Journal, respectively. There are also other relevant jour
nals which deal with broader topics that are worth mentioning such as 
Applied Sciences (341 documents) and Reliability Engineering and 
System Safety (196 documents). A list of the ten most relevant journals is 
summarised in Fig. 4. 

Another interesting analysis regards the number of documents pub
lished in the last ten years (see Fig. 5). According to Fig. 5, the 

Fig. 3. WoS categories with the highest number of documents.  
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application of ML and DL in safety, risk, reliability, resilience, and 
maintenance analysis has progressively increased, and it is still 
increasing. The documents published in 2012 were only 336, while 3967 
documents were published in 2022. The advances of technologies in 
different filed of engineering processes (e.g., maintenance planning for 
the turbofan of airplanes), required sound methods to handle the 
complexity of the process. ML and DL are capable to deal with the former 
complexity, thus, they progressively received more attention. The 
former fact is also related to the abilities of ML and DL since they could 
provide proper performance and accuracy. Moreover, the advances in 
sensors and digital technologies and the increase of computational 
power and efficiency of computers could have facilitated the widespread 
adoption of ML and DL techniques. In this context, it is worth 
mentioning that between 2012 and 2022, 16,385 documents were 
published, which accounts for about 88 % of the total documents 
retrieved through the search. 

Finally, it could be interesting to study the most prolific countries 
and the collaborations among them. Through VOSviewer, by imposing a 
minimum number of documents for a given country equal to 15, Fig. 6 is 
obtained. Specifically, 70 countries produced at least 15 documents. In 
Fig. 6, the colour represents the average publication year, while the size 
of each node and the links identify the number of documents and the co- 
authorship of each country. People’s Republic of China (PRC) and 
United States of America (USA) are the leading countries regarding 
number of documents, number of citations, and links. Considering the 
number of documents, other than PRC and USA, other countries pro
duced over 300 documents: India, England, South Korea, Canada, Italy, 
Germany, Iran, France, Australia, Spain, Taiwan, Brasil, and Japan. The 
former countries can be considered as the most prolific ones in ML and 
DL for safety purposes. 

3.2. Clustering of literature based on keywords’ co-occurrence 

To cluster the collected documents, a semantic analysis of the key
words is performed through the VoS methodology as explained by Van 
Eck and Waltman (2007). VoS allows to aggregate the documents based 
on their similarities regarding different factors. First, the co-occurrence 
of keywords (i.e., the number of times two keywords are mentioned 
together) is investigated through VOSviewer software developed by Van 
Eck and Waltman (2010). The former software allows to conduct a VoS, 
and, therefore, visualise the objects in a network where each node 
represents an object and the distances among different objects denote 
their similarities (Haghani et al., 2022). 

The process is carried out after the specification of a thesaurus, 
which excluded undesired terms and aggregate identical terms written 
differently (e.g., “remaining useful life” and “remaining useful life
time”). Only terms with at least 30 occurrences were considered. The 
application of VoS to the keywords’ co-occurrence results in six clusters 
which are summarised in Fig. 7 and Table 1. In Fig. 7, the average 
number of citations and the average publication year are also shown. 
The size of each node represents the number of occurrences of the 
associated term. Table 1 lists the most frequent terms which are used to 
assign a name to the cluster, the selected prominent youngest terms (i.e., 
the ones with the highest average publication year), and the selected 
most cited on average terms (i.e., the ones with the highest number of 
citations). The six clusters are identified: (I) wind turbine, power sys
tems, cyber-physical systems, and maintenance, (II) Structural and civil 
engineering, (III) Rotating machinery and signal processing, (IV) Clus
tering and data reduction, (V) Battery and aero engine prognostics, and 
(VI) Rotating machinery, deep learning, and data manipulation. 

First, it is worth mentioning that each term could belong to only one 
cluster, but it could be linked to all the others. This peculiar feature 
allows to study the relationships among different clusters. For instance, 
even though “neural network” belongs to the second cluster, it is linked 
to all the others denoting an adoption of neural networks in all the 
clusters. 

The name of each cluster is based on the following considerations. 
Cluster I deal with mixed topics since it contains terms such as “wind 
turbine”, “cyber physical system”, “oil”, and “power system”. However, it 
is possible to state that it is strongly related to maintenance and related 
activities. It includes the terms “maintenance”, “preventive mainte
nance”, “condition-based maintenance”, “predictive maintenance”, and 
“maintenance engineering”. Cluster II is mainly related to structural and 
civil engineering due to the presence of “structural health monitoring”, 
“bridge”, “structural damage detection”, “beam”, and “structural reli
ability”. Cluster III contains both terms related to rotating equipment such 
as “rolling bearing”, “induction motor”, “rolling element bearing”, and 
“gearbox” and terms related to signal processing such as “empirical mode 
decomposition”, “wavelet transform”, “ensemble empirical mode 
decomposition”, and “discrete wavelet transform”. The term “clustering” 

Fig. 4. Top ten journals with regards to number of documents.  

Fig. 5. Number of documents published between 2012 and 2022.  
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is included in Cluster I, but it presents links with the other cluster such as 
Cluster IV, which is identified as “Clustering and data reduction”. It 
presents terms such as “gaussian mixture model”, “k-nearest neighbours”, 
“fuzzy clustering”, and “fuzzy c-means”. It includes typical algorithms of 
data reduction such as “principal component analysis”, “independent 
component analysis”, “kernel component analysis”, and “linear discrim
inant analysis”. Cluster V is predominantly linked to the prognostics of 
batteries due to the presence of terms such as “remaining useful life”, 
“prognostics and health management”, “lithium-ion battery”, “battery 
capacity”, “health estimation”, “state of health”, and “prognostics”. 
Finally, Cluster VI contains terms such as “bearing”, “rotating machine”, 
and “planetary gearbox” which are strongly related to rotating equip
ment. It is possible to find “deep neural network”, “generative adversarial 
network”, “autoencoder”, “feature fusion”, and “feature learning”. 

From a general perspective, the most common ML algorithm is the 
“neural network” since this term is the most frequently used. It is fol
lowed by “support vector machine”. Considering DL, the most occurred 
term is “convolutional neural network”, which could be considered as 
the most popular DL algorithm. The terms, “fault diagnosis”, “fault 
detection”, and “feature extraction” co-occurs with terms from all the 
other clusters, denoting their diffusion in all the identified divisions. 
Both Cluster III and Cluster VI are related to rotating equipment, as they 
have a common border and many co-occurred terms. For instance, 
“empirical mode decomposition” is linked to terms belonging to the two 
former clusters. A similar consideration can be made for the term 
“variational mode decomposition”. “Acoustic” is a term associated with 
Cluster II, and it co-occurs with “vibration”, which is a term of Cluster 
III. It co-occurs with “rolling bearing”, while “vibration” has a link to 

Fig. 6. Collaborations among different countries.  
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“structural health monitoring”. Both acoustic and vibration signals are 
used for the analysis of structural or rolling elements even though they 
present significant differences. The term “image” and “image process
ing” belonging to Cluster II co-occur with the term “convolutional neural 
network” of Cluster VI, denoting the popularity of CNN within the 
context of image analysis. Furthermore, “image processing” co-occurs 
with “fault diagnosis” and “classification” of Cluster III, possibly high
lighting the adoption of image processing techniques for diagnosis of 
fault and their classification (e.g., different failure modes). 

A more detailed analysis of each cluster is provided below: 
Cluster I. Cluster I presents the term “wind turbine”, which is related 

to the terms “scada” and “scada data”, possibly denoting the employ
ment of data acquired through scada for the diagnosis and fault detec
tion of wind turbines. Indeed, “scada” data is also linked to the terms 
“diagnosis” and “fault detection” of Cluster IV. This finding is aligned 
with previous works that mentioned that data coming from SCADA are 
effective to identify wind turbine performance at low costs (Leahy et al., 
2016; Kim et al., 2011). The terms “cyber-physical system” and 

Fig. 7. Keywords’ co-occurrence network and identified clusters (upper image), average citations (bottom left), and average publication year (bottom right).  
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“cybersecurity” co-occur with the term “anomaly detection”. In this 
cluster, the terms “railway”, “earthquake”, “landslide”, and “landslide 
susceptibility” also appears, but they are characterised by a lower 
number of occurrences, and they are quite isolated compared to the 
other terms. Considering the most prominent youngest terms of Cluster I 
(see Table 1), it is possible to state that the focus is shifting towards 
resilience analysis. Moreover, “remote sensing” and “digital twin” seem 
to be recently integrated with the safety framework. Considering ML and 
DL tools, “extreme gradient boosting”, “federated learning”, and “deep 
reinforcement learning” appear to be popular recent approaches. 

Cluster II. In this cluster, the terms “concrete” and “beam” have links 
with “damage detection” and “crack detection”. Moreover, “beam” has a 
link with “natural frequency”, while “concrete” is characterised by co- 
occurrence with the term “acoustic”. The term “bridge” also co-occurs 
with “damage detection”, but also “modal identification”. In this clus
ter, it interesting to see a co-occurrence of the term “computer vision” 
with the following terms: “bridge”, “crack detection”, “inspection”, and 
“damage detection”. Computer vision is employed for inspection related 
to the detection of cracks and damages. It emerged to be as a prominent 
recent term, denoting a modern new solution to evaluate the health of a 
structure. In this context, also the term “image” and “vision” co-occur 
with “damage detection” and “crack detection”, underlying how the 
images and their related processing could be a common solution to 
assess cracks and damages. 

Cluster III. This cluster mainly covers the fault diagnosis of rotating 
equipment, denoting the importance of signal processing techniques 
such as “wavelet transform” and “empirical mode decomposition”. It 
emerged that a prominent young technique is “variational mode 
decomposition”, which is employed in fault diagnosis of rotating 
equipment. It is also worth mentioning that among the rotating ma
chinery falling in this group, the “reciprocating compressor” is the one 
which is less frequently considered since it has a lower number of oc
currences compared to “rolling bearing”, “induction motor”, or “cen
trifugal pump”. 

Cluster IV. Other than dimensionality reduction and clustering 
techniques, this cluster includes different fields such as “turbine”, “high- 
speed train”, “engine”, “chemical process”, and “nuclear power plant”. 
The analysis depicted “variational autoencoder” and “denoising 
autoencoder” as prominent youngest terms, which overlaps with Cluster 
VI. Another interesting finding is that “high-speed train” also resulted as 
a prominent youngest term, possibly denoting current and future area of 
development. 

Cluster V. Among the most frequent terms, “remaining useful life” 
and “long short-term memory neural network” emerges, denoting the 
popularity of Long Short-Term Memory NN (LSTMNN) for estimating 
the RUL of batteries. The term “electric vehicle” falls in this cluster as 
well due to its relationships with batteries. This cluster also reports the 
terms “aero engine” and “turbofan engine”, which have links with 
“prognostics and health management” and “remaining useful life”, 
denoting the popularity of predictive models for aero engines. In this 
cluster the term “mathematical model” appears as one of the most 
prominent. It co-occurs with the term “degradation”, possibly identi
fying the recent construction of degradation mathematical models. 
Furthermore, “mathematical model” co-occurs with “convolutional 
neural network”, “neural network”, and “support vector machine”, 
which could mean that mathematical models have been recently inte
grated with ML and DL algorithms. 

Cluster VI. In this cluster, the terms “small sample” and “few-shot 
learning” appears, possibly highlighting the need to diagnose failure 
under sparse data. Furthermore, “few-shot learning” emerged as a 
prominent youngest term, which could denote the recent need to train 
models with limited data. Another prominent youngest term is “graph 
neural network”, which presents co-occurrence with “anomaly detec
tion” (Cluster II). The former aspect could represent a recent trend in the 
adoption of a “graph neural network” to detect anomaly conditions. 
“Meta learning” is another interesting prominent youngest term, which 
shows a connection with “fault diagnosis”. Thus, it is possible that 
recently “meta learning” could have been exploited for diagnosing 

Table 1 
Identified clusters and associated selected most frequent, prominent youngest, and most cited on average terms.  

Cluster Topic Selected most frequent terms Selected prominent youngest terms Selected most cited on average 

I (red) Wind turbine, power 
systems, cyber 
physical systems, and 
maintenance 

System, anomaly detection, 
optimisation, artificial intelligence, 
predictive maintenance, reliability, wind 
turbine, maintenance, random forest, 
decision tree, risk assessment, condition- 
based maintenance 

Explainable artificial intelligence, digital 
twin, federated learning, deep 
reinforcement learning, extreme 
gradient boosting, maintenance 
engineering, internet, remote sensing, 
resilience 

Implementation, fuzzy, fuzzy logic, 
frequency ration, Supervisory control 
and data acquisition (SCADA) data, 
hazard 

II (green) Structural and civil 
engineering 

Neural network, structural health 
monitoring, identification, damage 
detection, genetic algorithm, 
performance, sensor, acoustic, pattern 
recognition, crack detection, bridge 

Semantic segmentation, deformation, 
mechanism, surrogate model, 
reconstruction, computer vision, 
unmanned aerial vehicle 

Response surface, vision, health 
monitoring, structural reliability, slope 
stability, response surface method, 
image segmentation, modal 
identification, cable-stayed bridge 

III (blue) Rotating machinery 
and signal processing 

Fault diagnosis, support vector machine, 
classification, machine, vibration, rolling 
bearing, condition monitoring, empirical 
mode decomposition, wavelet transform, 
induction motor 

Circuit faults, mode decomposition, 
variational mode decomposition, fuzzy 
entropy 

Rolling element bearing, defect, 
induction machine, ensemble empirical 
mode decomposition, signal, statistical 
feature, singular value decomposition 

IV (yellow) Clustering and data 
reduction 

Diagnosis, fault detection, principal 
component analysis, selection, 
diagnostics, gaussian mixture model, k- 
nearest neighbour, dimensionality 
reduction 

Variational autoencoder, denoising 
autoencoder, high-speed train, data 
driven, sparse autoencoder 

Self-organizing map, sensor fusion, 
fisher discriminant analysis, Bayesian 
inference, independent component 
analysis, Bayesian classifier, statistical 
process control 

V (violet) Battery and aero 
engine prognostics 

Prognostics, remaining useful life, long 
short-term memory neural network, 
remaining useful life estimation, lithium- 
ion battery, regression, recurrent neural 
network, battery, aero engine 

Predictive model, computational 
modeling, mathematical model, health 
prognostics, online state 

Relevance vector machine, pack, 
combination, state of charge, health 
estimation, battery management 
system, electric vehicle 

VI (light blue) Rotating machinery, 
deep learning, and 
data manipulation 

Convolutional neural network, feature 
extraction, rotating machine, bearing, 
transfer learning, autoencoder 

Graph neural network, meta learning, 
adaptation models, data models, 
employee welfare, task analysis, 
informatics, attention mechanism, few- 
shot learning 

Intelligent fault diagnosis, feature 
learning, stacked denoising 
autoencoder, sparse filtering, intelligent 
diagnosis, planetary gearbox, deep 
convolutional network  
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faults. Finally, “employee welfare” and “task analysis” were depicted as 
prominent youngest terms, possibly representing an increased attention 
towards the abilities, skills, and welfare of operators during fault diag
nosis activities mainly related to rotating equipment. 

3.3. Clustering of literature based on bibliographic coupling 

Through VOSviewer, an additional cluster analysis is performed by 
considering the reference lists of different documents. The former 
analysis allows to evaluate the similarity among different documents 
based on the references they cite. Then, the documents are aggregated 
based on the authors to identify similarities among different authors. In 
this study, authors with at least twenty documents were considered. The 
results arising from the analysis are shown in Fig. 8 and Table 2. In 
Fig. 8, each node represents a different author, and its size denotes the 
number of documents the author published. A link connects given au
thors to others with a similar reference list. Considering Table 2, the 
topic associated with each cluster is chosen based on the Google Scholar 
pages of the top cited researchers, followed by a screened of the Scopus 
page in case the Google Scholar page was not present or did not provide 
any description. 

The bibliographic coupling resulted in five clusters. Each author can 
be associated with a single cluster, but he/she could be characterized by 
links with other clusters. This is very common for authors belonging to 
Cluster 1, Cluster 2, Cluster 3, and Cluster 4, which present wide over
lapping areas. The previous scenario possibly denotes a multidisci
plinary nature of the field and leads to difficulties in determining 
specific topics for each cluster. Indeed, the former clusters share similar 
topics which are not reported in Table 2 for identifying peculiar prom
inent topics. As a matter of fact, “rolling bearing”, “rotating machinery”, 
and “failure analysis” are key terms that are listed for most of the most 
cited authors of Cluster 1, Cluster 2, Cluster 3, and Cluster 4. Based on 

the former consideration, it is possible to state that many scholars have 
been focusing on fault detection and diagnosis of rotating machineries. 
This trend could be related to different factors such as the importance of 
rotating equipment and their complex fault behaviours (e.g., different 
failure modes), which has led to the adoption of ML and DL algorithms. 
Rotating devices such as bearings are used for several applications and 
systems. Finally, bearings present multiple similarities despite their 
eventual different sizes, applications, and usages. 

Considering the single clusters, Cluster 1 contains authors that deal 
with RUL of batteries and critical infrastructures (e.g., nuclear plants), 
while Cluster 2 includes authors that treat fatigue and fracture, damage 
modelling, machine health monitoring and signal processing. Authors 
that study random vibration, model predictive control, smart materials 
and structures, and dynamics and vibration are assigned to Cluster 3, 
while Cluster 4 is associated with the following topics: control systems 
and artificial intelligence in condition monitoring. Cluster 5 is the most 
isolated one compared to the remaining networks; thus, authors 
belonging to Cluster 5 have quite different reference lists compared to 
the rest. Only two authors are associated with this cluster and the 
common topics are SHM and damage detection, wind turbine, and wind 
farm. It is also worth mentioning that Cluster 1 seems to present a sub- 
cluster of authors that is more distant from the remaining clusters. 

3.4. Authorship and co-authorship analysis 

To investigate the pattern of authorship and co-authorship, it is 
possible to build a collaboration network through VOSviewer. Filtering 
out the authors with less than 15 documents and the authors that show 
limited connections to the remaining network (default of VOSviewer), 
Fig. 9 is obtained. In Fig. 9 each node represents a distinct author, while 
each link identifies a collaboration between two authors. The node size 
is related to the number of documents realized by the corresponding 

Fig. 8. Bibliographic coupling of authors with more than 20 papers.  
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author, while the thickness of each link is proportional to the number of 
co-authorships between the two authors at its extremes. The thickness of 
the link could also be referred as link strength. In this context, it is 
important to introduce two metrics which are the number of links of 
each author (i.e., the number of co-authors in the network) and the total 
link strength. The latter arises from the aggregation of the number of 
links and the link strength of each link associated with an author in the 
network (Haghani et al., 2021; Haghani et al., 2022). The number of 
links and the total link strength could be investigated to determine to 
which extent a given author is collaborating with other authors of the 
network. It is worth mentioning that in the process, it emerged that Zio, 
E., Worden, K., and Dervilis, N. could be re-conducted to Zio, Enrico, 
Worden, Keith, and Dervilis Nikolaos respectively. The former are au
thors that presented two different nomenclatures, however, there could 
be others that are characterised by the same anomaly. This aspect could 
make the works of some authors to be scattered across different names, 
and, therefore, it could result in an apparent lower contribution to the 
literature. 

The analysis depicted 18 clusters. Each cluster is composed of at least 
three authors. The biggest cluster include 27 distinct authors. Consid
ering between parentheses the number of links (first number) and the 
total link strength (second number), the authors characterised by the 
highest link strength are: Li, Chuan (12, 125), Cabrera, Diego (5, 110), 
Cerrada, Mariela (5, 104), Chen, Xuefeng (14, 96), Chen, Jinglong (6, 
96), and Sanchez, Rene-Vinicio (5, 96). On the other hand, the analysis 
depicted the following authors as the ones with the highest number of 
links: Liu, Jie (15), Chen, Xuefeng (14), Yan, Ruqiang (14), Li, Chuan 
(12), and Li, Weihua (12). The analysis highlights also the authors that 
have collaborations outside of their cluster. For instance, Li, Weihua has 
collaborated with authors of six other clusters. Li, Chuan, Wang, Dong, 
and Zhang, Wei have collaborated with authors belonging to five other 
clusters. Finally, the following authors have co-authored a document 
with authors placed in three different clusters: Zhang, Shaoui, Zhu, 
Zhongkui, Shen, Changquing, Jiang, Xingxing, Zio, Enrico. 

It is worth mentioning that some authors with at least 15 documents 
were excluded from the previous analysis due to the absence of 
connection with the network. However, their contribution to the field is 
still very relevant and proficient. By analyzing authors who have pro
duced at least 15 documents, regardless of their connections to the rest 
of the network, Fig. 10 can be obtained. Considering Fig. 10, there are 12 
authors that produced at least 20 documents and who were discarded in 
the former analysis: Kim, Jong-Myon (91), Worden, Keith (62), Yu, 
Jianbo (42), Dervilis, Nikolaos (34), Yan, Xuefeng (24), Wang, Huawei 
(21), Benbouzid, Mohamed (20), Cha, Young-Jin (20), Khan, Faisal (20), 
Sugumaran, V. (20), Wang, Tao (20), Worden, Keith (20), and Zhang, 
Jian (20). 

3.5. Temporal evolution 

To explore the evolution of terms used as keywords, the keywords’ 
co-occurrence analysis was conducted through VOSviewer for five 
different periods, following the procedure described in Patriarca (2020). 
Specifically, the analysis is carried out five different times (one for each 
period), and each time only the papers published during that period are 
considered. Furthermore, two different thresholds are considered for the 
minimum number of occurrences of a given term: 15 and 30. The 
identified period are as follows: 2003–2006 (Period I), 2007–2010 
(Period II), 2011–2014 (Period III), 2015–2018 (Period IV), and 
2019–2022 (Period V). 

3.5.1. Period I: 2003–2006 
Considering Period I, Fig. 11 shows the clusters obtained when 

considering 15 and 30 number of occurrences as thresholds of exclusion. 
Based on Fig. 11, it is possible to state that “neural network” and 

“support vector machine” were the most popular ML algorithms. The 
concepts of “fault diagnosis” and “diagnosis” were already considered. It Ta
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is worth noting that “damage detection” and “structural health moni
toring” were used commonly during this period. Besides, “rotating ma
chinery” and the related “condition monitoring” were already treated. 
Finally, “principal component analysis” and “wavelet transform” 
emerges as the most popular approaches for data pre-processing (e.g., 
data reduction). 

3.5.2. Period II: 2007–2010 
As depicted in Fig. 12, the number of relevant terms associated with 

Period II increases. This trend is related to the increase in popularity of 
ML applications for safety purposes. 

Once again, “neural network” and “support vector machine” are 
highlighted as the most popular ML algorithms. Considering ML algo
rithms, this period sees the increase in popularity of “decision tree” and 
“clustering”. The attention of this period is also directed towards 
“feature selection”, “feature extraction”, “fault classification”, and 
“wavelet transform”. Another interesting finding is the appearance of 
“rolling bearing” and “induction motor”, possibly denoting a higher 
focus on the former devices. The term “vibration” appears among the 
most relevant ones, possibly highlighting the popularity of studying 
vibrations for fault detection and diagnosis. Finally, the terms “reli
ability” and “structural reliability analysis” underlines the focus also on 
reliability analysis other than fault diagnosis and damage detection. 

3.5.3. Period III: 2011–2014 
During Period III, the number of relevant terms increases once again 

(see Fig. 13). New algorithms and new fields of application are char
acterised by an increase in popularity. 

Period III sees the appearance of several algorithms such as “support 
vector regression”, “gaussian mixture model”, “fuzzy clustering”, and 

“fuzzy neural network”. The last two terms, along with the term “fuzzy 
logic”, possibly denote a new trend, which could be identified as the 
integration of ML algorithms and fuzzy logic. Moreover, “empirical 
mode decomposition” as a data pre-processing technique has gained 
attention during this period. An additional finding is the appearance of 
“maintenance” and “optimisation” in the same cluster, possibly high
lighting the employment of ML algorithms in maintenance planning and 
optimisation. The term “optimisation” could also refer to a higher 
attention towards the optimisation of ML algorithm and their related 
computational time. For the first time, “prognostic” and “remaining 
useful life” emerge as relevant terms. This could relate to the increased 
importance of prediction capabilities. Finally, the term “bridge” and 
“acoustic” are depicted as more popular compared to the previous pe
riods. The former could mean that bridge safety was also studied 
through ML algorithms during Period III, while the latter could highlight 
the higher focus dedicated to acoustic signals in safety frameworks. In 
the previous periods, only vibration signals appear to be commonly 
considered within the proposed frameworks. 

3.5.4. Period IV: 2015–2018 
Period IV sees a wider adoption of DL algorithms, along with the 

integration of new approaches in ML and DL applications for safety 
purposes. 

The increased attention towards DL is denoted by the appearance of 
relevant DL algorithms (see Fig. 14) such as “convolutional neural 
network”, “long short-term memory neural network”, “recurrent neural 
network”, and “deep neural network”. During Period IV, it is possible to 
state that there was a rise in the adoption of DL algorithms. The term 
“transfer learning” also experienced an increase in the number of oc
currences. Furthermore, “condition-based maintenance”, “predictive 

Fig. 9. Network of co-authorship for authors with at least 15 documents and connections with the network.  
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maintenance”, “safety”, and “risk assessment” are identified as relevant 
terms, possibly denoting different purposes of the ML and DL employ
ment. In this period, terms such as “Bayesian network”, “hidden Markov 
model”, and “simulation” experienced an increase in popularity. This 
trend could highlight the need for integrating ML and DL algorithms 
with other approaches and tools. Besides, the following fields are 
depicted as more popular compared to the previous periods: “turbine”, 
“batteries”, “cyber-physical system”. Finally, the term “image process
ing” appears for the first time, possibly denoting a new trend in evalu
ating failures. Machine vision could improve the reliability of defect 
detection (Ren et al., 2022). In this context, DL is among the most 
popular approaches for image processing. 

3.5.5. Period V: 2019–2022 
Fig. 15 illustrates the results of the keywords’ co-occurrence analysis 

of Period V. The increase in the number of relevant terms is an indicator 
of the widespread adoption of both ML and DL during the past years, 
along with possibly denoting its multidisciplinary nature and 
complexity. 

Regarding Period V, new fields of application are considered: “nav
igation”, “c-mapps”, “aero-engine”, “aircraft”, “pipeline”, “corrosion”, 
“railway”, “road”, “slope stability”, “tool”, “unmanned aerial vehicle”, 
and “cybersecurity”. This trend could represent the increase in popu
larity of ML and DL outside the common fields of the previous periods (e. 
g., rotating machines, bearings, and bridges). Furthermore, this period 
experienced the introduction of the concept of “resilience” and 
“vulnerability”, possibly denoting future trends of application. Another 
interesting finding is the appearance of “variational mode decomposi
tion” for data pre-processing. Moreover, “transfer learning” and “deep 
transfer learning” have become more popular during Period V. Simi
larly, “meta-learning”, “deep reinforcement learning”, “few-shot 
learning”, “adversarial learning”, “attention mechanism” appear in this 
period. Finally, the terms related to image processing occur more times 
during Period V (e.g., “image classification”, “image segmentation”, 
“machine vision”). Nowadays, it is possible to obtain high-quality im
ages with different devices (e.g., unmanned aerial vehicles), reducing 
the difficulties in reaching given places. 

Fig. 10. Network of co-authorship for authors with at least 15 documents independently from their links with other authors that produced at least 15 documents.  
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3.6. Influential studies 

A final analysis is performed considering the most cited articles. 
Specifically, for this step of analysis, the documents with over 300 ci
tations are considered. Among the identified documents, 57 are char
acterised by several citations higher than 300. The 57 documents are 
clustered based on the topics reported in their title, abstract, and key
words, as shown in Table 3. 

As depicted in Table 3, the health monitoring and the fault detection 
of rotating machinery such as bearings is among the most predominant 
fields (Cluster A). In this context, NN is the most common ML algorithm 
(Li et al., 2000; Ali et al., 2015; Bin et al., 2012; Samanta et al., 2003; 
Prieto et al., 2012), while considering DL algorithms, CNN is one of the 
most employed (Wen et al., 2017; Ince et al., 2016; Janssens, 2016; 
Zhang et al., 2018; Zhang et al., 2017; Shao et al., 2018; Jiang et al., 
2018; Xia et al., 2017; Jia et al., 2018), eventually in a transfer learning 
framework (Guo et al., 2018; Yang et al., 2019). Sparse autoencoder also 
emerged as a popular tool adopted in the former context (Wen et al., 
2017; Chen and Li, 2017; Jia et al., 2018). Documents adopting CNN are 
usually more recent compared to the documents where neural networks 
are exploited. In the aforementioned context, DL is also used for auto
matic feature extraction. The former findings are aligned with the ones 
described in the previous section. It is worth mentioning that Cluster A 
includes also studies related to rotating machines of wind turbines such 
as the gearbox (Jiang et al., 2018) or motors of autonomous aerial ve
hicles (Lu et al., 2017), or bearings of locomotives (Yang et al., 2019). 
Furthermore, in (Wen et al., 2017) an axial piston is also considered. 

Considering Cluster B, different review studies were developed 
during the past years. Most of the former documents treat the adoption 
of ML or DL in health management or failure diagnosis (Isermann, 2005; 
Liu et al., 2018; Bellini et al., 2008; Lei et al., 2020; Lei et al., 2020; Khan 
and Yairi, 2018). Among the former works, there are studies also related 
to rotating machineries such as induction motors (Liu et al., 2018; Bel
lini et al., 2008), denoting the popularity of this field. 

Cluster C includes documents that treat the RUL prediction of 
rotating machines and tools. In this context, NN (Huang et al., 2007; 
Gebraeel et al., 2004) (i.e., ML) and RNN (Guo et al., 2017; Zhao et al., 
2017) (i.e., DL) are the most popular algorithms, while relevance vector 
machine is considered in (Wang et al., 2018). Once again, the documents 
adopting DL are more recent compared to the ones considering ML. 

In Cluster D, the works related to the health monitoring and the 
prediction of RUL for batteries and aeroengine are included. LSTMNN 
appears a common solution also for batteries (Zhang et al., 2018) and 
aircraft engine (Wu et al., 2018). 

Finally, Cluster E contains work on SHM and damage detection 
(Abdeljaber et al., 2017; Cha et al., 2018; Lin et al., 2017), and landslide 
(Stumpf and Kerle, 2011; Gomez and Kavzoglu, 2005). Thus, it could be 
related to civil and structural engineering. In this cluster, CNN emerged 
as a popular tool once again (Cha et al., 2018; Abdeljaber et al., 2017; 
Lin et al., 2017), denoting its popularity. This trend could be related to 
the advantages of CNNs and their ability to autonomously extract rele
vant features. 

4. Discussion 

The findings of the present study could be related to three major 
areas: i) fields of application, ii) popular algorithms and tools, and iii) 
past, present, and possible future trends. The former areas are discussed 
in the following sections. 

4.1. Fields of application 

This study highlights the flexibility of ML and DL through the iden
tified different fields of application. In this context, it is worth noting 
that the detected clusters usually present wide overlapping areas, 
possibly denoting similarities. 

Among the fields of application, the failure diagnosis, detection, and 
classification of rotating machineries (e.g., rolling bearings, motors) 
emerged as the most popular. The former aspect is underlined by the 
keywords’ co-occurrence analysis, the bibliographic coupling of au
thors, and the most influential studies with regard to the number of ci
tations. This trend could be related to the diffusion of rotating machines, 
such as bearings for a wide variety of equipment (Liu and Fan, 2022). 
Furthermore, the abilities of ML and DL are well aligned with the 
complex nature of rotating machineries. Indeed, AI-based tools usually 
show a higher accuracy compared to other condition monitoring ap
proaches (Manikandan and Duraivelu, 2021). 

Another common field of application is the structural and civil en
gineering, especially in SHM and damage detection. Despite the 
different nature, there are some similarities between this field and the 
previous one. Indeed, it appears that “vibration” and “acoustic” are 
exploited for the health monitoring of both the fields. 

Finally, another popular field is related to the health monitoring and 
the prognostic of batteries. Indeed, batteries have a pivotal role in many 
aspects of daily life (Tang and Yuan, 2022) and serve numerous tech
nologies, such as electric vehicles (Ma et al., 2023). Furthermore, they 
are an important enabler of the transition from fossil fuels to green en
ergy (Nagulapati et al., 2021). 

ML and DL are also used in other fields such as maritime (Zhang 
et al., 2022; Abaei et al., 2021) nuclear power plant (Worrell et al., 
2019), and aeroengine (Zhuang et al., 2023), however, their degree of 
employment appear to be still lower compared to the former fields. 
Thus, it could be worth examining more in detail other fields of appli
cation thanks to the generalisability of ML and DL algorithms. 

Fig. 11. Keywords’ co-occurrence of terms published between 2003 and 2006: 
(a) 15 as threshold and (b) 30 as threshold. 
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Fig. 12. Keywords’ co-occurrence of terms published between 2007 and 2010: (a) 15 as threshold and (b) 30 as threshold.  
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Fig. 13. Keywords’ co-occurrence of terms published between 2011 and 2014: (a) 15 as threshold and (b) 30 as threshold.  
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Fig. 14. Keywords’ co-occurrence of terms published between 2015 and 2018: (a) 15 as threshold and (b) 30 as threshold.  
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Fig. 15. Keywords’ co-occurrence of terms published between 2019 and 2022: (a) 15 as threshold and (b) 30 as threshold.  
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4.2. Popular algorithms and tools 

Considering the ML algorithms, the most popular one is the NN as 
depicted by both the keywords’ co-occurrence analysis and the analysis 
of the most influential studies. This factor could be related to the ability 
of NNs to extract complex patterns for different applications (Fink et al., 
2014). On the other hand, the most popular DL algorithm is the CNN. 
CNN has the ability of big data processing (Zhu et al., 2017) and it is well 
established in the context of computer vision tasks (Yamashita et al., 
2018), such as image or object recognition. Another popular DL algo
rithm is the RNN, which is extensively employed for the RUL prediction 
of different devices such as batteries or aeroengines. Indeed, RNN can 
store and process complex signals, along with predicting future se
quences (Salehinejad et al., 1801). RNN are also diffused in different 
variants, such as Gated Recurrent Unit (GRU) (Chen et al., 2019) and 
LSTM (Shi and Chehade, 2021). 

Since ML and DL usually require processing a signal, they are often 
integrated with other tools that could be adopted for pre-processing the 
signal (i.e., feature extraction, feature selection, and noise removal). 
Different approaches emerged as popular for the data pre-processing 
phase. Among them, Principal Component Analysis (PCA) (Gu et al., 
2018), Empirical Mode Decomposition (EMD) or Ensemble EMD 
(EEMD) (Zhang et al., 2020); Variational Mode Decomposition (VMD) 
(Habbouche et al., 2021), and Wavelet Transform (WT) (Kankar et al., 
2011) are worth mentioning. 

Finally, it appears that other tools are integrated with ML and DL 
such as Bayesian inference or Hidden Markov Model. For instance, ML 
and DL algorithms require to tune hyperparameters, which is an opti
misation problem. In this contexts Bayesian optimisation is usually more 
efficient compared to other optimisation algorithms (Wu et al., 2019). 
On the other hand, Hidden Markov Model could be integrated with RNN 
for prediction purposes (Zhuang et al., 2023). 

4.3. Past, present, and possible future trends 

Based on the keywords’ co-occurrence analysis presented in Sections 
3.2 and 3.5, it is possible to state that the present field of study has seen a 
deep evolution during the past two decades. The former aspect is also 
underlined by the progressive increase in the number of documents 
published each year. 

During the first years of the past decades, only ML algorithms were 
adopted. Specifically, NNs and SVM were mainly employed in diagnosis 
of rotating equipment, damage detection, and SHM. This trend possibly 
identifies the adoption of ML for classification purposes. In this period, 
one of techniques that appear to be commonly integrated with ML is 
PCA. PCA is indeed a common dimensionality reduction algorithm, 
which identifies directions named principal components characterised 
by maximum variation of the data (Ringnér, 2008). Moreover, it is worth 
noting that some studies consider PCA as ML thanks to its unsupervised 
learning capabilities (Peng et al., 2020). 

Next other approaches and algorithms such as DTs and clustering 
were considered in different frameworks. The former fact possibly de
notes the diffusion of unsupervised ML. Moreover, other tools such as 
WTs were included in ML-based frameworks. WTs could have been 
preferred to other approaches such as Fourier Transform (FT) since it is 
able to deal with non-stationary time series (Sleziak et al., 2015). Since 
“reliability” is also a term that appears to be more relevant during this 
period, it is possible to state that more importance was given to reli
ability analysis other than failure diagnosis and damage detection. 

The period between 2011 and 2014 has seen ML reaching its matu
rity since new algorithms (e.g., gaussian mixture model) and new 
application fields (e.g., bridges) emerged as relevant. Moreover, the 
appearance of prognostic and RUL possibly denotes an increase in 
attention towards regression problems other than the already common 
classification ones. Stated differently, the studies also concentrated on 
predicting future conditions to facilitate planning of maintenance ac
tivities. The aforementioned period is also characterised by an increase 
in popularity of other pre-processing techniques such as EMD, possibly 
to its ability to deal with both non-stationary and non-linear signals 
(Leoni et al., 2023). However, to experience an increase in popularity of 
DL algorithms, it is required to consider the next four-year period 
(2015–2018). This finding is aligned with other studies which state how 
DL has become popular after 2014 (Li et al., 2020 or how CNN has seen a 
recent burst of citations (Su et al., 2021). This trend could be related to 
both the advances in computer capabilities and ML (Hoang and Kang, 
2019). The popularity of DL algorithms and their widespread adoption 
could be related to their advantages compared to ML algorithms. For 
instance, DL approaches could automatically perform feature extraction 
and feature selection (Zhang et al., 2020). Moreover, is deemed to be a 
fundamental factor to achieve human or super-human AI systems 

Table 3 
Clusters of the documents with over300 citations. The number of citations  

Cluster Topics/themes Most cited documents 

A ML and DL for rotating machine health monitoring and 
fault detection/diagnosis/classification 

Jia et al., (Jia et al., 2016) (1061), Wen et al., (Wen et al., 2017) (903), Lei et al., (Lei et al., 2016)(715), Ince 
et al., (Ince et al., 2016) (684), Janssens et al., (Janssens, 2016) (636), Zhang et al., (Zhang et al., 2018) 
(624), Zhang et al., (Zhang et al., 2017) (581), Wen et al., (Wen et al., 2017) (538), Li et al., (Li et al., 2000) 
(509), Guo et al., (Guo et al., 2018) (508), Ali et al., (Ali et al., 2015) (507), Chen and Li (Chen and Li, 2017) 
(480), Lu et al., (Lu et al., 2017) (479), Shao et al., (Shao et al., 2018) (442), Sun et al., (Sun et al., 2016) 
(433), Zhang et al., (Zhang et al., 2015) (383), Jiang et al., (Jiang et al., 2018) (379), Yang et al., (Yang 
et al., 2019) (372), Gan et al., (Gan and Wang, 2016) (372), Malhi and Gao (Malhi and Gao, 2004) (353), 
Xia et al., (Xia et al., 2017) (351), Bin et al., (Bin et al., 2012) (339), Samanta et al., (Samanta et al., 2003) 
(337), Prieto et al., (Prieto et al., 2012) (314), Lu et al., (Lu et al., 2017) (313), Jia et al., (Jia et al., 2018) 
(312), Jia et al., (Jia et al., 2018) (308), Kona and Chattopadhyay (Konar and Chattopadhyay, 2011) (305) 

B Review studies Isermann (Isermann, 2005) (980), Qin (Qin, 2012) (912), Liu et al., (Liu et al., 2018) (890), Bellini et al., ( 
Bellini et al., 2008) (778), Lei et al., (Lei et al., 2020) (685), Mitra and Gopalakrishnan (Mitra and 
Gopalakrishnan, 2016) (518), Khan and Yahiri (Khan and Yairi, 2018) (503), Kadlec et al., (Kadlec et al., 
2011) (344) 

C RUL prediction rotating machines and tools Guo et al., (Guo et al., 2017) (587), Wang et al., (Wang et al., 2018) (432), Zhao et al., (Zhao et al., 2017) 
(385), Huang et al., (Huang et al., 2007) (365), Gebraeel et al., (Gebraeel et al., 2004) (335) 

D RUL prediction and health monitoring of batteries and 
aeroengine 

Li et al., (Li et al., 2018) (622), Severson et al., (Severson, 2019) (615), Zhang et al., (Zhang et al., 2018) 
(426), Tamilselvan and Wang (Tamilselvan and Wang, 2013) (409), Wu et al., (Wu et al., 2018) (392), 
Nuhic et al., (Nuhic et al., 2013) (350), Hu et al., (Hu et al., 2015) (304), Weng et al., (Weng et al., 2013) 
(301) 

E Structural health monitoring and civil engineering (e.g., 
landslide) 

Cha et al., (Cha et al., 2018) (590), Abdeljaber et al., (Abdeljaber et al., 2017) (565), Batman and Sudret ( 
Blatman and Sudret, 2010) (504), Stumpf and Kerle (Stumpf and Kerle, 2011) (441), Lin et al., (Lin et al., 
2017) (317), Gomez and Kavzoglu (Gomez and Kavzoglu, 2005) (304) 

F Maintenance of other systems Chen (Chen and Aihara, 1995) (491), Yu and Qin (Yu and Qin, 2008) (390)  
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(Matsuo, 2022). Furthermore, DL is very suited to process images, which 
emerged as a popular topic between 2015 and 2018. Thus, the focus 
during this period was also directed towards the adoption of images to 
perform different safety tasks such as fault diagnosis or damage detec
tion. Another important finding is that both risk and safety are treated 
more in detail since they appear as more relevant during this period. 
Accordingly, this trend could denote that researchers also focused on 
risk and safety management and not only reliability analysis. 

Finally, during the past four years (2018–2022), ML and DL has seen 
an increase in the number of application fields, other than an increase in 
the number of documents related to already treated field such as bat
teries. This period is also characterised by an increase in popularity of 
Variational Mode Decomposition (VMD), possibly due to its ability to 
deal with non-stationary and non-linear signals, along with being more 
robust than EMD under noise and sampling errors (Nazari and Sakhaei, 
2020). Moreover, both transfer learning and deep transfer learning 
appear as more popular during the last four years compared to the 
previous period. Transfer learning, by considering the transfer of 
knowledge across domains, can solve a common problem of ML frame
works, which is the presence of many unlabelled data (Zhuang, et al., 
2020). In other word, transfer learning aims to enhance learners by 
transferring information or data from a domain to a related one (Weiss 
et al., 2016). This trend could also be aligned with the identification of 
few-shot learning as a prominent youngest term. Few-shot learning has 
been recently employed to tackle small datasets (Wang et al., 2020). 
Indeed, few-shot learning uses prior knowledge with few available in
formation to generalize new tasks (e.g., image classification) (Wang 
et al., 2020). Similarly, generative adversarial learning and GAN 
appeared during the past four years. In fact, GAN could also be used 
under data scarcity, since they could generate virtual data based on the 
real observations (Yoo et al., 2021). Another prominent youngest term is 
federated learning. Indeed, its introduction is very recent (i.e., 2016) 
and it could tackle the absence of labelled data, while preserving data 
privacy (Li et al., 2020). In fact, data privacy is of prominent importance 
nowadays, confirmed also by the appearance of cybersecurity between 
2018 and 2022. As a matter of fact, federated learning allows to run 
collaborative ML across multiple users without sharing users’ data with 
the service provider (Banabilah et al., 2022). Deep reinforcement 
learning appears as the youngest terms as well. Indeed, deep rein
forcement learning has recently become popular in different engineering 
fields to solve problems that were inaccessible due to high complexity 
such as non-linearity or high dimensionality (Garnier et al., 2021). 

Besides, meta-learning emerged as a prominent youngest term. It can 
solve an algorithm selection problem (Khan et al., 2020), whose 
importance has increased due to the several algorithms that are avail
able. Moreover, meta-learning is capable of learn new tasks by acquiring 
knowledge from known prior tasks (Ma et al., 2022). Finally, ML and DL 
were also extended to the very recent concepts of vulnerability and 
resilience analysis as depicted by the appearance of “vulnerability” and 
“resilience”. 

Based on the former considerations, it is possible to state that, during 
the next years, studies could be focused on the expansion of not only DL 
algorithms but also of reinforcement, federated, meta, few-shot, and 
transfer learning. The focus seems to be shifted towards tackling the 
absence of data or labelled data and assuring the privacy of data. In this 
context, new application fields could emerge such as high-speed train 
(detected as a youngest term). Finally, it is expected to consider more 
frequently images and computer vision for diagnosis and prediction 
purposes when adopting DL algorithms. Terms related to image pro
cessing are identified as quite recent. All the findings of this section are 
summarised in Fig. 16. 

5. Conclusions 

This paper presents a SBA about the adoption of ML and DL in the 
context of safety analysis, including risk, reliability, resilience, vulner
ability, fault detection and diagnosis, and maintenance planning. The 
search conducted through WoS allowed to identify 18,509 documents 
dealing with several industrial and non-industrial fields (e.g., bridges). 
ML and DL are flexible tools that can be employed for very different 
applications. 

From a methodological perspective, this paper proposes a new 
approach to conduct a bibliometric analysis by exploiting at first specific 
journals to identify useful keywords and subsequently expand the search 
to multidisciplinary journals as well. From a theoretical perspective, this 
paper investigates the intellectual structure of research on ML and DL 
applications for safety purposes. Specifically, the diffusion of ML and DL 
in different fields is studied, along with considering the popularity of 
different algorithms. This has been possible thanks to the inclusion of 
several fields, contrary to the most common choice of focusing on a 
single field of application. Topics and keywords are also investigated, 
allowing for a clustering of the documents and the authors. Finally, the 
temporal evolution of keywords’ co-occurrence is evaluated to identify 
past trends and potential future evolutions. 

Fig. 16. ML and DL evolution over time based on the adopted algorithms, fields of application, and purposes (e.g., maintenance).  
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Among the main findings of the present work, the following ones are 
worth mentioning:  

(1) The most predominant fields are rotating machineries, batteries, 
and SHM, followed by aeroengines and turbines.  

(2) The most popular ML algorithm is NN, while the most popular DL 
algorithm is CNN.  

(3) The authors’ bibliographic coupling and co-authorship network 
highlight the highly multidisciplinary nature of ML and DL since 
many relevant authors treat different fields.  

(4) Health monitoring has become increasingly coupled with RUL 
prediction, with RNN being a particularly popular tool for this 
purpose.  

(5) DL has reached a maturity level during the past four years thanks 
to the widespread adoption.  

(6) The temporal trend shows that ML algorithms were integrated at 
first with feature selection, feature extraction, and dimension
ality reduction tools (e.g., PCA), while DL has been adopted in the 
past decade to automatically extract and select features.  

(7) Recently, the focus is on the treatment of unlabelled or few data, 
while preserving data privacy due to the increase in popularity of 
few-shot learning, federated learning, deep reinforcement 
learning, generative adversarial learning, and meta-learning.  

(8) At first only failure diagnosis and damage detection appear to be 
considered, during the years, also more general reliability, risk, 
and safety analyses were treated through ML and DL, while very 
recently ML and DL have seen application also in resilience and 
vulnerability. 

It is also worth mentioning that new fields of application have pro
gressively been introduced. Thus, it could be worthy to continue 
following this path to exploit the potential and abilities of ML and DL for 
usually less considered fields. It is possible to expect a higher level of 
diffusion of federated learning, deep reinforcement learning, meta- 
learning, and few-shot learning, similar to what happened for transfer 
learning and DL. For the same consideration, it is possible to expect the 
introduction of new approaches similarly to the former ones. Finally, 
another interesting finding is the evolution of tools that are used with 
ML and DL. For instance, at the beginning, WT was very popular, then 
EMD has seen an increase in popularity, and last, VMD has experienced a 
wide diffusion. This trend could be related to the need to improve the 
data pre-processing techniques along with the DL and ML algorithms. 
Put simply, advances in ML and DL applications for safety purposes may 
require the development of complementary methods. 

As with any other work, this study certainly presents some limita
tions. First, the identified documents are related to the adopted string, 
thus, excluding or including different terms could lead to slightly 
different results. Despite trying to minimise the number of false positives 
while maximising the coverage, false positives could still be present, 
while relevant works could still be excluded. It could be possible to 
progressively refine the keywords’ string. Furthermore, the analysis 
reflects the documents published during the past years, thus, it could be 
interesting to repeat it in the future. ML and DL are constantly evolving 
over time, and it could be tough to keep track of their advances. Finally, 
in the temporal analysis, the citation bursts of papers and keywords were 
not considered. It follows that it could be interesting to investigate them, 
along with the automated clustering arising from tools such as Cite
Space, similar to what previous studies did (Huang et al., 2020; Tavakoli 
et al., 2023). 
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Appendix 

((TS=(“deep learning” OR “deep-learning” OR “machine learning” 
OR “statistical learning” OR “supervised learning” OR “unsupervised 
learning” OR “semisupervised learning” OR “semi-supervised learning” 
OR “transfer learning” OR “cost-sensitive learning” OR “ensemble 
learn*” OR “federated learning” OR “reinforcement learning” OR 
“clustering” OR “text mining” OR “rule-based learning” OR “association 
rule mining” OR “collaborative learning” OR “parameter optimization of 
classifiers” OR “parameter optimisation of classifiers” OR “hybrid 
learning” OR “hybrid-learning” OR “extreme learning machine” OR 
“supervised method*” OR “unsupervised method*” OR “supervised 
approach*” OR “unsupervised approach*” OR “representation learning” 
OR “feature learning” OR “meta-learning” OR “natural language pro
cessing”) OR AK=(“Artificial Neural Network*” OR “Long-short term 
memory” OR “backpropagation neural network” OR “back propagation 
neural network” OR “feed forward neural network” OR “feedforward 
neural network” OR “recurrent neural network” OR “neural network*” 
OR “Convolutional neural network” OR “convolutional network” OR 
“deep belief network” OR “generative adversarial network” OR 
“autoencoder” OR “support vector machine*” OR “support vector 
regression” OR “relevant vector machine” OR “Random forest” OR 
“gradient boosting” OR “boosting tree ensemble” OR “K-nearest 
neighbor*” OR “K-nearest neighbour*” OR “deep intra-class adaptive 
network” OR “Naive Bayes” OR “classifier” OR “Decision Tree” OR 
“Gaussian mixture model*” OR “Gaussian mixture regression” OR 
“Random process tree” OR “AdaBoost” OR “confusion matri*” OR 
“Fuzzy C-Means” OR “hierarchical cluster*” OR “autoregressive inte
grated moving average” OR “multilayer perceptron” OR “multi-layer 
perceptron” OR “K-Means” OR “spectral cluster*” OR “extremely ran
domized tree” OR “extremely randomised tree” OR “K-medoid*” OR 
“spatial cluster*”)). 

AND. 
((TS=(“Hazard and Operability analysis” OR “Failure mode effects 

analysis” OR “Failure mode effects and criticality analysis” OR “Risk 
priority number” OR “Function resonance analysis method” OR “Fault 
tree” OR “Root cause analysis” OR “common cause failure*” OR 
“Cognitive reliability and error analysis method” OR “human reliability 
analysis” OR “preliminary hazard analysis” OR “process hazard assess
ment” OR “health hazard predict*” OR “state of health estimat*” OR 
“safety hazard predict*” OR “Event Tree” OR “Fault prognosis” OR 
“Fault detection and identification” OR “Fault diagnosis” OR “Fault 
detection” OR “Fault identification” OR “Fault detection and diagnosis” 
OR “Fault predict*” OR “Fault classification” OR “fault type identifica
tion” OR “Fault assessment” OR “Fault mitigation” OR “Fault integrity” 
OR “Fault propagation” OR “Fault model*” OR “Elimination of fault*” 
OR “Avoidance of fault*” OR “Tolerance of fault*” OR “Failure 
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prognosis” OR “Failure detection and identification” OR “Failure diag
nosis” OR “Failure detection” OR “Failure identification” OR “Failure 
detection and diagnosis” OR “Failure predict*” OR “Failure classifica
tion” OR “Failure assessment” OR “Failure analysis” OR “failure mode 
identification” OR “failure modes identification” OR “failure probabil
ity” OR “integrity and mitigation of failure*” OR “Failure mitigation” OR 
“Failure integrity” OR “Analysis of failure mode*” OR “failure model*” 
OR “Elimination of failure*” OR “Avoidance of failure*” OR “Tolerance 
of failure*” OR “Mean time between failure” OR “Mean time to failure” 
OR “functional failure” OR “Unseen failure” OR “failure mode” OR 
“failure level” OR “Unseen fault” OR “failure event” OR “faulty scenario” 
OR “fault type” OR “failure probability” OR “failure frequency” OR 
“potential fault condition*” OR “component failure” OR “sub-system 
failure” OR “failure rate predict*” OR “failure rate estimat*” OR “failure 
rate evaluat*” OR “Degradation assessment” OR “Degradation model*” 
OR “Degradation predict*” OR “Degradation process*” OR “Degradation 
state” OR “operational degradation” OR “Degradation indicator*” OR 
“Degradation trend” OR “run-to-failure degradation” OR “Deterioration 
assessment” OR “Deterioration model*” OR “Deterioration predict*” OR 
“Deterioration process*” OR “Deterioration state” OR “operational 
deterioration” OR “Deterioration indicator*” OR “Deterioration trend” 
OR “Damage assessment” OR “Damage quantification” OR “Damage 
detection” OR “Damage identification” OR “Consequence model*” OR 
“deformation monitoring” OR “Consequence analysis” OR “consequence 
evaluat*” OR “Consequence assessment” OR “Failure probability eval
uat*” OR “Failure probability estimat*” OR “Failure probability pre
dict*” OR “Failure probability updat*” OR “risk failure probability” OR 
“Remaining useful lifetime” OR “Remaining useful life” OR “Remaining 
useful life time” OR “Remaining useful life-time” OR “life predict*” OR 
“remaining life predict*” OR “remaining life estimat*” OR “remaining 
life updat*” OR “remaining life evaluat*” OR “Average useful life” OR 
“RUL estimat*” OR “RUL predict*” OR “Prognostic and health man
agement” OR “Prognostic & health management” OR “Prognostics and 
health management” OR “Prognostics and health management” OR 
“health assessment” OR “health monitor*” OR “health index construc
tion” OR “health state identification” OR “state of health identification” 
OR “health status” OR “health state” OR “health indicator” OR “health 
image” OR “health condition” OR “health index” OR “Reliability 
Assessment” OR “Reliability analysis” OR “Reliability updat*” OR 
“Reliability evaluat*” OR “Reliability estimat*” OR “Reliability 
measur*” OR “Reliability monitor*” OR “Reliability predict*” OR 
“Reliability life design” OR “updating reliability” OR “Reliability 
model*” OR “Reliability management” OR “Reliability distribution” OR 
“reliability design” OR “survival analysis” OR “Risk Assessment” OR 
“Risk analysis” OR “Risk updat*” OR “Risk evaluat*” OR “Risk estimat*” 
OR “Risk measur*” OR “Risk monitor*” OR “Risk predict*” OR “risk 
management” OR “Dynamic risk assessment” OR “Probabilistic risk 
assessment” OR “Risk indicator” OR “Risk factor” OR “assessing 
evolving risk” OR “Quantitative risk assessment” OR “safety risk” OR 
“Risk mitigation” OR “risk and reliability analysis” OR “risk and reli
ability assessment” OR “updating risk” OR “risk warning” OR “risk 
correlation analysis” OR “risk reduction” OR “risk prevent*” OR “pre
venting risk” OR “prevent risk” OR “predictive risk analytics” OR “risk 
model*” OR “risk event” OR “risk source” OR “emerging risk” OR 
“Safety Assessment” OR “Safety analysis” OR “Safety updat*” OR “Safety 
evaluat*” OR “Safety estimat*” OR “Safety measur*” OR “Safety 
monitor*” OR “Safety predict*” OR “Safety management” OR “Safety 
and reliability analysis” OR “Safety and reliability assessment” OR 
“updating safety” OR “Safety warning” OR “predictive Safety analytics” 
OR “Safety model*” OR “safety design” OR “preventive safety” OR “safe 
and reliable service*” OR “safe and reliable operation*” OR “safe and 
desired behavior” OR “safe and desired behaviour” OR “safety education 
and training” OR “safety-management strateg*” OR “safety-manage
ment polic*” OR “safety performance” OR “safety standards develop
ment” OR “Resilience Assessment” OR “Resilience analysis” OR 
“Resilience updat*” OR “Resilience evaluat*” OR “Resilience estimat*” 

OR “Resilience measur*” OR “Resilience monitor*” OR “Resilience 
predict*” OR “Resilience management” OR “Resilience and reliability 
analysis” OR “Resilience and reliability assessment” OR “updating 
resilience” OR “Resilience model*” OR “resilience design” OR “man
agement of resilience” OR “Emergency planning” OR “Emergency 
evaluation” OR “Predictive maintenance” OR “Preventive maintenance” 
OR “condition-based maintenance” OR “condition based maintenance” 
OR “prognostic maintenance” OR “risk-based maintenance” OR “risk 
based maintenance” OR “maintenance plan*” OR “maintenance deci
sion-making” OR “operation and maintenance” OR “inspection plan*” 
OR “risk-based inspection” OR “intelligent maintenance” OR “smart 
maintenance” OR “maintenance 4.0” OR “selective maintenance” OR 
“maintenance selection” OR “maintenance optim*” OR “proactive 
maintenance” OR “maintenance scheduling” OR “maintenance 
schedule” OR “opportunistic maintenance” OR “defect inspection” OR 
“condition monitoring” OR “condition-based monitoring” OR “predic
tive monitoring” OR “intelligent monitoring” OR “Intelligent diagnosis” 
OR “Intelligent diagnostic” OR “Diagnosis model*” OR “predictive sta
tistic*” OR “reliability parameter estimat*” OR “reliability parameter 
evaluat*” OR “reliability parameter predict*” OR “anomaly detect*” OR 
“abnormal condition detect*” OR “anomaly predict*” OR “abnormal 
condition predict*” OR “vulnerability model*” OR “vulnerability man
agement” OR “integrity evaluat*” OR “Integrity management” OR 
“Availability Assessment” OR “Availability analysis” OR “Availability 
updat*” OR “Availability evaluat*” OR “Availability estimat*” OR 
“Availability measur*” OR “Availability monitor*” OR “Availability 
predict*” OR “updating Availability” OR “Availability model*”). 

AND. 
TS=(“Chemical process*” OR “battery” OR “batteries” OR “petro

chemical industry” OR “Petrochemical process*” OR “Chemical in
dustry” OR “reinforced concrete” OR “aircraft” OR “*engine” OR 
“engines” OR “motor” OR “motors” OR “oil pipeline*” OR “gas pipe
line*” OR “buried pipeline*” OR “corroded oil” OR “drilling operation” 
OR “corroded pipeline*” OR “construction site” OR “industrial plant*” 
OR “engineering system*” OR “safety–critical asset*” OR “safety–critical 
application*” OR “bearing*” OR “landslide” OR “slope stability” OR 
“open-pit mine dump” OR “pavement” OR “lithium-ion batteries” OR 
“mechatronic system*” OR “Electro-hydrostatic actuator” OR “multi- 
state system*” OR “multi state system*” OR “gas leak*” OR “process 
system engineering” OR “tunnelling excavation” OR “civil engineering” 
OR “industrial application” OR “Infrastructure system*” OR “steel rebar 
and concrete” OR “process operation*” OR “Pipeline leak*” OR 
“gearbox*” OR “lifting operation*” OR “belt conveyor” OR “braking 
system*” OR “high-speed train” OR “Drilling and blasting operation” OR 
“turbine disk” OR “railway” OR “Blast-induced rockfall” OR “industrial 
product” OR “pump” OR “compressor” OR “power plant*” OR “ship*” 
OR “autonomous ship*” OR “oil spill*” OR “casting molding process” OR 
“Casting moulding process” OR “safety–critical operation*” OR “Oil and 
gas industry” OR “Oil & gas industry” OR “industrial sector” OR “power 
distribution” OR “industrial control system*” OR “bolted connection*” 
OR “Coal and gas outburst” OR “coal mine” OR “corroded beam” OR 
“crude oil” OR “natural gas” OR “pump” OR “critical component” OR 
“aviation” OR “object strike” OR “offshore platform*” OR “off-shore 
platform*” OR “off shore platform*” OR “onshore platform*” OR “on- 
shore platform*” OR “on shore platform*” OR “turbine” OR “C-MAPSS” 
OR “Nuclear plant*” OR “Industrial engineering” OR “process industry” 
OR “process industries” OR “coal burst” OR “*seismic event” OR “burst 
hazardous area*” OR “burst hazardous zone*” OR “mechanical system*” 
OR “mechanical equipment” OR “nuclear power plant*” OR “complex 
physical system*” OR “Passive safety system*” OR “socio-technical 
system*” OR “sociotechnical system*” OR “cyberphysical system*” OR 
“cyber-physical system*” OR “multi-component system*” OR “unat
tended machinery plant*” OR “high-value asset*” OR “Autonomous 
shipping” OR “Autonomous vessel” OR “Vessel” OR “autonomous nav
igation” OR “water supply network” OR “aero-propulsion system*” OR 
“aero propulsion system*” OR “offshore wind asset” OR “flip chip” OR 
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“weld*” OR “industrial equipment” OR “industrial system*” OR “com
plex system*” OR “Industrial process*” OR “continuous miner” OR “oil 
and gas operation*” OR “oil & gas operation*” OR “chemical accident*” 
OR “chemical incident*” OR “process incident*” OR “process accident*” 
OR “explosion” OR “jet fire” OR “jet-fire” OR “flame propagation” OR 
“flat slab” OR “confined space accident*” OR “gas operation*” OR “air 
traffic” OR “trucks” OR “falling object*” OR “impact loading” OR “train 
incident*” OR “train accident*” OR “rail incident*” OR “rail accident*” 
OR “crack propagation” OR “hazardous material*” OR “hazardous 
substance” OR “fuel leak” OR “safety–critical system*” OR “safety valve” 
OR “ship navigation” OR “collision avoidance” OR “ship collision” OR 
“flammable liquid*” OR “transportation*” OR “autonomous vehicle*” 
OR “power system*” OR “turbofan” OR “human error*” OR “railroad” 
OR “rail” OR “unmanned aerial vehicle” OR “bridge*” OR “ferry” OR 
“ferries” OR “crack detection” OR “machinery” OR “dam” OR “inverter 
drive”)). 

OR 
TS=(“Flight safety” OR “structural reliability” OR “structural health 

monitoring” OR “Crane safety” OR “Drilling safety” OR “Pipeline 
monitoring” OR “pipeline safety” OR “ship risk profile” OR “ship 
detention risk” OR “safety of pipeline*” OR “grounding risk” OR 
“aviation safety” OR “airline safety” OR “system safety” OR “maritime 
safety” OR “process safety” OR “fire safety” OR “fire risk assessment” OR 
“fire and explosion risk” OR “power system reliability” OR “Infrastruc
ture resilience” OR “maritime risk assessment” OR “navigation safety” 
OR “chemical process fault diagnosis” OR “power outage estimate*” OR 
“power outage predict*” OR “operational safety” OR “ship collision risk” 
OR “ship safety” OR “aircraft damage model*” OR “system resilience” 
OR “ship behavior predict*” OR “ship behaviour predict*” OR “physical 
training safety” OR “engineering safety” OR “safe and efficient naviga
tion” OR “pipeline reliability” OR “leak identification” OR “leak detect*” 
OR “kick detect*” OR “corrosion analysis” OR “system operational 
reliability” OR “asset reliability” OR “operation risk” OR “socio-tech
nical system risk” OR “socio-technical system resilience” OR “socio- 
technical system reliability” OR “structural damage detect*” OR “pipe 
breaks detect*” OR “pipe break detect*” OR “fire status predict*” OR 
“explosibility predict*” OR “minimum ignition energy predict*” OR 
“seismic risk” OR “*construction safety” OR “structural integrity” OR 
“structural deterioration” OR “structural degradation” OR “air traffic 
safety” OR “air traffic management safety” OR “prediction of injury risk” 
OR “prediction of injury severity” OR “oil and gas safety” OR “oil & gas 
safety” OR “oil and gas reliability” OR “oil & gas reliability” OR “oil and 
gas risk” OR “oil & gas risk” OR “leak risk” OR “rail wear analysis” OR 
“wear behavior predict*” OR “wear behaviour predict*” OR “pipe fail
ure predict*” OR “pipe deterioration” OR “pipe degradation” OR 
“pipeline risk” OR “corrosion predict*” OR “fatigue predict*” OR “pre
diction of incident outcome*” OR “human reliability” OR “human un
reliability” OR “human error rate prediction” OR “human error 
identification” OR “equipment degradation” OR “equipment failure” OR 
“failure pressure detect*” OR “shutdown pressure detect*” OR “asset 
integrity management” OR “asset integrity evaluat*” OR “asset integrity 
and reliability” OR “structural damage diagnosis”))). 

NOT TS=(“Drug” OR “Water quality” OR “Coastal water” OR “nano- 
hybrid” OR “ionic liquid*” OR “dissolved solid*” OR “air quality” OR 
“greenhouse gas emission*” OR “sentiment” OR “sentimental analysis” 
OR “salinity” OR “finance” OR “financial security” OR “financial risk” 
OR “mobility optim*” OR “organic pollutant” OR “healthcare” OR 
“health care*” OR “patient*” OR “patient safety” OR “epidemiological” 
OR “PM2.5 concentration” OR “pollution” OR “dissolved oxygen” OR 
“heart” OR “tissue*” OR “dissolved oxygen” OR “epidemic” OR “Covid- 
19 outbreak*” OR “infection*” OR “environmental assessment” OR 
“sport” OR “ski” OR “avalanche*” OR “touring region” OR “pH value” 
OR “chromium” OR “medical” OR “doctor*” OR “waste sorting” OR 
“waste management” OR “wastewater characteristic*” OR “food” OR 
“food security” OR “public health” OR “fluid rheology” OR “stringent 
effluent” OR “health protection” OR “contaminant*” OR 

“contamination” OR “climate” OR “interference coordination” OR 
“cellular” OR “physiolog*” OR “psycholog*” OR “eye*” OR “hygiene” 
OR “molecular” OR “molecule*” OR “immune system” OR “medicinal” 
OR “surgical care” OR “surgeon*” OR “hospital” OR “wound*” OR 
“bitten” OR “poison*” OR “health service” OR “suspended solid*” OR 
“microscopy” OR “ergonomics and environmental hygiene” OR “ste
reoscopic” OR “Reputation” OR “Whatsapp” OR “facebook” OR “twitter” 
OR “viber” OR “wechat” OR “sms” OR “messenger” OR “windows live 
message” OR “Cryptography” OR “animal*” OR “insect*” OR “dog*” OR 
“horse*” OR “sex” OR “female*” OR “male*” OR “child*” OR “spouse” 
OR “partner*” OR “employment contract*” OR “employee age” OR 
“Athlete*” OR “respiratory” OR “ventilation” OR “oxygen pulse” OR 
“O2P” OR “VO2max” OR “maximum oxygen” OR “Photocatalytic” OR 
“occupational safety” OR “occupational health” OR “occupational risk*” 
OR “occupational injur*” OR “occupational health and safety” OR 
“occupational accident*” OR “occupational incident*” OR “occupa
tional fatalit*” OR “occupational ergonomics” OR “occupational stress” 
OR “occupational therapy” OR “occupational fall” OR “personnel safety” 
OR “workplace safety” OR “Personnel protective equipment” OR “falling 
from height*” OR “fall prevention” OR “job safety” OR “fall injur*” OR 
“fall-related injur*” OR “job safety” OR “work accident*” OR “work 
incident*” OR “fatigue causal network*” OR “brain” OR “tumor*” OR 
“cancer*” OR “stock” OR “attack detection” OR “glucose” OR “diabetes” 
OR “blood” OR “photoplethysmography” OR “electrocardiography” OR 
“crowdsourcing” OR “crowdsource” OR “employees’ opinion” OR 
“radiomic*” OR “radiological” OR “radiology” OR “veterinary” OR 
“dopamine*” OR “cranial” OR “dorsal” OR “cortex” OR “adult*” OR 
“cash flow” OR “bank*” OR “cash management” OR “financial time se
ries” OR “obesity” OR “obese” OR “biomarker*” OR “*genome” OR 
“disease*” OR “price predict*” OR “vehicle sale*” OR “vehicle trans
action*” OR “medicine” OR “energy forecast*” OR “weather forecast” 
OR “solar forecast” OR “licence plate” OR “drowsiness detect*” OR 
“electrocardiogram” OR “indoor surveillance” OR “sepsis” OR “clinical” 
OR “clinician*” OR “e-commerce” OR “traffic prediction” OR “train 
delay” OR “trains delay” OR “botanic*” OR “olive oil” OR “cultivar*” OR 
“security surveillance” OR “person identification” OR “person re-iden
tification” OR “water body” OR “water bodies” OR “land cover” OR 
“load forecast*” OR “collection risk” OR “supply chain” OR “insider 
threat*” OR “forensic investigation” OR “crime*” OR “surveillance 
video*” OR “video surveillance” OR “vehicle identification” OR “vehicle 
re-identification” OR “pose estimat*” OR “object pose” OR “geological 
target*” OR “email*” OR “e-mail” OR “spam email*” OR “ham email*” 
OR “spam detect*” OR “spam filter*” OR “intrusion detect*” OR “in- 
vehicle intrusion” OR “crop” OR “maize” OR “corn” OR “vehicle count” 
OR “materials discovery” OR “material discovery” OR “discovery of new 
material*” OR “financial stability” OR “market uncertainty” OR “leaf 
phenology” OR “forest tree” OR “forest ecosystem*” OR “ecosystem 
process*” OR “vegetation” OR “biophysical” OR “beech” OR “adversa
rial attack*” OR “energy management” OR “exhaust pollutant” OR 
“pollutant predict*” OR “departure time” OR “delay predict*” OR “work 
video” OR “location awareness” OR “environmental modelling” OR 
“environmental modelling” OR “visual scene*” OR “visual perception” 
OR “speech*” OR “speaker*” OR “travel information” OR “consensus of 
multi-agent system*” OR “consensus in multi-agent system*” OR “tur
bulence modeling” OR “turbulence modelling” OR “human activity 
recognition” OR “building energy prediction” OR “peak power demand” 
OR “Vehicle recognition” OR “vehicle tracking” OR “vehicle-tracking” 
OR “person identification” OR “finger-vein” OR “building energy use” 
OR “secure transmission” OR “wind forecasting” OR “wind power” OR 
“wind energy” OR “power curve monitoring” OR “theft detection” OR 
“electricity theft” OR “distributed denial of service” OR “road user*” OR 
“road crash*” OR “road user behaviour” OR “road user behavior” OR 
“automobile crash*” OR “car crash*” OR “driver fatigue” OR “Pedes
trian-vehicle interaction” OR “vehicular traffic” OR “harsh driving” OR 
“wildfire” OR “traffic accident*” OR “fatal accident*” OR “human fa
tigue” OR “near crash*” OR “driver behavior” OR “driver behaviour” OR 
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“traffic injur*” OR “crash injur*” OR “traffic crash*” OR “vehicle crash 
test” OR “Road safety” OR “Road user safety” OR “behavior-based 
safety” OR “behaviour-based safety” OR “crash risk” OR “crash pre
vent*” OR “crash predict*” OR “crash detect*” OR “crash prediction and 
detection” OR “crash mitigation” OR “traffic injury severity predict*” 
OR “Target tracking” OR “forest health monitoring” OR “foliar sam
pling” OR “crown loss estimat*” OR “bioremediation” OR “toluene” OR 
“fungi” OR “biological waste” OR “CO2 solubility” OR “gas solubility” 
OR “Aqueous NACL solutions” OR “carbon dioxide-water” OR “vapor
–liquid equilibria” OR “energy modelling” OR “energy modeling” OR 
“energy planning” OR “workplace accident*” OR “fraud detect*” OR 
“role engineering” OR “role mining” OR “earth magnetic field” OR 
“document layout analysis” OR “saturation line forecasting” OR 
“workers’ unsafe action*” OR “marine fauna” OR “fish” OR “sea trial*” 
OR “surveillance system” OR “trespass*” OR “suicide” OR “voice 
recognition” OR “teaching” OR “pedagogy” OR “STEM education” OR 
“encrypted data” OR “compressed data” OR “data leak” OR “crowd ac
tivity” OR “crowd activities” OR “bone*” OR “knee joint*” OR “ortho
paedic” OR “cruciate ligament*” OR “ozonation” OR “Mesoporous 
Fe3O4/graphene oxide” OR “nanohybrid” OR “land degradation” OR 
“social capital” OR “degraded landscape*” OR “desertification” OR 
“livelihoods” OR “forest fire” OR “cloud workload predict*” OR 
“licensed assisted access” OR “licensed-assisted access” OR “unlicensed” 
OR “flood risk analysis” OR “flash flood susceptibility” OR “electron” OR 
“electrons” OR “indoor safety” OR “indoor security” OR “price fore
cast*” OR “insurance price” OR “insurance pricing” OR “vehicle insur
ance” OR “pricing strategy” OR “pricing strategies” OR “traffic sign” OR 
“traffic signs” OR “price risk” OR “crude oil price” OR “apiarist” OR 
“apiarists” OR “bee swarming” OR “quantitative finance” OR “facial 
skin” OR “fever” OR “object detect*” OR “Android app” OR “Android 
apps” OR “logic bomb*” OR “DNA” OR “biological” OR “cytotoxicity” 
OR “nanoparticles” OR “submicroscopic particles” OR “sub-microscopic 
particles” OR “financial distress model” OR “smart city” OR “smart cit
ies” OR “psychophysiological” OR “biosensor” OR “biosensors” OR 
“alien plant” OR “alien plants”). 
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Kadlec, P., Grbić, R., Gabrys, B., 2011. Review of adaptation mechanisms for data-driven 
soft sensors. Comput. Chem. Eng. 35 (1), 1–24. 

Kamat, P., Sugandhi, R., 2020. Bibliometric analysis of bearing fault detection using 
artificial intelligence. Libr. Philos. Pract. 1–21. 

Kankar, P.K., Sharma, S.C., Harsha, S.P., 2011. Fault diagnosis of ball bearings using 
continuous wavelet transform. Appl. Soft Comput. 11 (2), 2300–2312. 

Khan, S., Yairi, T., 2018. A review on the application of deep learning in system health 
management. Mech. Syst. Sig. Process. 107, 241–265. 

Khan, I., Zhang, X., Rehman, M., Ali, R., 2020. A literature survey and empirical study of 
meta-learning for classifier selection. IEEE Access 8, 10262–10281. 

Kim, K., Parthasarathy, G., Uluyol, O., Foslien, W., Sheng, S., Fleming, P., 2011. Use of 
SCADA data for failure detection in wind turbines. Energy Sust. 2071–2079. 

Konar, P., Chattopadhyay, P., 2011. Bearing fault detection of induction motor using 
wavelet and Support Vector Machines (SVMs). Appl. Soft Comput. 11 (6), 
4203–4211. 

Kumar, S., Pandey, N., Lim, W.M., Chatterjee, A.N., Pandey, N., 2021. What do we know 
about transfer pricing? Insights from bibliometric analysis. J. Bus. Res. 134, 
275–287. 

Lai, X., Deng, C., Tang, X., Gao, F., Han, X., Zheng, Y., 2022. Soft clustering of retired 
lithium-ion batteries for the secondary utilization using Gaussian mixture model 
based on electrochemical impedance spectroscopy. J. Clean. Prod. 339, 130786. 

Leahy, K., Hu, R.L., Konstantakopoulos, I.C., Spanos, C.J., Agogino, A.M., 2016. 
Diagnosing wind turbine faults using machine learning techniques applied to 
operational dataIEEE international conference on prognostics and health 
management (icphm). IEEE 2016, 1–8. 

Lei, Y., Jia, F., Lin, J., Xing, S., Ding, S.X., 2016. An intelligent fault diagnosis method 
using unsupervised feature learning towards mechanical big data. IEEE Trans. Ind. 
Electron. 63 (5), 3137–3147. 

Lei, Y., Yang, B., Jiang, X., Jia, F., Li, N., Nandi, A.K., 2020. Applications of machine 
learning to machine fault diagnosis: a review and roadmap. Mech. Syst. Sig. Process. 
138, 106587. 

Leoni, L., BahooToroody, A., De Carlo, F., Paltrinieri, N., 2019. Developing a risk-based 
maintenance model for a natural gas regulating and metering station using Bayesian 
network. J. Loss Prev. Process Ind. 57, 17–24. 

Leoni, L., De Carlo, F., Abaei, M.M., BahooToroody, A., Tucci, M., 2023. Failure diagnosis 
of a compressor subjected to surge events: a data-driven framework. Reliab. Eng. 
Syst. Saf., 109107 

Li, B., Chow, M.-Y., Tipsuwan, Y., Hung, J.C., 2000. Neural-network-based motor rolling 
bearing fault diagnosis. IEEE Trans. Ind. Electron. 47 (5), 1060–1069. 

Li, X., Ding, Q., Sun, J.-Q., 2018. Remaining useful life estimation in prognostics using 
deep convolution neural networks. Reliab. Eng. Syst. Saf. 172, 1–11. 

Li, L., Fan, Y., Tse, M., Lin, K.-Y., 2020. A review of applications in federated learning. 
Comput. Ind. Eng. 149, 106854. 

Li, Y., Xu, Z., Wang, X., Wang, X., 2020. A bibliometric analysis on deep learning during 
2007–2019. Int. J. Mach. Learn. Cybern. 11, 2807–2826. 

Li, D., Zhang, Z., Liu, P., Wang, Z., Zhang, L., 2020. Battery fault diagnosis for electric 
vehicles based on voltage abnormality by combining the long short-term memory 
neural network and the equivalent circuit model. IEEE Trans. Power Electron. 36 (2), 
1303–1315. 

Li, T., Zhou, Z., Li, S., Sun, C., Yan, R., Chen, X., 2022. The emerging graph neural 
networks for intelligent fault diagnostics and prognostics: a guideline and a 
benchmark study. Mech. Syst. Sig. Process. 168, 108653. 

Lin, Y., Nie, Z., Ma, H., 2017. Structural damage detection with automatic feature- 
extraction through deep learning. Comput. Aided Civ. Inf. Eng. 32 (12), 1025–1046. 

Liu, S., Fan, L., 2022. An adaptive prediction approach for rolling bearing remaining 
useful life based on multistage model with three-source variability. Reliab. Eng. Syst. 
Saf. 218, 108182. 

Liu, R., Yang, B., Zio, E., Chen, X., 2018. Artificial intelligence for fault diagnosis of 
rotating machinery: a review. Mech. Syst. Sig. Process. 108, 33–47. 

Lu, H., Li, Y., Mu, S., Wang, D., Kim, H., Serikawa, S., 2017. Motor anomaly detection for 
unmanned aerial vehicles using reinforcement learning. IEEE Internet Things J. 5 
(4), 2315–2322. 

Lu, C., Wang, Z.-Y., Qin, W.-L., Ma, J., 2017. Fault diagnosis of rotary machinery 
components using a stacked denoising autoencoder-based health state identification. 
Signal Process. 130, 377–388. 

Luther, B., Gunawan, I., Nguyen, N., 2023. Identifying effective risk management 
frameworks for complex socio-technical systems. Saf. Sci. 158, 105989. 

Ma, Y., Zhao, S., Wang, W., Li, Y., King, I., 2022. Multimodality in meta-learning: a 
comprehensive survey. Knowl.-Based Syst. 250, 108976. 

Ma, Y., Shan, C., Gao, J., Chen, H., 2023. Multiple health indicators fusion-based health 
prognostic for lithium-ion battery using transfer learning and hybrid deep learning 
method. Reliab. Eng. Syst. Saf. 229, 108818. 

Malhi, A., Gao, R.X., 2004. PCA-based feature selection scheme for machine defect 
classification. IEEE Trans. Instrum. Meas. 53 (6), 1517–1525. 

Manikandan, S., Duraivelu, K., 2021. Fault diagnosis of various rotating equipment using 
machine learning approaches–a review. Proc. Inst. Mech. Eng. Part e: J. Process 
Mech. Eng. 235 (2), 629–642. 

Matsuo, Y., et al., 2022. Deep learning, reinforcement learning, and world models. 
Neural Netw. 152, 267–275. 

Mitra, M., Gopalakrishnan, S., 2016. Guided wave based structural health monitoring: a 
review. Smart Mater. Struct. 25 (5), 053001. 

Nagulapati, V.M., Lee, H., Jung, D., Brigljevic, B., Choi, Y., Lim, H., 2021. Capacity 
estimation of batteries: Influence of training dataset size and diversity on data driven 
prognostic models. Reliab. Eng. Syst. Saf. 216, 108048. 

Nazari, M., Sakhaei, S.M., 2020. Successive variational mode decomposition. Signal 
Process. 174, 107610. 

Nistane, V.M., Harsha, S.P., 2018. Prognosis of degradation progress of ball bearings 
using supervised machine learning. Proc. Inst. Mech. Eng. Part k: J. Multi-Body Dyn. 
232 (2), 183–198. 

Nuhic, A., Terzimehic, T., Soczka-Guth, T., Buchholz, M., Dietmayer, K., 2013. Health 
diagnosis and remaining useful life prognostics of lithium-ion batteries using data- 
driven methods. J. Power Sources 239, 680–688. 

Park, S., Lee, J.-J., Yun, C.-B., Inman, D.J., 2008. Electro-mechanical impedance-based 
wireless structural health monitoring using PCA-data compression and k-means 
clustering algorithms. J. Intell. Mater. Syst. Struct. 19 (4), 509–520. 

Patriarca, R., et al., 2020. Human reliability analysis: Exploring the intellectual structure 
of a research field. Reliab. Eng. Syst. Saf. 203, 107102. 

Peng, L., Han, G., Pagou, A.L., Shu, J., 2020. Electric submersible pump broken shaft 
fault diagnosis based on principal component analysis. J. Pet. Sci. Eng. 191, 107154. 

Prieto, M.D., Cirrincione, G., Espinosa, A.G., Ortega, J.A., Henao, H., 2012. Bearing fault 
detection by a novel condition-monitoring scheme based on statistical-time features 
and neural networks. IEEE Trans. Ind. Electron. 60 (8), 3398–3407. 

Qian, G., Liu, J., 2022. Development of deep reinforcement learning-based fault 
diagnosis method for rotating machinery in nuclear power plants. Prog. Nucl. Energy 
152, 104401. 

Qin, S.J., 2012. Survey on data-driven industrial process monitoring and diagnosis. 
Annu. Rev. Control. 36 (2), 220–234. 

Rawson, A., Brito, M., Sabeur, Z., Tran-Thanh, L., 2021. A machine learning approach for 
monitoring ship safety in extreme weather events. Saf. Sci. 141, 105336. 

Ren, Z., Fang, F., Yan, N., Wu, Y., 2022. State of the art in defect detection based on 
machine vision. Int. J. Precis. Eng. Manuf.-Green Technol. 9 (2), 661–691. 

Ringnér, M., 2008. What is principal component analysis? Nat. Biotechnol. 26 (3), 
303–304. 

Salehinejad, H., Sankar, S., Barfett, J., Colak, E., Valaee, S., 2017. Recent advances in 
recurrent neural networks. arXiv preprint arXiv:1801.01078. 

Samanta, B., Al-Balushi, K.R., Al-Araimi, S.A., 2003. Artificial neural networks and 
support vector machines with genetic algorithm for bearing fault detection. Eng. 
Appl. Artif. Intel. 16 (7–8), 657–665. 

Satishkumar, R., Sugumaran, V., 2016. Vibration based health assessment of bearings 
using random forest classifier. Indian J. Sci. Technol. 9 (10), 1–6. 

Schismenos, S., Chalaris, M., Stevens, G., 2021. Battery hazards and safety: a scoping 
review for lead acid and silver-zinc batteries. Saf. Sci. 140, 105290. 

Senanayaka, J.S.L., Van Khang, H., Robbersmyr, K.G., 2017. Towards online bearing 
fault detection using envelope analysis of vibration signal and decision tree 
classification algorithm. In: 2017 20th International Conference on Electrical 
Machines and Systems (ICEMS). IEEE, pp. 1–6. 

L. Leoni et al.                                                                                                                                                                                                                                    

http://refhub.elsevier.com/S0925-7535(23)00305-3/h0215
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0215
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0215
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0220
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0220
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0220
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0225
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0225
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0230
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0230
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0235
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0235
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0240
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0240
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0240
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0240
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0245
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0245
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0245
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0250
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0250
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0250
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0255
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0255
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0255
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0260
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0260
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0260
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0265
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0265
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0270
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0270
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0275
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0275
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0275
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0280
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0280
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0280
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0285
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0285
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0285
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0290
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0290
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0290
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0295
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0295
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0300
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0300
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0305
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0305
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0310
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0310
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0315
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0315
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0320
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0320
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0325
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0325
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0325
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0330
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0330
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0330
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0335
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0335
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0335
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0340
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0340
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0340
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0340
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0345
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0345
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0345
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0350
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0350
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0350
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0355
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0355
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0355
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0360
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0360
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0360
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0365
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0365
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0370
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0370
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0375
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0375
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0380
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0380
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0385
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0385
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0385
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0385
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0390
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0390
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0390
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0395
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0395
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0400
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0400
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0400
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0405
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0405
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0410
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0410
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0410
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0415
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0415
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0415
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0420
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0420
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0425
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0425
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0430
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0430
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0430
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0435
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0435
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0440
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0440
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0440
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0445
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0445
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0450
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0450
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0455
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0455
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0455
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0460
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0460
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0465
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0465
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0465
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0470
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0470
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0470
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0475
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0475
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0475
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0480
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0480
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0485
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0485
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0490
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0490
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0490
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0495
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0495
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0495
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0500
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0500
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0505
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0505
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0510
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0510
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0515
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0515
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0525
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0525
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0525
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0530
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0530
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0535
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0535
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0540
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0540
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0540
http://refhub.elsevier.com/S0925-7535(23)00305-3/h0540


Safety Science 170 (2024) 106363

25

Severson, K.A., et al., 2019. Data-driven prediction of battery cycle life before capacity 
degradation. Nat. Energy 4 (5), 383–391. 

Shao, S., McAleer, S., Yan, R., Baldi, P., 2018. Highly accurate machine fault diagnosis 
using deep transfer learning. IEEE Trans. Ind. Inf. 15 (4), 2446–2455. 

Shi, Z., Chehade, A., 2021. A dual-LSTM framework combining change point detection 
and remaining useful life prediction. Reliab. Eng. Syst. Saf. 205, 107257. 
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