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Abstract
This paper presents the OCR pipeline created for ParliamentSampo - Parliament of Finland on the Semantic
Web, a Linked Open Data (LOD) service, data infrastructure, and semantic portal for studying Finnish
political culture, language, and networks of the Members of Parliament (MP). A knowledge graph of
linked data has been created based on ca. 967 000 speeches in all plenary sessions of the Parliament of
Finland in 1907—2022; the data is also available in XML format, utilizing the new international Parla-
CLARIN format. A central part of the historical debates 1907-1999 was available only as PDF documents
of fairly low OCR quality and had to be OCRed first; this paper reports lessons learned from this process.

1. Introduction

Parliamentary data are used in many areas of research [1], as they provide a wealth of informa-
tion about the state and functioning of democratic systems, political life and, more generally,
language and culture. The most prominent part of the work of parliaments is the public plenary
sessions, in which the Members of Parliament (MP) discuss and vote on issues on the agenda
and other topics that arise [2]. Semantic Web (SW) technologies1 and Linked Data (LD) [3]
provide a promising approach for publishing and using parliamentary data in Digital Humani-
ties (DH) [4, 5, 2]. The LD approach for Cultural Heritage [6] has arguably many advantages,
including:

• Linked data and ontologies [7] provide a framework for harmonizing heterogeneous
distributed datasets and combining them into larger and richer entities.

• The SW is based on the Predicate Logic [8], which provides an opportunity to enrich data
by linking new information.

• When machines can “understand” data content, intelligent web services and data analyses
can be implemented more easily.
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• Ready-made tools by other actors can be re-used for publishing, processing and analysing
the standardized data.

However, using linked data requires that the typically textual, unstructured debates have to
be transformed into semantic structured data in several steps:

1. If the minutes are available only in print they have to be first digitized.

2. Texts have to be OCRed from digitized documents.

3. Metadata about the OCRed texts has to be extracted and represented using RDF.2

4. The data can be enriched and interlinked and finally be published and made available in
a SPARQL endpoint.

5. Applications on top of the endpoint can be created or the data service can be used for
data-analytic research.

This paper concerns step 2 in the case of publishing and using Finnish parliamentary speech
data. In this case, the digitized data was provided by the open data service of the Parliament
of Finland (PoF).3 Metadata extraction and enrichment (steps 3-4) are described in [9, 10, 2].
The speech data outcome described in this paper has already been used as a basis for analyzing
concepts in political speeches [11], for network analyses based onMP references in speeches [12],
and for data analyses of speeches and for portal application development [2].

2. Related Work

Theminutes of parliamentary plenary debates have been compiled into several corpora, allowing
for analysis of their content and language (e.g., the corpus of the Norwegian parliament [13];
CLARIN list of parliamentary corpora4). These corpora are represented using the TEI-based
Parla-CLARIN scheme5, which has been developed within the CLARIN infrastructure to provide
a unified standard [14]. The related ParlaMint project6 is dedicated to creating comparable
national parliamentary corpora based on the Parla-CLARIN scheme. Additionally, parliamentary
materials have been transformed into Linked Data format for the creation of systems such as
LinkedEP [4], which deals with European Parliament data, as well as the Italian Parliament7

and LinkedSaeima for the Latvian parliament [5].
The materials of PoF have been digitized in various contexts but are difficult to use, as they

have been produced separately from different periods and stored in different formats [9]. The
usability of the materials is also hampered by their varying quality and lack of descriptive
data [15]. Language corpora have been published on parliamentary debates, such as the Parlia-
mentary Corpus of FIN-CLARIN’s Language Bank8 [16] which covers the years 2008-2016. It

2https://www.w3.org/RDF/
3https://avoindata.eduskunta.fi/#/fi/digitoidut/
4https://www.clarin.eu/resource-families/parliamentary-corpora
5https://github.com/clarin-eric/parla-clarin
6https://www.clarin.eu/content/parlamint-towards-comparable-parliamentary-corpora
7http://data.camera.it
8http://korp.csc.fi
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contains the speeches in a linguistically annotated form and also synchronized links to original
plenary session videos [17]. The Voices of Democracy project has produced a research corpus
that includes plenary minutes in 1980-2018 annotated grammatically as well as interviews of
veteran MPs conducted by the PoF after 1988 [18]. The minutes of the parliamentary debates
from 1991 to 2015 can also be found in the International Harvard Parlspeech Corpus [19], but
we have identified gaps in the coverage in this corpus.

Some of the most popular open source OCR tools for historical printed texts are Tesseract9,
OCR4All [20] and OCR-D [21]. In Finland, the most OCR efforts have been focused on newspaper
material [22] and [23]. A comprehensive post-correction survey is presented in [24].

3. The OCR Pipeline

This section presents the OCR pipeline used in transforming the Finnish debate corpus 1907-1999
into LD.
Data sources The parliamentary speech data is provided in three different file formats.

Parliamentary sessions from the period 1907-1999 have been scanned and made available as
PDF files. Later data is already in machine-readable formats, with sessions from 1999-2015 in
HTML and from 2015 onward in XML format.

The performance of OCR systems is heavily influenced by the quality of the input data. In our
situation, the PDF documents are generally of high quality, which simplifies the OCR process.
However, data from the early 1920s is considerably noisy due to the use of low-quality paper
during that era, as illustrated in Figure 1. Moreover, there are occasional skewed pages that
present difficulties for OCR. All the data is printed in contemporary Latin fonts, with minor
variations over time. As for formatting, early minutes are presented in a single-column layout,
while the majority of the data is presented in a double-column format. In earlier documents,
the double columns were separated by a black line, whereas in later ones, they were separated
by white space.
The OCR ProcessWe OCRed the data with Tesseract 4, with pre-trained models for both

Finnish and Swedish. We opted for Tesseract due to its high accuracy pre-trained models,
capable of recognizing various contemporary fonts, and its ability to use multiple language
models concurrently.
We were able to perform OCR quickly by omitting the training stage, and the ability to

support multiple languages was particularly crucial since parliamentary speeches in Finland are
primarily given in two official languages: Finnish and Swedish. Fig. 2 illustrates the proportion
of Finnish and Swedish languages used in these speeches over time. Finnish is the predominant
language used, and the percentage of Swedish has gradually decreased over time, from 18-20%
to minimal levels today.
To begin the OCR process, we first converted the PDF files into images. Tesseract’s docu-

mentation10 suggests that the software performs optimally on images with a minimum DPI of
300. After conducting preliminary tests on a small dataset with various image resolutions, we
discovered that the best OCR outcomes were obtained at a resolution of 350 DPI. Curiously, both

9https://github.com/tesseract-ocr/tesseract
10https://github.com/tesseract-ocr/tessdoc/blob/main/ImproveQuality.md
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Figure 1: A snippet from a 1921 document shows smudged text due to the poor quality of the paper.

lower and higher image resolutions yielded inferior OCR results. After preparing the images,
we performed the recognition with Tesseract, using -l fin+swe option, which prioritizes
Finnish as the language for recognition while also having the capability to recognize Swedish.
Due to the extensive size of our dataset, consisting of 324,333 page images, we used CSC’s

supercomputer Puhti11 provided by CSC - IT Center for Science12 for OCR. This supercomputer
enabled us to leverage GPU computing and perform up to 100 SLURM batch jobs in parallel
using its array jobs feature. Once we set up the parallel system (with an average of around 3,200
pages recognized per GPU at a time), the OCR process took only a few hours (typically between
5 to 8 hours, depending on the job size). Accounting for the queuing time for the resources, the
entire recognition process was completed in a matter of days.
Post-correction and Transformation into Linked Data and Parla-CLARIN
To gather all speeches of the Finnish Parliament in the 20th century, we used pattern recogni-

tion and regular expressions on the plain-text version of the OCR results. The OCRed results
were satisfactory as they were, but to enhance the reliability of the gathered data we performed
a few manual corrections to the OCR results. Each transcript of a plenary session started with a
title row that spanned the whole page, whereas the rest of the document was mainly split into
two columns. Due to this, the title was sometimes split into two rows or otherwise corrupted

11https://research.csc.fi/-/puhti
12https://www.csc.fi/en/
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Figure 2: The graph shows percentages of language representation in speeches through years. The blue
line shows the percentage of Finnish text and the green line the percentage of Swedish data. The graph
has been calculated on a sentence level.

in the results. As one file included several transcripts, one after another, these title rows and
the information they contained (date, session number) were central in connecting speeches
to correct sessions. With a helper script, all distorted title rows were located and manually
corrected.
After corrections, we created Python scripts to scrape all relevant data from the OCRed

text files. First, we gathered speeches and their metadata in CSV format. Then the data went
through several automated correction and enrichment steps. A central part of the enrichment
was retrieving speaker information from an externalMembers of Parliament (MP) dataset [10] as
the transcripts contained only each speaker’s title and surname. The correct person was found
based on the scraped surname and session date only, so for correct linking, the names needed
to be correct. Hence the majority of the correction efforts went into fixing speaker names and
titles that had been distorted in the OCR process (e.g. Procopé had become Procop&).
Typical correction steps were: Handling of missing or extra whitespaces (MinisteriHuttu →

Ministeri Huttu, Ministeri Lin n ain maa → Ministeri Linnainmaa), removal of extra trailing
characters, such as special characters, and replacing some systematically recurring errors, such
as a common surname ending qvist having become gvist. If the corrections weren’t enough to
find the right match, we would pick the closest match from the list of all possible surnames
from the MP data set.
Finally, we transformed the speeches into two parallel data sets: (1) an RDF (Resource De-

scription Framework) [25] format speech knowledge graph, forming linked data and (2) an
XML corpus formed according to the Parla-CLARIN v0.2 specification [26]. More on this
transformation can be read from [9].
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Figure 3: The percentage of recognized words with LAS tool on PoF OCR results (orange) and our new
OCR (blue) results.

4. Evaluation

In order to evaluate the final results, we utilized the Language Analysis Command-Line Tool
(LAS) [27] to calculate the percentage of correctly recognized words. LAS has been specifically
adapted to work well for Finnish and uses Finite State Machines to verify the presence of words
in Finnish morphological lexical database Omorfi [28].
This tool is particularly useful for a task like this because it covers all possible grammatical

word forms in a language. However, a limitation of such a tool is the dictionary’s scope,
particularly with regards to specialized and historical language. Although the LAS tool has
expanded the original Finnish morphology to cover historical spelling variations, it has not
been adapted to legal vocabulary.

In the first experiment, we conducted a comparison between the accuracy of our OCR texts
and those provided in the PoF original documents. Figure 3 shows the percenteges of recognized
words with LAS tool on the received material (orange line) and our results (blue line). This
evaluation was carried out on the entire dataset, not just speeches, and using only Finnish
morphology. Recognizing text in complete documents is generally more challenging than in
speeches, because they may contain structures other than running text (eg., tables and lists).
Additionally, the dataset is bilingual, resulting in lower overall accuracy. Nevertheless, this
experiment provides us with an indicator of the improvement we are pleased to report in OCR
accuracy, particularly during the early 1920s when the dataset was most challenging
In addition to the evaluation on the entire dataset, we also conducted a separate evaluation

solely for speeches. However, since the tool can only use one language for a given string
and many speeches, particularly in the early years, were bilingual, we tokenized speeches
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Figure 4: The percentage of recognized words with LAS tool on Finnish speeches (blue line). Results
prior to 1999 indicate the performance on OCR text, where those after were based from native digital
data.

into sentences using Python’s nltk.tokenize13 and performed recognition on a sentence
level. Conveniently, the tool also performs language recognition, making this approach both
convenient and effective.
The results of the evaluation on the Finnish speeches are presented in Figure 4. The blue

line represents the accuracy of the Finnish data. A vertical line denotes the year 1999, which
signifies the point before the data was OCRed and after which it was available in HTML and
XML formats. This information helps in evaluating the quality and scope of the morphology
employed.
The graph demonstrates that the percentage of correctly recognized words remains consis-

tently above 95%, except for the period around 1920 when the scanned images were particularly
noisy. On the right side of the graph, the results for natively digital data illustrate that the
benchmark in the early 2000s is approximately 98%. This indicates that the accuracy of the OCR
data is only slightly lower, ranging from 0-3% below the benchmark.
Similarly, we conducted an evaluation on Swedish speeches; however, the benchmark was

low, with recognition rates mostly ranging from 86% to 93%. The OCR accuracy rates were
mostly between 85% and 92%, with early data up to 1916 showing recognition rates of 80-82%.

5. Discussion and Conclusion

Although higher resolution images are often thought to yield better OCR results, we discovered
that in our case, using resolutions greater than 350 dpi led to poorer accuracy. This could be

13https://www.nltk.org/api/nltk.tokenize.html
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because the pre-trained models we used were developed using images with that resolution.
The most practical way we found to evaluate the data was to use the LAS tool since we did

not have any Ground Truth (GT) data. Creating GT data would have been a time-consuming
process, especially considering the variations throughout the years. We would have to create
GT data for each year, and to obtain a good evaluation, we would need to sample a significant
amount of data from every year. It would not be feasible to capture entire pages, so we would
need to select lines from different pages, create GT and evaluate against the produced OCR. This
would require annotating at least 150-200 lines from each year, totaling around 13,800-18,000
lines. It is uncertain whether this effort would yield more information on data quality, especially
for Finnish text. Our approach provided us with a reasonable understanding of OCR quality,
despite not having good conclusive quality estimation for the Swedish proportion of the corpus.
The results with LAS tool on the Swedish speeches are difficult to interpret since the low

benchmark makes it unclear whether the unrecognized words come from the the OCR errors or
the small scope of the morphological acceptor. The majority of the data falls within the bench-
mark range, but since the range is so large, it is impossible to draw any definitive conclusions
based solely on these results.
The Finnish OCR quality is outstanding, with only a 0-3% difference from the benchmark

in terms of the number of recognized words, except for the early 1920s period where lower
accuracy was due to poor image quality. One potential solution for future work could be to
train recognition models on noisy data from that period, or explore the extent of improvement
that could be achieved through fine-tuning existing models. Furthermore, to avoid the need for
manual post-correction of titles, we could experiment with using an XML version of the OCR
results. It includes text coordinates in images and it could enable us to automatically identify
split titles. This would make the entire process fully automatic and easily reproducible.
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