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Full-duplex amplify-and-forward relays with optimized transmission power under imperfect transceiver electronics
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Abstract

In-band full-duplex (FD) relays are useful for extending coverage areas and increasing overall throughput in wireless networks. The main technical difficulty hindering their implementation and use is their inherent self-interference (SI), generated due to simultaneous in-band reception and forwarding. Efficient SI mitigation is a practical necessity, and the imperfections in transceiver electronics, from which power amplifier (PA) non-linearity is one of the most serious phenomena, have to be taken into account in order to not limit the performance of such techniques. The magnitude of the distortion introduced by the PA depends on the relay input back-off (IBO) whose optimization for alleviating the effect of PA non-linearity is the main research objective in this paper. In particular, although plain signal-to-noise ratio (SNR) at the destination obviously increases when the IBO decreases, increased transmit power also strengthens the non-linear distortion leading to decreasing overall signal-to-interference-plus-noise ratio (SINR). We develop expressions for bounding the optimal IBO setting that maximizes the SINR at the destination, considering all relevant hardware impairments and SI cancellation with I/Q imbalance compensation. We provide closed-form solutions for the soft-limiter PA model and numerical results for more general PA models. Finally, the derived IBO bounds are compared with the numerical maximization of the SINR and the minimization of the bit-error rate (BER) to demonstrate that the theoretical bound settings provide good approximations to the optimal one.
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1 Introduction

Advances in electronics, integration techniques, and signal processing are about to enable real full-duplex (FD) operation without frequency division in wireless transceivers, which is one of the most sought objectives since the invention of radio transmissions [1]. In contrast to conventional half-duplex (HD) transceivers, a FD transceiver is able to transmit and receive simultaneously in the same frequency band. Besides doubling the theoretical spectral efficiency, this may open up a wide range of new applications from cognitive radio spectral sensing [2] to more efficient medium access protocols [3–5]. This paper concerns specifically the deployment of FD amplify-and-forward (AF) relays, or repeaters, that can satisfy the demand of high data throughput and extend coverage area in modern networks, without increasing frequency reuse [6, 7].

The main impediment for FD implementation is the self-interference (SI) caused by the coupling of the transmitted signal to the receiver chain. In compact transceivers, the interference level is usually high compared to the signal of interest [8], depending on the transmitted signal power, the isolation between transmitter and receiver antennas, and the surrounding environmental reflectors. Self-interference is mitigated by a combination of passive and active antenna cancellation [9, 10] and RF cancelers [11, 12], both in the analog domain; and a digital cancellation [13–16]. Antenna cancellation techniques aim to reduce the physical coupling between the transmitter and the receiver antennas. Passive techniques
optimize the distance and the orientation of the antennas, and include absorbers to lower the interference. On the other hand, active techniques are based on the use of multiple antennas and beamforming. After that, RF cancellation subtracts a contribution of the transmitted signal at the receiver for further SI mitigation. Analog stages reduce the SI in order to relax the specifications of the low-noise amplifier and to avoid the desired signal to be drowned by the analog-to-digital converter (ADC) quantization noise [17]. After that, the digital canceler mitigates the residual interference.

Many cancelers have been proposed in the literature [1, 9, 15, 16], but their performance is greatly affected by hardware imperfections. In particular, the effect of power amplifier (PA) non-linearity for FD transceivers is considered in [3, 18–21], while the HD relay case is treated in [22]. A widely linear I/Q imbalance and SI cancellation concept is proposed in [14] for a generic FD transceiver and in [23] for an AF FD relay. Additionally, the outage probability of a FD decode-and-forward relay link with I/Q imbalance is derived [24]. On the other hand, the effect of ADC quantization noise is analyzed in [17]. The most harmful RF nonideality is the PA non-linearity that closely depends on the PA input back off (IBO) [3]. The higher the IBO the lower the PA non-linear effect but also the lower the PA efficiency.

Additionally, the IBO (or equivalently the PA transmit power) sets an interesting trade off in the signal-to-interference-plus-noise ratio (SINR) of the two-hop relay link. If the IBO decreases, the signal-to-noise ratio (SNR) at the destination increases, but at the same time this also increases PA non-linear interference level and the SI, reducing the SINR at the relay input. As a consequence, an optimal IBO that maximizes the SINR at destination can be found.

In this work, we derive expressions that bound the optimal IBO that maximizes the SINR at the destination, considering RF impairments. First, we find the expression of the SINR at the destination considering the SI and I/Q imbalance canceler proposed in [23]. Then, we derive lower and upper bounds for the optimal IBO that maximizes the SINR. The SINR maximization can be seen as a suboptimal minimization of the bit error rate (BER). The BER minimization problem was previously solved numerically in [23]. Additionally, we provide closed-form expressions for the bounds considering the soft limiter (SL) PA model, and present numerical solutions for more general PA models. The analysis presented in this article is valid no matter the chosen PA model or its non-linear compensation. Finally, using simulations, we compare the obtained theoretical bounds with the numerical maximization of the SINR and the minimization of the BER to show that our derivations provide a good approximation of the optimal IBO.

The rest of the paper is organized as follows: In Section 2, we introduce the system model and the hardware imperfections. We find the optimal IBO that maximizes the SINR of the relay link in Section 3. In Section 4, we compare the proposed bounds with the numerical maximization of the SINR and the minimization of the BER, for different conditions. Finally, we conclude the paper in Section 5.

2 Signal model for the two-hop relay link

We consider a two-hop relaying scheme where the source (S) reaches the destination (D) through a relay (R), without a direct link between the source and the destination. We focus on the downlink, i.e., the link base station—relay—mobile device. The relay operates in the full-duplex mode and implements the amplify-and-forward protocol while signals are modulated with orthogonal frequency-division multiplexing (OFDM). We assume perfect time and frequency synchronization and that the cyclic prefix (CP) is longer than channel impulse responses.

A simplified digital baseband model of an AF relay is illustrated in Fig. 1, where $x(n)$ is the OFDM signal transmitted by the source, $\eta(n)$ is white Gaussian thermal noise at the relay input with variance $\sigma^2_w$, $u_r(n)$ is the received signal distorted by the coupling feedback path while $u_{dc}(n)$ is the corresponding baseband signal, $u_{ad}(n)$ is the digital signal after the ADC, $u_{ur}(n)$ is the compensated signal, $y(n)$ is the relay output signal after high-power amplification, and $\eta(n)$ is white Gaussian thermal noise at the destination with variance $\sigma^2_w$.

The signal propagates through the two-hop link formed by the source–relay channel $H_{sr}(z) = h_{sr,0} + h_{sr,1}z^{-1} + \ldots + h_{sr,Lsr}z^{-Lsr}$ and the relay-destination channel $H_{rd}(z) = h_{rd,0} + h_{rd,1}z^{-1} + \ldots + h_{rd,Lrd}z^{-Lrd}$, of respective lengths $L_{sr}$ and $L_{rd}$. The coupling effect is modeled by the strictly causal SI channel $H_{sid}(z) = h_{sid,1}z^{-1} + \ldots + h_{sid,Lsd}z^{-Lsd}$, of length $L_{si}$. For the downlink scenario, the source–relay channel is considered static multipath since the source and the relay are both fixed infrastructure-based nodes, and it can be modeled as a static frequency-selective channel. Due to the destination mobility, the relay-destination channel is better modeled as a frequency-selective Rayleigh fading channel. The SI channel can be modeled as Rician due to the strong coupling between the transmitter and receiver antennas. This coupling is significant, because transmitter and receiver antennas are typically close to each other in a FD device, or transmitter and receiver chains may even share the same antenna array. The effect of antenna and RF cancellation stages is to reduce the magnitude of the main path of the SI channel [1, 9, 11]. We assume that the
residual baseband SI channel already takes into account these cancellation effects.

The proposed widely linear I/Q compensation and SI cancellation scheme consists of a pair of filters: \( W_1(z) \) and \( W_2(z) \).

We assume that electronics in the source and destination transceivers are ideal, in order to focus on the effects of relay disturbances on the system performance. In the following, we present imperfection models of the down- and up-conversion mixers, the ADC, the DAC, and the PA of the relay. We model all the imperfections in the transceiver front-ends using their digital baseband normalized equivalents. The amplification effects and the antenna and RF attenuation are absorbed by the SNRs at the relay and destination inputs and the channel models.

The effect of the down- and up-conversion mixers over the baseband digital signal can be modeled as

\[
\begin{align*}
\eta_d(n) &= \kappa_r u_d(n) + \kappa_t u^*_d(n) & (1) \\
\eta_u(n) &= \kappa_t u_d(n) + \kappa_r u^*_d(n) & (2)
\end{align*}
\]

where \( \kappa_r = (1 + \alpha_r e^{-j\phi_r})/2, \kappa_t = (1 - \alpha_t e^{j\phi_t})/2, \kappa_i = (1 + \alpha_t e^{-j\phi_i})/2, \) and \( \alpha_r, \alpha_t, \theta_r, \) and \( \theta_t \) are respectively the amplitude and phase mismatches of the receiver and transmitter mixers [25].

We recognize that the ADC effects can be modeled by a scaling factor \( \kappa_{ad} \) and an additive quantization noise term [17]. The variance of \( \eta_{ad}(n) \) can be calculated as [3]

\[
\sigma^2_{ad} = E\{ |u_{dc}(n)|^2 \} \left( 10^{-0.02b+4.76-P(u_{dc})/10} \right)
\]

where \( E[\cdot] \) is the expectation operator, \( b \) is the bit resolution of the ADC, and \( P(u_{dc}) \) is the peak-to-average power ratio of the input signal \( u_{dc}(n) \) expressed in decibels. Additionally, we include a processing delay of \( d \) samples in the ADC, i.e., \( u_{ad}(n) = \kappa_{ad} u_{dc}(n-d) + \eta_{ad}(n) \). The DAC is regarded ideal, i.e., \( u_{da}(n) = u_w(n) \). Considering a single local oscillator at the relay and a short processing delay, as it is the case of AF relays, the phase noise effect can be neglected [26].

If the number of subcarriers is sufficiently large, \( x(n) \) becomes Gaussian and the PA output signal can be modeled according to the extended version of the Bussgang theorem [27] as

\[
y(n) = f(u_{uc}(n)) \simeq \kappa_{pa} u_{uc}(n) + \eta_{pa}(n) \quad (4)
\]

where \( f(\cdot) \) is the non-linear response of the PA and \( \kappa_{pa} \) with \( |\kappa_{pa}| \leq 1 \) is a constant. The first complex coefficient is just a scaling factor over the up-converted signal \( u_{dc}(n) \), whereas \( \eta_{pa}(n) \) is an additive distortion term. Eq. (4) is able to approximate the behavior of different PA models, from an ideal SL to a PA with nonlinear compensation. When the PA operates sufficiently close to its saturation level, the distortion noise term \( \eta_{pa}(n) \) becomes approximately Gaussian. Then, we can calculate the parameters of the equivalent linear model (4) as follows [28]:

\[
\kappa_{pa} = \frac{E\{ u_{uc}(n)f(u_{uc}(n)) \}}{E\{ |u_{uc}(n)|^2 \}} \\
\sigma^2_{pa} = E\{ |f(u_{uc}(n))|^2 \} - |\kappa_{pa}|^2 E\{ |u_{uc}(n)|^2 \}
\]

We consider the SL and the solid-state power amplifier (SSPA) models to describe the non-linear PA response. The SL model is defined as

\[
f_{SL}(u_{uc}) = \begin{cases} 
\frac{A_v}{\nu} u_{uc}(n) & \text{for } |u_{uc}(n)| \leq \frac{A_v}{\nu} \\
A_s & \text{for } |u_{uc}(n)| > \frac{A_v}{\nu}
\end{cases}
\]

where \( A_v \) is the PA saturation voltage, \( A_s = A_v/P_{uc} \) is the clipping level, \( P_{uc} = E\{ |u_{uc}(n)|^2 \} \) is PA input signal power,
and $v^2$ is the IBO. The solution of (5) for the model in (6) results in

$$
\kappa_{pa}(v) = \frac{A_c}{v} \left( 1 - \exp(-v^2) + \frac{\sqrt{\pi} v}{2} \text{erfc}(v) \right) \tag{7}
$$

$$
\sigma_{pa}^2(v) = \frac{A_c}{v^2} \left( 1 - \exp(-v^2) - \kappa_{pa}^2(v) \right) \tag{8}
$$

Alternatively, the SSPA is defined as

$$
f_{\text{SSPA}}(u_{uc}(n)) = \frac{|u_{uc}(n)|/v}{1 + (|u_{uc}(n)|/vA_c^2p)^{1/2p}} e^{i\angle u_{uc}(n)} \tag{9}
$$

where $p$ is a model parameter that adjusts the smoothness of the transition from the linear region to the saturation region. There is no close-form solution for $\kappa_{pa}(v)$ and $\sigma_{pa}^2(v)$ for the SSPA model, so in the simulation section, we obtain these parameters by solving numerically (5).

By denoting the inverse $z$-transform of the widely linear filters $W_1(z)$ and $W_2(z)$ with $w_1(n)$ and $w_1(n)$, respectively, the least squares (LS) SI and source-relay (SR) channel canceler output becomes [23]

$$
u_{wp}(n) = w_1(n) * u_{ad}(n) + w_2(n) * u_{ad}^*(n) \tag{10}
$$

where $*$ denotes convolution,

$$
w_1(n) = \frac{\kappa_s^2 \kappa_r^2 c(n) + \chi \kappa_s^2 c^*(n)}{(|r|_2^2 - |x|_2^2) (|r|_2^2 - |x|_2^2)} \tag{11a}
$$

$$
w_2(n) = \frac{\kappa_s^2 \kappa_r^2 c(n) - \chi \kappa_s^2 c^*(n)}{(|r|_2^2 - |x|_2^2) (|r|_2^2 - |x|_2^2)} \tag{11b}
$$

and the $z$-transform of $c(n)$ is given by

$$
C(z) = \frac{1}{\kappa_{ad} [H_{sr}(z) + \kappa_{pa} H_{su}(z) z^{-d}]} \tag{12}
$$

Filter $c(n)$ compensates for the SR and the SI channels. The derivation of the coefficients (11) and (12) is included in Appendix 1.

With the description of all the impairments at hand, we can finally derive the complete input–output relation of the relay. The signal at the relay output is given by

$$
y(n) = \kappa_{pa} [x * h_{sr}(n - d) + y * h_{si}(n - d) + \eta(n - d)] * \gamma_1(n) + \kappa_{pa} [x * h_{sp}(n - d) + y * h_{si}(n - d) + \eta(n - d)] * \gamma_2(n) + \kappa_{pa} \eta_{ad}(n) * \Phi_1(n) + \kappa_{pa} \eta_{ad}^*(n) * \Phi_2(n) + \eta_{pa}(n) \tag{13}
$$

whereas the effect of the canceler and the up-conversion on the ADC noise results

$$
\Phi_1(n) = \kappa_r w_1(n) + \chi_r w_2^*(n) \tag{14a}
$$

$$
\Phi_2(n) = \kappa_r w_2(n) + \chi_r w_1^*(n) \tag{14b}
$$

Now, we are able to write the relay output after I/Q, SI, and SR channel compensation. If we replace filter (12) in (11) and the result in (13), we obtain:

$$
y(n) = \kappa_{pa} x(n - d) + \kappa_{pa} \psi_1 \eta_{ad} * c^*(n) + \kappa_{pa} \psi_2 \eta_{ad}^* * c(n) + \kappa_{pa} \eta(n) * c(n - d) + \eta_{pa}(n) \tag{15}
$$

where

$$
\psi_1 = \frac{\kappa_s^2 \kappa_r x_t - \chi \kappa_s^2 \kappa_r x_t}{(|r|_2^2 - |x|_2^2) (|r|_2^2 - |x|_2^2)} \tag{16a}
$$

$$
\psi_2 = \frac{|r|_2^2 \kappa_r - |r|_2^2 \kappa_r}{(|r|_2^2 - |x|_2^2) (|r|_2^2 - |x|_2^2)} \tag{16b}
$$

In the next section, we obtain the SINR at the destination from (17). Then, we find a lower and an upper bound for the optimal IBO that maximizes the SINR.

3 Optimization of the relay power amplifier input back-off

The residual interference and RF impairments present at the relay output limit the link performance. Since these terms depend on the relay PA IBO, an optimum value that maximizes the SINR of the complete link can be found. A low IBO setting in the relay PA increases the relay transmission power and leads to a high SNR at the destination but at the same time, it produces large SI reducing SINR at the relay input. Additionally, low IBOs also increase the non-linear behavior of the PA, as described by (5). In contrast, a high IBO limits the SNR at the destination but increases SINR at the relay input. In this section, we first propose an expression of the SINR at the destination considering RF impairments and the SI and I/Q imbalance canceler proposed in [23]. Then, upper and lower bounds for the optimal IBO that maximizes the SINR at the destination are obtained.

The signal at destination, after the relay-destination channel $h_{rd}(n)$, is given by

$$
y_{d}(n) = \kappa_{pa} x * h_{rd}(n - d) + \kappa_{pa} \psi_1 \eta_{ad} * c^* * h_{rd}(n) + \kappa_{pa} \psi_2 \eta_{ad}^* * c * h_{rd}(n) + \kappa_{pa} \eta_{rd}(n) + \eta_{rd}(n) \tag{17}
$$

If an OFDM symbol has length $N_t = N + N_{cp}$, where $N$ is the useful data and $N_{cp}$ is the cyclic prefix, the output of the discrete Fourier transform (DFT) at the destination corresponding to one symbol can be written as
\[ Y_D(k) = \kappa_{pa} X(k) H_{rd}(k) e^{-\frac{\gamma_{ad} k}{\kappa_{pa}}} + \kappa_{pa} \Psi_1 Y_{ad}(k) + \gamma_{pa}(k) + \eta_{ad}(k) \]  

(21)

where \( X(k), H_{rd}(k), \) and \( \eta_{ad}(n) \) are the N-DFTs of \( x(n), h_{ad}(n), \) and \( n_{ad}(n) \), respectively. Additionally, \( Y_{ad}(k) = DFT(\eta_{ad}(n)), \) \( \bar{Y}_{ad}(k) = DFT(\eta_{ad}^* * h_{ad}(n)), \) and \( \gamma_{pa}(k) = DFT(\eta_{pa} * h_{ad}(n)) \); for \( n \) belonging to the OFDM symbol.

From (21) it is possible to obtain the SINR per subcarrier at the destination as follows:

\[ \Xi_d(k) = \frac{\kappa_{pa}^2 |H_{rd}(k)|^2 P_s(k)}{\kappa_{pa}^2 |H_{rd}(k)|^2 [P_{ad}(k) + P_{rd}(k) + P_n(k)] + |H_{rd}(k)|^2 [P_{pa}(k) + P_{d}(k)] } \]  

(22)

where \( E[|X(k)|^2] = P_s(k) \) is the signal power at subcarrier \( k, \) \( E[|\Psi_1 Y_{ad}(k)|^2] = |H_{rd}(k)|^2 P_{ad}(k) \) with \( P_{ad}(k) = |\Psi_1|^2 \sigma_{ad}^2 |C(-k)|^2 \), and \( E[|\bar{Y}_{ad}(k)|^2] = |H_{rd}(k)|^2 \bar{P}_{ad}(k) \) with \( \bar{P}_{ad}(k) = |\bar{Y}_{ad}(k)|^2 \sigma_{ad}^2 |C(k)|^2 \) are the power terms due to the ADC. \( E[|\gamma_{pa}(k)|^2] = |H_{rd}(k)|^2 P_{pa}(k) \) with \( P_{pa}(k) = \sigma_{pa}^2 |C(k)|^2 \) is the thermal noise seen at the relay output, \( E[|\gamma_{pa}(k)|^2] = |H_{rd}(k)|^2 P_{pa}(k) \) with \( P_{pa}(k) = \sigma_{pa}^2 \) is the interference power related to the PA non-linearity, and \( P_{d}(k) = \sigma_d^2 \) is the receiver thermal noise.

In order to find an expression of the optimal IB \( \nu^2 \) independent of a particular channel realization, we need to average the effects of \( C(k) \) (that depends on \( H_{rd}(k) \) and \( H_{ad}(k) \), see (12)) and \( H_{ad}(k) \). Considering first the case of the relay-destination channel, we assume it follows Rayleigh fading, i.e., the terms \( C(k) = |H_{rd}(k)|^2 \) have probability density function \( p(s_k) = \frac{1}{\sigma_{sk}^2} \exp \left( -\frac{s_k}{\sigma_{sk}^2} \right) \) with \( \sigma_{sk}^2 = E[|H_{rd}(k)|^2] \). Then, the channel-averaged SINR for all subcarriers can be obtained as:

\[ \Xi_d = \frac{1}{N-1} \sum_{k=0}^{N-1} \frac{\kappa_{pa}^2 P_s(k)}{\kappa_{pa}^2 s_k^2 [P_{ad}(k) + \bar{P}_{ad}(k) + P_n(k)] + P_{pa}(k) + P_d(k)} \times \int_{0}^{\infty} \frac{s_k + P_d(k)}{\kappa_{pa}^2 [P_{ad}(k) + \bar{P}_{ad}(k) + P_n(k)] + P_{pa}(k)} \exp \left( -\frac{s_k}{\sigma_{sk}^2} \right) ds_k \]  

(23)

where \( \Gamma(x) \) and \( \Gamma(a, x) \) are respectively the Gamma and incomplete Gamma functions. To solve (23) we use \( \int_{0}^{\infty} e^{-x} x^{a-1} \exp(\nu c) \Gamma(1 - a, bc) \) [29, Eq. 3.383.10]; and \( \mathcal{E}_2(x) = x^{\nu-1} \Gamma(1 - n, x) \) [30, Eq. 5.1.45] in (24) to obtain (25).

Equation 25 can be bounded using the inequality \( \frac{1}{x+n} < e^{\mathcal{E}_2(x)} \leq \frac{1}{x+n-1} \) [30, Eq. 5.1.19], as follows:

\[ \Xi_d \leq \frac{1}{N-1} \sum_{k=0}^{N-1} \frac{\kappa_{pa}^2 P_s(k)}{\kappa_{pa}^2 s_k^2 [P_{ad}(k) + \bar{P}_{ad}(k) + P_n(k)] + P_{pa}(k) + P_d(k)} \]  

(26)

\[ < \Xi_d \leq \frac{1}{N-1} \sum_{k=0}^{N-1} \frac{\kappa_{pa}^2 P_s(k)}{\kappa_{pa}^2 s_k^2 [P_{ad}(k) + \bar{P}_{ad}(k) + P_n(k)] + P_{pa}(k) + P_d(k)} \]  

(27)
then,
\[
\sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} \leq \left\{ \begin{array}{ll}
\sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} & \text{if } \eta > 1 \\
\sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} & \text{if } \eta = 1 \\
\sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} & \text{if } \eta < 1
\end{array} \right. 
\]
\[
= \sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} 
\]
\[
= \sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} 
\]
\[
= \sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} 
\]

It is interesting to note that (29) reduces to the Jensen's inequality for concave functions, i.e., \( E[f(x)] \leq f(E(x)) \), where \( f(x) \) denotes \( f \).

Now, we average the influence of \( C(k) \) in the SINR lower (28) and upper (29) bounds. If the number of bits of the ADC is high enough, we can disregard the terms \( P_d(k) + \hat{P}_{ad}(k) \). As the actual distribution of \( C(k) \) is quite difficult to obtain, we assume \( C(k) \) has Gaussian distribution to maintain the derivation tractable. Results in Section 4 support this assumption. Then, \( v_k = |C(k)|^2 \) is exponentially distributed with probability density function \( p(v_k) = \frac{1}{\sigma^2_v} \exp\left(-\frac{v_k}{\sigma^2_v}\right) \), where \( \sigma^2_v = E(|C(k)|^2) \).

Finally, remembering that \( P_a(k) = \sigma_k^2 |C(k)|^2 \), the upper bound of the SINR can be expressed as:

\[
\Xi_d \leq E \left\{ \sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} \right\} 
\]
\[
= \sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} 
\]
\[
= \sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} 
\]
\[
= \sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} 
\]

where in (31) and (32) we use again \( \int_0^{\infty} \frac{x^{a-1} e^{-b x}}{\mu^a (x + \mu)^{a+b+1}} \) and \( E_n(x) = x^{a-1} \Gamma(1-a, x) \) respectively.

Equation 33 can be upper-bounded by \( \frac{1}{\zeta_d} \leq \frac{\zeta_d}{P_d + 2P_{pa}} \) [30, Eq. 5.1.19], as follows:

\[
\Xi_d \leq \sum_{k=0}^{N-1} \frac{P_a(k)}{\Sigma_d} \left( \frac{P_d + P_{pa} \sigma_k^2}{\kappa^2 P_a \sigma_k^2} \right) 
\]
\[
= \sum_{k=0}^{N-1} \frac{P_a(k)}{\Sigma_d} \left( \frac{P_d + P_{pa} \sigma_k^2}{\kappa^2 P_a \sigma_k^2} \right) 
\]

Similar to the above, the lower bound can be averaged as

\[
\Xi_d > E \left\{ \sum_{k=0}^{N-1} \frac{\kappa^2 P_a \sigma_k^2 P_x(k)}{\Sigma_d} \right\} 
\]
\[
= \sum_{k=0}^{N-1} \frac{P_a(k)}{\Sigma_d} \left( \frac{P_d + P_{pa} \sigma_k^2}{\kappa^2 P_a \sigma_k^2} \right) 
\]

Assuming that \( P_a(k) = P_{pa} \) and \( P_d(k) = P_d \) are white processes, \( \sigma_k^2 = \sigma_{pa}^2 = 1 \), and \( P_x(k) = P_x \) for all subcarriers; from (34) and (40) SINR bounds can be simplified to

\[
\frac{N P_a \kappa^2 P_x(v)}{P_d + 2P_{pa}} \leq \frac{\zeta_d}{P_d + 2P_{pa}} \leq \frac{N P_a \kappa^2 P_x(v)}{P_d + 2P_{pa}} < \frac{\zeta_d}{P_d + 2P_{pa}} 
\]

where the dependency of \( \kappa^2 \) and \( P_{pa} \) on the IBO is included.

To find the bounds of the optimal IBO that maximizes the overall SINR, we differentiate the right-hand side and the left-hand side of (40) and equate them.
to zero. Considering first the case of the lower bound, we have

\[
\frac{d}{dv} \left( \frac{NP_x \kappa_{pa}^2(v)}{P_d + 2 \kappa_{pa}^2(v) \sigma_n^2 + P_{pa}(v)} \right)
\]

\[
= 2NP_x \kappa_{pa}(v) \frac{d\kappa_{pa}(v)}{dv} \left( P_d + 2 \kappa_{pa}^2(v) \sigma_n^2 + P_{pa}(v) \right) 
\]

\[
= 2NP_x \kappa_{pa}^2(v) \left( \frac{d\kappa_{pa}(v)}{dv} \frac{dP_{pa}(v)}{dv} \right) 
\]

\[
= \frac{d\kappa_{pa}(v)}{dv} \left( P_d + 2P_{pa}(v) \right) - \kappa_{pa}(v) \frac{dP_{pa}(v)}{dv} = 0 \quad (41)
\]

It is interesting to note that the dependency on \( \sigma_n^2 \) in (41) is missing. This means that it is not possible to mitigate the effect of the noise at the relay input by varying the PA IBO.

In a similar way for the upper bound, we get

\[
\frac{d}{dv} \left( \frac{NP_x \kappa_{pa}^2(v)}{P_d + P_{pa}(v)} \right)
\]

\[
= 2NP_x \kappa_{pa}(v) \frac{d\kappa_{pa}(v)}{dv} \left( P_d + P_{pa}(v) \right) - NP_x \kappa_{pa}^2(v) \frac{dP_{pa}(v)}{dv} 
\]

\[
= 2 \frac{d\kappa_{pa}(v)}{dv} \left( P_d + P_{pa}(v) \right) - \kappa_{pa}(v) \frac{dP_{pa}(v)}{dv} = 0 \quad (42)
\]

If we consider the SL model, it is possible to obtain a closed-form solution to (41) and (42). If we replace

\[
\frac{d\kappa_{pa}(v)}{dv} = \frac{A_c}{\nu^2} \left( -1 + (\nu^2 + 1) \exp(-\nu^2) \right) \quad (43)
\]

\[
\frac{dP_{pa}(v)}{dv} = \frac{2A_c^2}{\nu^3} \left( -1 + (\nu^2 + 1) \exp(-\nu^2) \right)
\]

\[
-2\kappa_{pa}(v) \frac{d\kappa_{pa}(v)}{dv}
\]

in the lower bound (41), we obtain

\[
0 = \frac{A_c}{\nu^2} \left( -1 + (\nu^2 + 1) \exp(-\nu^2) \right) \left( P_d + 2P_{pa}(v) \right)
\]

\[
-\kappa_{pa}(v) \left[ 2\frac{A_c^2}{\nu^3} \left( -1 + (\nu^2 + 1) \exp(-\nu^2) \right) \right]
\]

\[
-2\kappa_{pa}(v) \frac{A_c}{\nu^2} \left( -1 + (\nu^2 + 1) \exp(-\nu^2) \right) \quad (45)
\]

\[
\frac{P_{pa}(v) - \kappa_{pa}(v) \frac{A_c}{\nu^2} + \kappa_{pa}^2(v)}{(P_d + 2P_{pa}(v)) = \frac{P_d}{A_c^2 \sqrt{\pi}} \left( \text{erfc}(v) \right) \frac{P_d}{A_c^2 \sqrt{\pi}}}
\]

Similarly, for the upper bound we have

\[
0 = 2\frac{A_c}{\nu^2} \left( -1 + (\nu^2 + 1) \exp(-\nu^2) \right) \left( P_d + P_{pa}(v) \right)
\]

\[
-\kappa_{pa}(v) \left[ 2\frac{A_c^2}{\nu^3} \left( -1 + (\nu^2 + 1) \exp(-\nu^2) \right) \right]
\]

\[
-2\kappa_{pa}(v) \frac{A_c}{\nu^2} \left( -1 + (\nu^2 + 1) \exp(-\nu^2) \right) \quad (48)
\]

\[
\frac{P_{pa}(v) - \kappa_{pa}(v) \frac{A_c}{\nu^2} + \kappa_{pa}^2(v)}{(P_d + P_{pa}(v)) = \frac{P_d}{A_c^2 \sqrt{\pi}} \left( \text{erfc}(v) \right) \frac{P_d}{A_c^2 \sqrt{\pi}}}
\]

Finally, if we define the solutions of (47) and (50) as \( \nu_{LB}^2 \) and \( \nu_{UB}^2 \), respectively, the optimal IBO for the SL model is bounded by \( \nu_{LB}^2 < \nu_{op}^2 \leq \nu_{UB}^2 \). If the expressions of \( \kappa_{pa}(v), P_{pa}(v), \) and their derivatives are not available, (42) and (41) can be solved numerically. In the next section, we use this procedure to find the bound for an SSPA model.

Additionally, we can define the numerical maximization of the SINR and the minimization of the BER of the two-hop relay link, as follows

\[
\nu_{SINR}^2 = \arg \max_{v^2} \{ \text{SINR}_d \} \quad (51)
\]

\[
\nu_{BER}^2 = \arg \min_{v^2} \{ \text{BER}_d \} \quad (52)
\]

where SINR\(_d\) and BER\(_d\) are the SINR and the BER at the destination, respectively. Equation 52 is solved numerically in [23] to find the optimal IBO. In the next section, this numerical solution is compared with the bounds (47) and (50).

### 4 Numerical results

In this section, we evaluate the accuracy of the proposed lower and upper bounds (41) and (42) with the numerical maximization of the SINR (51) and the minimization of the BER at destination (52); considering PAs with SL and SSPA models and relay-destination channels with frequency-selective and flat fading.

For the simulation, we use an OFDM signal with \( N = 1024 \) subcarriers, a cyclic prefix of \( N_{cp} = 64 \), and 16-QAM symbols. Gaussian noise \( \eta(n) \) corresponding to a SNR of 20 dB is added. Practical I/Q imbalance levels are
considered, i.e., $a^{RX} = a^{TX} = 1.02, \theta^{RX} = \theta^{TX} = 1.5^\circ$, corresponding to an image rejection ratio (IRR) of 35 dB. We consider an ADC of 12 bits, $\kappa_{ad} = 1$, $P(u_{dc}) = 13$ dB, and a delay of $d = 5$. The PA parameters are $A_s = 1$ for SL and $A_s = 1, p = 2$ for SSPA. The SR channel is a static AWGN channel with $L_{SR} = 3$ and the SI channel is a Rician channel with $L_{SI} = 3$ and a K-factor$^1$ of 5 dB [1]. We consider two conditions for the relay-destination (RD) link, first a time-varying frequency-selective Rayleigh channel with $L_{RD} = 5$ and then a static flat AWGN channel.

We assume that the channels are known. The SNR at the destination is defined as $\text{SNR}_d = E\{|x(n)|^2\}/\sigma^2_d$ corresponding to an ideal system. In the simulations, we implement the widely linear I/Q imbalance compensation and SI cancellation proposed in [23] and replicated in Appendix 1.

In Fig. 2, we show the result of the numerical SINR maximization (51) and BER minimization (52), and compare them with the derived theoretical bounds (47) and (50), considering a frequency-selective relay-destination channel and $\text{SNR}_d = 10, 12, \ldots, 30$ dB. As expected, maximum values lie between the upper and lower bounds. It should be noted that the upper bound underestimates the optimum IBO whereas the lower bound overestimates it. Even when the error in IBO for BER optimization goes from 0.55 dB for $\text{SNR}_d = 10$ to 1.73 dB for $\text{SNR}_d = 30$ dB, the BER difference between the optimal value and the theoretical bounds is not very large since BER curves are rather flat around the optimum.

In Fig. 3, we plot the result of the numerical maximization of SINR, the upper, and the lower bound as a function of the $\text{SNR}_d$, for the same conditions than in Fig. 2. We have that as $\text{SNR}_d$ increases the difference between the bounds becomes smaller, giving an accuracy of less than 1 dB for $\text{SNR}_d$ greater than 16 dB.

The difference between the maximization of the SINR and the minimization of the BER is a consequence of the frequency-selectivity of the relay-destination channel. In other words, for a frequency-selective relay-destination channel, the optimization solutions do not coincide. To verify that concept, in Fig. 4 we show the SINR maximization and the BER minimization for a flat fading channel. It is clear that in this case the BER minimization solution also lies between the theoretical bounds.

When closed-form expressions of parameters $\kappa_{pa}(v)$ and $P_{pa}(v)$ are not available, Eqs. (42) and (41) can be solved numerically using the definitions in (5). In Fig. 5 we

![Fig. 2](image1.png)  
**Fig. 2** Maximization of SINR a and minimization of BER b for the SL model and $\text{SNR}_d = 10, 12, \ldots, 30$ dB. Rayleigh relay-destination channel.

![Fig. 3](image2.png)  
**Fig. 3** The result of the numerical maximization of SINR $\nu^2_{\text{SINR}}$, the upper bound $\nu^2_{UB}$, and the lower bound $\nu^2_{LB}$ as a function of the $\text{SNR}_d$, for the SL model and a Rayleigh relay-destination channel.
show the performance of the upper and the lower bound for the SINR and BER considering the SSPA model. We compare the results with the numerical solution of (51) and (52). As it can be noted, the curves are very similar to those obtained in Fig. 2.

In Fig. 6, we show the BER for the two-hop relay link operating at the optimal point as a function of the SNR, and compare the performance with fixed IBOs $\nu^2 = 0, 2, 4, 6,$ and $8$ dB. We include a theoretical and a numerical optimal curve. The theoretical curve is obtained using the upper bound (since it is closer to the optimal IBO), where (50) is solved for each SNR. The numerical curve is obtained using optimal values found in Fig. 2. Used values for optimal solutions are included in Table 1. As expected, the numerical curve outperforms the others for every SNR. The theoretical curve approximates well the numerical solution and performs better than curves with fixed IBOs $\nu^2 = 0, 2, 6,$ and $8$ dB. The curve for $\nu^2 = 4$ dB has a good performance since the optimal IBO is close to 4 dB from SNR between 20 and 30 dB. This figure shows that the relay can operate with an optimal PA IBO, minimizing the BER if information of SNR is available.

5 Conclusions
Setting the power amplifier (PA) input back-off (IBO) is a trade-off between the signal-to-noise ratio (SNR)
at the destination and the signal-to-interference-plus-noise (SINR) at the relay input. We derived expressions for bounding the optimal IBO that maximizes the SINR at the destination under RF impairments. In particular, we provided closed-form bounds for the soft limiter PA model and numerical solutions for more general models. The bounds proved to be very close to the numerical solution of the optimal SINR minimization. Additionally, we demonstrated that the SNR at the relay input does not affect the IBO optimization. The optimal IBO that minimizes the BER can be bounded by the proposed expressions when the relay-destination channel is flat in frequency and it can be approximated with an acceptable error for frequency-selective channels. Finally, we showed that the relay can operate with the optimal IBO that minimizes the BER at destination, if information of the second hop SNR is available.

Appendix 1
Derivation of the coefficients \( w_1(n) \) and \( w_2(n) \) of the canceler

In this section we reproduce for convenience the derivation of zero-forcing (ZF) coefficients \( w_1(n) \) and \( w_2(n) \) of the widely linear SI and SR channel canceler, presented in [23]. The coefficients are the result of the combination of three stages that address respectively the I/Q imbalance at the transmitter.

The “IQ RX” block is a widely linear post-cancellation filter that is the ZF solution for I/Q imbalance compensation, viz.

\[
u_{RM}(n) = g_1^{RX} \ast u_{ad}(n) + g_2^{RX} \ast u_{ad}^c(n)
\]

where

\[
g_1^{RX} = \frac{(k_r)^*}{|k_r|^2 - |\chi|^2}
\]

\[
g_2^{RX} = \frac{-\chi^*}{|k_r|^2 - |\chi|^2}.
\]

The output of SI and SR channel canceler can be written as \( u_C(n) = u_{RM} \ast c(n) \). In a similar way than (53), the output of the widely linear pre-cancellation filter “IQ TX” can be written as

\[
u_{w}(n) = g_1^{TX} \ast u_C(n) + g_2^{TX} \ast u_{C}^c(n)
\]

where

\[
g_1^{TX} = \frac{(k_t)^*}{|k_t|^2 - |\chi|^2}
\]

\[
g_2^{TX} = \frac{-\chi^*}{|k_t|^2 - |\chi|^2}.
\]

Since there are no noise sources between the filter and the up-conversion mixer, it is able to compensate perfectly the I/Q imbalance at the transmitter.

Finally, we can define the widely linear canceler of Fig. 1 as the combination of the three stages presented above as

\[
w_1(n) = \frac{(k_r)^* (k_t)^* c(n) + \chi^* (k_r)^* c^*(n)}{|k_r|^2 - |\chi|^2} \frac{(k_t)^2 - |\chi|^2}{|k_t|^2 - |\chi|^2}
\]

\[
w_2(n) = \frac{-\chi^* (k_t)^* c(n) - k_r \chi (k_r)^* c^*(n)}{|k_r|^2 - |\chi|^2} \frac{(k_t)^2 - |\chi|^2}{|k_t|^2 - |\chi|^2}
\]

according to straightforward substitution.

---

**Table 1** Results of the numerical and theoretical optimal IBOs as a function of the SNR
d_used in Fig. 6

<table>
<thead>
<tr>
<th>Method</th>
<th>Theoretical</th>
<th>Numerical</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR_d = 10 dB</td>
<td>0.75 dB</td>
<td>1.30 dB</td>
</tr>
<tr>
<td>SNR_d = 12 dB</td>
<td>1.67 dB</td>
<td>1.90 dB</td>
</tr>
<tr>
<td>SNR_d = 14 dB</td>
<td>2.48 dB</td>
<td>2.50 dB</td>
</tr>
<tr>
<td>SNR_d = 16 dB</td>
<td>3.20 dB</td>
<td>3.00 dB</td>
</tr>
<tr>
<td>SNR_d = 18 dB</td>
<td>3.84 dB</td>
<td>3.40 dB</td>
</tr>
<tr>
<td>SNR_d = 20 dB</td>
<td>4.41 dB</td>
<td>3.60 dB</td>
</tr>
<tr>
<td>SNR_d = 22 dB</td>
<td>4.93 dB</td>
<td>4.10 dB</td>
</tr>
<tr>
<td>SNR_d = 24 dB</td>
<td>5.41 dB</td>
<td>4.30 dB</td>
</tr>
<tr>
<td>SNR_d = 26 dB</td>
<td>5.85 dB</td>
<td>4.50 dB</td>
</tr>
<tr>
<td>SNR_d = 28 dB</td>
<td>6.25 dB</td>
<td>4.70 dB</td>
</tr>
<tr>
<td>SNR_d = 30 dB</td>
<td>6.63 dB</td>
<td>4.90 dB</td>
</tr>
</tbody>
</table>

Fig. 6 Theoretical and numerical optimal BER as a function of the SNR. Fixed BER curves for \( \nu^2 = 0, 2, 4, 6 \) and 8 dB are included for comparison.
To obtain an expression for $C(z)$, we substitute (57) into (13). Then, we can write the relay output with I/Q imbalance compensation as

$$y(n) = \kappa_{pa} \kappa_{ad} \left[ x \ast h_{sy}(n - d) + y \ast h_{si}(n - d) \right] \ast c(n) + \kappa_{pa} \left[ |\kappa_{r}|^2 - |\chi_{t}|^2 \right] \left[ |\kappa_{t}|^2 - |\chi_{t}|^2 \right] \eta_{ad}(n) \ast c^{*}(n) + \kappa_{pa} \left[ |\kappa_{r}|^2 - |\chi_{t}|^2 \right] \left[ |\kappa_{t}|^2 - |\chi_{t}|^2 \right] \eta_{ad}(n) \ast c(n) + \kappa_{pa} \eta(n - d) \ast c(n) + \eta_{pa}(n). \quad (58)$$

Specifically, (58) shows that the equivalent model of the relay with I/Q imbalance compensation is linear with colored noise. Calculating its $z$-transform and neglecting the noise, we can express the output of the relay as

$$Y(z) = \frac{\kappa_{pa} \kappa_{ad} H_{sr}(z) C(z) X(z) z^{-d}}{1 - \kappa_{pa} \kappa_{ad} H_{si}(z) C(z) z^{-d}}. \quad (59)$$

Finally, we can obtain the ZF solution of (58) by equating (59) with $\kappa_{pa} C(z) z^{-d}$. One may note that $C(z)$ does not compensate for the delay or the IBO. The canceler becomes

$$C(z) = \frac{1}{\kappa_{ad} \left[ H_{sr}(z) + \kappa_{pa} H_{si}(z) z^{-d} \right]} \quad (60)$$

Additionally, it is important to make sure that $C(z)$ is a stable filter in order to enable a practical implementation. Considering a simplified scenario with a flat static SR channel $H_{sr}(z) = 1$, single tap SI channel $L_{si} = 1$ and $K_{pa} = 0.38$ (IBO = 8 dB and SL PA model). It is easy to show from (60) that the maximum allowable residual SI power, i.e., SI after antenna and RF cancellation, results $1/K_{pa}^2$ larger than the signal of interest. For the SI PA with an IBO = 8 dB, it equals $\sim 4.3$ dB.
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