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ABSTRACT

The origin of extremely fast variability is one of the long-standing questions in the gamma-ray astronomy of blazars. While many
models explain the slower, lower energy variability, they cannot easily account for such fast flares reaching hour-to-minute timescales.
Magnetic reconnection, a process where magnetic energy is converted to the acceleration of relativistic particles in the reconnection
layer, is a candidate solution to this problem. In this work, we employ state-of-the-art particle-in-cell simulations in a statistical
comparison with observations of a flaring episode of a well-known blazar, Mrk 421, at a very high energy (VHE, E > 100 GeV). We
tested the predictions of our model by generating simulated VHE light curves that we compared quantitatively with methods that we
have developed for a precise evaluation of theoretical and observed data. With our analysis, we can constrain the parameter space
of the model, such as the magnetic field strength of the unreconnected plasma, viewing angle and the reconnection layer orientation
in the blazar jet. Our analysis favours parameter spaces with magnetic field strength 0.1 G, rather large viewing angles (6−8◦), and
misaligned layer angles, offering a strong candidate explanation for the Doppler crisis often observed in the jets of high synchrotron
peaking blazars.

Key words. magnetic reconnection – methods: miscellaneous – galaxies: active – galaxies: jets – gamma rays: galaxies –
radiation mechanisms: non-thermal

1. Introduction

Blazars are a type of radio-loud active galactic nuclei (AGN)
possessing a relativistic jet closely aligned with our line of
sight (Blandford & Rees 1978; Urry & Padovani 1995). Due to
their unique alignment and the relativistic jet speeds, blazars
are highly variable sources across the whole electromag-
netic spectrum (Scarpa & Falomo 1997; Blandford et al. 2019;
Hovatta & Lindfors 2019). These variations have been observed
to occur in timescales of years all the way down to a few
hours or even minutes (Marscher et al. 2008, 2010; Jorstad et al.
2010; Ahnen et al. 2016; Nilsson et al. 2018). Several mecha-
nisms have been suggested to explain the observed variabil-
ity of these sources, such as shocks (Marscher & Gear 1985;
Hughes et al. 1985; Spada et al. 2001; Joshi & Bottcher 2007;
Graff et al. 2008; Liodakis et al. 2022; Di Gesu et al. 2022) and
stochastic acceleration by turbulence (Virtanen & Vainio 2005).
While they manage to explain the slower flares in the lower
energies well, these mechanisms alone cannot explain the fastest
variations detected in the very high energy (VHE, E > 100 GeV)
gamma rays (Aharonian et al. 2007; Albert et al. 2007) because,
typically, the variability resulting from these mechanisms does
not reach the intra-night timescales that we observe. For these
extreme flares, magnetic reconnection has been suggested as an
explanation (Giannios et al. 2009; Giannios 2013).
? Full Tables B.1–B.10 are available at the CDS via anonymous

ftp to cdsarc.cds.unistra.fr (130.79.128.5) or via https://
cdsarc.cds.unistra.fr/viz-bin/cat/J/A+A/678/A140

In this paper, we consider the magnetic reconnection model
presented in Christie et al. (2019) as the physical mechanism
behind this extreme blazar variability. In the reconnection
model, initial instabilities of the magnetic field create cur-
rent sheets within the jet (Spruit et al. 2001; Giannios 2006;
Duran et al. 2017; Gill et al. 2018) which, in turn, are suscep-
tible to tearing instabilities, thereby allowing the current sheet
to fragment into a chain of magnetic islands, or plasmoids
(Loureiro et al. 2007, 2012; Uzdensky et al. 2010; Fermo et al.
2011; Huang & Bhattacharjee 2012; Takamoto 2013). These
plasmoids, each containing relativistic particles and magnetic
fields, are thought to be the origin of blazar variability in the
VHE gamma rays. To realise this scenario, Christie et al. (2019)
combined the results of the two-dimensional particle-in-cell (2D
PIC) simulations (Sironi et al. 2016; Petropoulou et al. 2016)
with a leptonic radiative transfer code.

In the past, the observed data had been used to estimate
the accuracy of the physical models that could account for the
blazar variability (e.g. Acciari et al. 2020; Meyer et al. 2021),
and these kinds of studies can lead us in the right direction.
Many properties of blazar jets can already be uncovered through
very-long-baseline interferometry (VLBI), which, by mapping
the inner jet structure, can give estimates of the apparent jet
velocity (Jorstad et al. 2017; Lister et al. 2019; Weaver et al.
2022) and estimates of magnetic field strength (Pushkarev et al.
2012). Through single-dish observations, it is also possible to
constrain the Doppler factor and the bulk Lorentz factor (e.g.
Liodakis et al. 2018). Due to their multi-wavelength nature,
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blazars also offer a unique window to the jet via spectral
energy distribution (SED) modelling, which allows one to esti-
mate the jet power, γmax, and the magnetic field strength (e.g.
Tavecchio et al. 2010; Ghisellini et al. 2014). However, prob-
lems arise in such sources where these aforementioned meth-
ods are in disagreement (see discussion in Ghisellini et al. 2005)
and therefore require additional constraints. In addition to elab-
orating on one possible model to describe the VHE variability,
one of the key aims of our study is to overcome these discrep-
ancies by a thorough comparison of first principles’ magnetic
reconnection simulations and the observed data. In our methods,
we engaged with the limitations set by the observed data in two
steps. First, we used values from literature to set up some of the
free simulation parameters to ranges that correspond to our cur-
rent understanding of these sources. In the subsequent step, we
compared the resulting simulated light curves with the observed
data in various ways descriptive of our datasets. For the devel-
opment, we only used one source, Mrk 421, and we present the
results of our analysis for one light curve of this source in this
paper. In the future, we aim to produce similar studies of differ-
ent sources in different energies and timescales.

This paper is structured as follows. In Sect. 2, we describe
the observed dataset outlined in this introduction. In Sect. 3, we
give a brief description of the theory behind the simulations and
explain the simulation setup in detail. In Sect. 5, we explain the
steps taken to treat the simulated data before the comparison. In
Sect. 6, we give a detailed description of the methods that we
developed for this comparison. In Sect. 7, we state the findings
for each subset of simulations. In Sect. 8, we discuss the conse-
quences of these results, while concluding with our findings in
Sect. 9.

2. Data

Markarian 421 (Mrk 421) is a bright and nearby BL Lac object
at z = 0.0308, and thus, a frequently observed source in the VHE
domain. The observed data that we use in this paper consist of
the VHE gamma-ray light curves of Mrk 421 observed between
11th and 19th of April, 2013. These data were observed with two
imaging atmospheric Cherenkov telescopes (IACTs) MAGIC
Florian Goebel Telescopes (MAGIC) and Very Energetic
Radiation Imaging Telescope Array System (VERITAS) in a
simultaneous observing campaign when the source was in an
exceptionally active state in both X-rays and gamma rays
(Acciari et al. 2020). The data consist of nine consecutive nights
with MAGIC observing in nine nights and VERITAS in six nights,
respectively. The strong signal allowed us to divide the data into
three separate energy bands of 200−400 GeV, 400−800 GeV, and
>800 GeV. These data are available online1. Figure 1 shows the
light curves obtained via this observing campaign. Because no
other VHE blazar has been observed with such a dense temporal
cadence across as many nights, many of which have intra-night
variability, this unique dataset was selected for the development
of our method. Furthermore, the source fluxes of Mrk 421 during
the quiescent state are known to be around 0.1 Crab units that,
for simplicity, can be assumed to be negligible during this flar-
ing event, and we do not assume any other underlying sources of
emission for this light curve in our analysis.

Our aim is to compare the predictions of a reconnection
model about timescales of the flares, flux amplitudes, and spec-
tral properties with those derived from this unique dataset. For

1 https://cdsarc.cds.unistra.fr/ftp/J/ApJS/248/29/
fig2.dat

our analysis, these data were otherwise kept the same as in
Acciari et al. (2020), but due to some overlapping observations
of MAGIC and VERITAS there were duplicate data points that
were ignored in our analysis. We also decided to select only
strictly simultaneous data points from each band because in the
higher energies there exist more data points due to the atmo-
spheric effects affecting the lower energy observations in high
zenith angles2.

3. Model description

Magnetic reconnection has been shown to be an efficient
mechanism of accelerating particles to high energies in mag-
netically dominated plasmas (see Ortuño-Macías & Nalewajko
2020; Werner & Uzdensky 2021; Zhang et al. 2022; Sironi 2022,
and references therein). In blazars, it has been suggested as a
mechanism that could account for the fastest variability observed
in the VHE gamma-ray regime (typically 100 GeV−100 TeV,
Giannios et al. 2009; Giannios 2013). In this study, we consider
one such model presented in Christie et al. (2019) in compari-
son with the observed data. In this section, we summarise the
key points of their model and outline the details of the simula-
tion setup utilised in producing the simulated light curves (see
Sect. 4).

Using 2D PIC simulations, Sironi et al. (2015) showed that
magnetic reconnection is able to account for the efficient dissi-
pation of magnetic energy, the extended non-thermal distribu-
tion of relativistic particles, as well as the creation of plasmoids
which are characterised by a rough equipartition between their
magnetic fields and relativistic particles. This work was contin-
ued in Sironi et al. (2016), where the authors reported the statis-
tical properties, namely the distributions of plasmoid size and
velocity, of the plasmoid chain in electron-positron pair plas-
mas3. Additionally, the authors demonstrated that long spatial
and temporal scales are required in order to gain sufficient sta-
tistical information of the plasmoid chain. These PIC results
were incorporated by Petropoulou et al. (2016) into a leptonic
radiative model describing the evolution of the radiating par-
ticles within a single plasmoid, providing a physically moti-
vated model for plasmoid-powered blazar flares, including the
sub-hour and ultra-luminous flares which are characteristic of
blazars. Additionally, the authors also derived parametric scal-
ings of the peak luminosity and the flux doubling timescale as a
function of plasmoid size and momentum.

Expanding on the work of these previous studies,
Christie et al. (2019) determined the emission of the entire
plasmoid chain as applied to the multi-wavelength variability
observed in blazars, including both BL Lac and flat-spectrum
radio quasar (FSRQ) objects. They developed a time-dependent
leptonic radiative transfer model which tracks the evolution of
the particle and photon spectra within each plasmoid. This radia-
tive model was then combined with the statistical properties of
the plasmoid chain, as derived from the 2D electron-positron PIC
simulations of Sironi et al. (2016), into a simplified blazar model
with minimal constraints. As depicted by the first sequence of
the schematic in Fig. 2, the reconnection layer of the adopted
PIC simulations is appropriately scaled (see subsequent section
for more details) and is taken to be residing within a relativistic
jet, with bulk Lorentz factor Γj and half-opening angle θj ∼ αj/Γj

2 The energy threshold of the observations increases with the increas-
ing zenith angle.
3 For results about different plasma compositions, e.g. electron-
positron-proton, see Petropoulou et al. (2019).
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Fig. 1. Observed light curves of Mrk 421 in three energy bands of 200−400 GeV, 400−800 GeV, and >800 GeV obtained with MAGIC and
VERITAS telescopes in 2013 between MJD 56392.8–56401.2 (Acciari et al. 2020).

(where αj is a scaling factor), at a distance of zdiss from the super-
massive black hole (SMBH). By varying the observer angle θobs
and the relative angle between the layer and jet (θ′; i.e. as mea-
sured in the jet’s comoving frame), the authors demonstrated that
plasmoid chains were able to produce long-duration (i.e. &days)
light curves which contained the multi-wavelength and multi-
timescale variability characteristic of many blazars.

4. Simulation setup

To apply the reconnection model of Christie et al. (2019) to a
specific source, one needs to adjust several of the model param-
eters, like the jet Lorentz factor and jet power. Below, we moti-
vate our choices for such model parameters, keeping in mind that
we do not aim at fitting a specific dataset, but rather find models
with comparable fluxes and timescales to the observed ones.

The estimates of the bulk Lorentz factor obtained from SED
fitting and VLBI observations differ drastically for Mrk 421. A
theoretical upper limit of Γj = 4 has been derived for sources
with no detected apparent velocities via VLBI (Piner & Edwards
2018). In a previous work we used Γj = 4, but this resulted in
fluxes that were much lower than those in the observed light
curves (see Sect. 6.2.1 for discussion and Jormanainen et al.
2021 for further details). Here, we adopt a slightly higher value,
Γj = 12.

Another model parameter is the magnetisation4 σ of the jet’s
plasma at the region where reconnection is triggered. Our model
is based on the PIC simulations of Sironi et al. (2016), and there-
fore we are constrained to the magnetisation values considered

4 Defined as σ = B2
up/4πmpnupc2, where Bup and nup are the magnetic

field strength and particle number density far upstream from the recon-
nection layer, respectively, and mp is the proton mass. The magnetic
field strength within the plasmoid Bpl is related to Bup as Bpl ≈ Bup

√
2.
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Fig. 2. Illustration of the jet schematic, the first panel including the essential parameters of our model, and the resulting light curve when the
viewing angle θobs is changing, while the reconnection layer angle θ′ and the magnetic field strength B remain constant. Increasing θobs results in
decreasing fluxes with the Doppler boosting having less of an effect, and increasing the observed time of the reconnection event. Jet schematic
adapted from Christie et al. (2019).

therein, that is 3, 10, and 50. For σ ≥ 1 plasmoids accelerate to
relativistic speeds (in the jet comoving frame). The asymptotic
plasmoid Lorentz factor is Γpl,max ∼

√
σ for σ � 1 (Sironi et al.

2016). This, when combined with the relativistic bulk motion of
the plasma in the jet, can – under certain orientations – yield fast
flares without requiring very high jet Lorentz factors (see also
Petropoulou et al. 2016). For these reasons, we adopt σ = 50
in this work. Moreover, as discussed in Sironi et al. (2016), σ is

related to the shape of the injected particle spectrum within each
plasmoid, which for σ � 10 can be described as a power-law
with slope p = −d log N/d log γ ∼ −1.5.

For plasma magnetisation σ & 10, the majority of the
particle energy will be stored within the particles with the
highest energy (i.e. γmax; see Sironi et al. 2015). Therefore,
we adopt a single minimum Lorentz factor of the injected
particle distribution γmin = 500 which is common to all

A140, page 4 of 30
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plasmoids, a value consistent with previous modelling of
flares.

The peak frequency of the observed synchrotron spectrum is
also known to vary, typically moving to higher energies during
the flaring states. Since we do not have the estimate for exactly
this period, we adopted νpeak ∼ 1.7 × 1016 Hz as indicative value
(Nilsson et al. 2018). This frequency is used to directly deter-
mine the maximum Lorentz factor of the injected particle distri-
bution γmax, within each plasmoid, since the slope of the injected
particle distribution is p < 2 (see previous paragraph). This can
be estimated as γmax ≈

√
νpeak/(δplνsyn), where δpl is the plas-

moid’s Doppler factor (as measured by an observer; see Eq. (7)
in Christie et al. 2019) and νsyn = 3qBpl/(4πmec), where Bpl is
the area-averaged magnetic field strength within the plasmoid.

For Mrk 421, the observer angle θobs is poorly constrained
and was therefore limited to a range of θobs = 0−8◦. In addition,
the angle the reconnection layer makes with the jet axis θ′ has
not been constrained in the past and was given a range between
θ′ = 0−180◦. By performing this variational study of simulat-
ing reconnection-driven light curves over a range of values, we
can rule out certain orientations of the reconnection layer. The
changes to the resulting light curve are demonstrated in Fig. 2
for the changes in θobs and in Fig. 3 for the changes in θ′.

As for the final few free parameters, namely the magnetic
field strength within each plasmoid Bpl, the half-length layer of
the reconnection region L, and the distance at which reconnec-
tion is triggered within the jet zdiss, these are directly related to
and can be extracted from the jet power Pj. The power of a two-
sided jet at a distance zdiss from the SMBH can be approximated
as (Celotti & Ghisellini 2008; Dermer & Menon 2009)

Pj ≈ 2πcβj(Γjθjzdiss)2(p′j + U′j ) ≈ 4πcβj(Γjθjzdiss)2U′j , (1)

where θj is the opening angle of the jet, and U′j is the comov-
ing energy density of the jet, which is approximately equal to
the jet pressure. For magnetically driven outflows, the latter can
be approximated as U′j ≈ B2

up/(8π) where Bup is the magnetic
field strength far upstream from the reconnection layer. Addi-
tionally, we assume that the opening angle of the jet θj and Γj are
related by Γjθj ∼ αj. Previous studies of blazar flares used αj = 1.
However, here we take αj = 0.2 (Clausen-Brown et al. 2013;
Pushkarev et al. 2017; Jorstad et al. 2017). With these assump-
tions, the jet power can be approximated to

Pj ≈
1
2

cβj(αj zdiss Bup)2. (2)

Therefore, knowing the jet power allows us to place an upper
limit on the value of zdiss · Bup. Plasmoids in magnetic recon-
nection are characterised by rough energy equipartition between
magnetic fields and relativistic particles. In this case, the result-
ing blazar SEDs have typically Compton ratios much lower than
unity. In order to obtain a Compton ratio, that is the ratio of
the peak IC spectrum to the synchrotron spectrum, of order
unity, one has to introduce a multiplicative constant pre-factor
within the particle distribution. This pre-factor is dependent
upon the magnetic field strength and was empirically found to
be 300, 100, and 25, respectively (see Table 1). To justify the
use of such an alleviating pre-factor, we identify three main
sources of uncertainty related to the acquisition methods and
the exact jet power of the flaring epoch (for a discussion, see
Foschini et al. 2019). For example, SED fitting of the average
spectra of Mrk 421 with the standard one-zone leptonic model
infers a jet power of Pj ∼ 1.55 × 1043 erg s−1 (Ghisellini et al.
2010), a value that can be assumed to represent a longer-term

average of the jet power. We also estimated the jet power from
the VLBI observations of MOJAVE (Lister et al. 2019) using the
formula from Foschini (2014) and note that it results in a simi-
lar jet power for the source. The estimates from a flaring epoch
(e.g. Aleksić et al. 2015) would suggest that during an increased
activity the jet power can increase at least by an order of mag-
nitude. We recognise another source of mismatch in the meth-
ods of Ghisellini et al. (2010) where the jet powers are calcu-
lated only for one-sided jets whereas our calculations take into
account a two-sided jet, introducing a factor of two difference
for the required final jet power. Because of these uncertainties,
we adopt a higher jet power of Pj ∼ 6 × 1044 erg s−1. Finally,
Christie et al. (2020) suggested that the larger plasmoids of the
reconnection layer could act as a source of photon background
for the smaller plasmoids to upscatter through the IC mecha-
nism, increasing the high-energy flux by a factor of two to four
(see also Sect. 8.2). Combining these sources of uncertainty, we
can obtain jet powers closer to the values required by the pre-
factors.

With the above analysis, we consider three values of the mag-
netic field strength within our study, namely Bup = 0.1, 1, 10 G.
Using the adopted jet power, the dissipation distances from the
SMBH are determined as zdiss ≈ 1019, 1018, and 1017 cm, respec-
tively. With zdiss determined, we can place an upper limit on the
half-length of the reconnection layer L such that L . zdiss·tan θj ∼

zdissθj ∼ zdissαj/Γj. For the three values of Bup considered and
with αj = 0.2, the reconnection half-length is L = 1.7 × 1017,
1.7 × 1016, and 1.7 × 1015 cm, respectively (see Table 1). The
effects of this relation to the theoretical light curve are demon-
strated in Fig. 4.

In summary, we produced 285 light curves scanning three
different magnetic field strength B values, each of which had full
combination of viewing angle θobs values of 0◦, 2◦, 4◦, 6◦ and 8◦
and reconnection layer angle θ′ values from 0◦–180◦ (in steps of
10◦). These theoretical light curves were further divided into the
energy bands of 200−400 GeV, 400−800 GeV, and >800 GeV
according to the observed data.

5. Treating the theoretical light curves before
comparison

The theoretical light curves represent a perfect observation of our
source without any of the caveats that we face in realistic obser-
vational conditions. Because acquiring such a perfect signal is
virtually impossible due to the different sources of error and
the day-night cycle, the theoretical light curves were treated to
resemble the observed data as closely as possible, in other words,
the perfect light curves were made imperfect. This includes bin-
ning the data, adding error bars, and introducing the daily gaps
into the simulated light curves as well as recognising the artifi-
cial effects of the simulation process that might otherwise bias
our analysis. Figure 5 shows an example of a theoretical light
curve, and the same data after it has been treated to resemble the
observations. Below we describe the methods we used to create
these ‘observations’ from the simulated data.

5.1. Removing low flux values

An effect of the simulation process that had to be taken into
account before the comparison, was the very low values of flux
in the beginning and at the end of the theoretical light curves,
which we dubbed as ‘tails’. In observed flux units, these val-
ues were several orders of magnitude lower than the flux during
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Fig. 3. Illustration of the jet schematic and the resulting light curve when the reconnection layer angle θ′ is changing, while the viewing angle
θobs and the magnetic field strength B remain constant. With the perfect alignment of θ′ and θobs we obtain maximum Doppler boosting, resulting
in very high fluxes. For increasingly misaligned reconnection layer orientations, the effect of the boosting is diminished. The relative orientation
of θ′ has a greater effect on the boosting of the observed emission than θobs. In addition, with aligned layer orientations the resulting light curve
consists of the superpositions of the large and small plasmoids, possessing high amplitude flares with short timescales. With more misaligned layer
orientations, the shape of the light curve is dominated by the large-sized plasmoids possessing little short-term variability. Jet schematic adapted
from Christie et al. (2019).

the reconnection event so a separation between these had to be
made.

In the PIC simulations upon which the radiative simulations
are based, the evolution of plasmoids and of the contained par-
ticles is not traced once plasmoids leave the layer (i.e. simu-
lation box). As a result, in the radiative transfer calculations,
the remaining particles within each plasmoid are simply allowed
to cool within the ambient magnetic and radiation fields. Since

this might not be an accurate depiction of the flare decaying
processes, these decaying parts cannot be accounted for in this
model5. The same cooling process also introduces the tail fea-
tures at the end of the theoretical light curves after the flar-
ing episode has died down and the fluxes return to their initial,

5 For model interpretations of the plasmoid’s evolution once it advects
from the reconnection layer, see Petropoulou et al. (2016).
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Table 1. Upper theoretical estimates of the dissipation distance from
the SMBH, the half-length of the reconnection layer, and the parti-
cle distribution pre-factor for maintaining equipartition for each of the
three assumed magnetic field strengths of the reconnection upstream
region.

Bup = 0.1 G Bup = 1 G Bup = 10 G

log10(zdiss) [cm] 19 18 17
log10(L) [cm] 17.23 16.23 15.23
Ue/UB-pre-factor 300 100 25

very low values. These low values also exist at the beginning of
the light curve before the reconnection event begins. The shape
and the flux of the light curves vary with the orientation of the
layer angle in relation to the viewing angle, which determines
the Doppler boosting of the plasmoids within the reconnection
layer and, thus, largely affects the extension of the tails in con-
trast with the flaring event. In addition to this, light curves of
the different combinations of simulations parameters as well as
different energy bands of the same simulation have different flux
levels, therefore, a single, universal limit could not be applied to
all the simulations.

In order to differentiate between the flux values of the tail
and the reconnection process, the simulated fluxes were nor-
malised and plotted in an optimised histogram using the Scott’s
rule (Scott 1979). A crude cut was made by selecting enough
of bins (first four) from the beginning of the histogram so that
almost all simulations had their tails cut from the beginning and
the end of the light curve in a similar fashion in all three energy
bands. Figure 6 shows an example of a light curve where the
tails have been identified in contrast with the actual reconnec-
tion event. This way, we were able to minimise the number of
possible biasing low flux values from these light curves. This
was deemed to be the least intrusive way of cutting the tail from
each simulation.

As explained in Sect. 2, we selected only the simultaneous
data points of the observed data for these analyses. Because
we treat the observed and the simulated data the same way, we
selected only the simultaneous data points from the simulated
light curves as well. This also nullifies the possible bias of the
tail cuts being slightly different in each energy.

5.2. Binning and sampling

In order to make the simulated, ideal light curves resemble our
observed data, the theoretical light curves had to be binned into a
similar temporal cadence as the observed data and sampled in a
way that mimics realistic observations, thus, taking into account
the daily gaps.

As explained in Sect. 5, the theoretical light curves do not
suffer from the observational conditions that we face in real-
ity, and specifically, in Earth-based observations. In the VHE
observations, the data are also averaged over time on such
timescales where no significant variability is detected and where
the acquired signal exceeds a certain significance threshold. In
the case of the light curves of Mrk 421 that we use in this analy-
sis, the data are binned into 15-min temporal intervals. In addi-
tion to this, the observed data always include some gaps due to
the daytime when observations cannot be made, varying weather
conditions, and possible technical issues. Therefore, when look-
ing at an observed light curve we cannot be sure of how the

source behaves at all times, and if we have observed a full flare
when recognising a flare-like structure in the data.

To account for these limitations, the simulated data first need
to be binned into the temporal cadence of 15 min and then sam-
pled in a way that only certain parts of the theoretical light curve
are observed at a time, in a similar manner as the observed
light curve that has gaps due to daytime. We introduced daily
gaps into the theoretical light curves by using the exact observed
cadence in the selection of the data points from the theoretical
light curves. In order to display different parts of the light curve
in each sample, we rotated the daily gaps across the theoretical
light curve by shifting the observed times by a randomly added
value between 0.5 and 100 h. In the case of the longest simula-
tions (>100 h), we repeated this procedure a thousand times to
obtain a large enough variety of light curves. Therefore, we end
up with 1000 realisations (‘simulated’ light curves from here on)
of one theoretical light curve to be compared with the observed
data. In some cases, the theoretical light curves were also much
longer in duration compared to the observed data that span about
200 h so we needed to cut the light curves that were longer than
300 h close to the observed 200 h to make the comparison of
these light curves more simple. The shortest simulations (<40 h,
therefore shorter than two days) were only either compared as
a single night of observations or sampled using a sliding win-
dow to a duration of a single night (see Sects. 7.2 and 7.3 for
details).

5.3. Deriving the uncertainties

Because the simulation process does not introduce similar
sources of uncertainty in the produced values of flux as the
observed data have, the theoretical light curves are also in this
sense ideal observations of the source. Therefore, we needed to
include some error estimation of the theoretical fluxes in our
analysis in order to make them resemble the observed data.
We derived the uncertainties of the theoretical fluxes using
the observed uncertainties to avoid further assumptions on the
sources and shapes of error. To match the scaling of the uncer-
tainties in relation to the photon flux in the observed data, we cal-
culated a scaling factor that we applied to the theoretical fluxes
to obtain similarly behaving uncertainties. We did this by fitting
the observed relative error, or flux/error ratio, f (x) against the
observed flux x with the function

f (x) = A · xn. (3)

We multiplied the simulated fluxes with the flux/error ratio
and obtain estimations for the uncertainties. Figure 7 shows the
relation of the flux/error ratio against the observed flux for the
observed data in the 400−800 GeV band and the fitted function.
The calculated values of A and n for each band are A200−400 GeV =
2.91 × 10−6, n200−400 GeV = −0.48; A400−800 GeV = 3.07 × 10−6,
n400−800 GeV = −0.46; and A>800 GeV = 6.43 × 10−6, n>800 GeV =
−0.52.

In turn, we did not apply any additional noise on top of
the theoretical fluxes since we could not account for the shape
and sources of the noise on top of the observed data, that is we
avoid biasing the shape of the simulated light curves with excess
assumptions.

6. Methods

In this section, the methodology developed for the compari-
son of the simulated data against the observations is described
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Fig. 4. Illustration of the jet schematic and the resulting light curve when the magnetic field strength B is changing, while the viewing angle θobs
and the reconnection layer angle θ′ remain constant (at 0◦ and 70◦, respectively). In our model, in order to maintain a constant jet power Pj, we
scale the length of the layer inversely with the increasing B. This results in decreasing the observed time of the reconnection event with increasing
B. Higher B also results in a decreased contribution of the higher energy, inverse-Compton (IC) or synchrotron self-Compton (SSC) component,
thus also decreasing the fluxes. Jet schematic adapted from Christie et al. (2019).

in detail with examples. The two different perspectives from
which we approach our data are the comparison of timescales
and the comparison of flux amplitudes, both with various
tests. Additionally, for this unique dataset where data could
be divided into three different energy bands we also com-
pared the spectral properties of these data. All of these tests
were used to narrow down the possible parameter space of
the model. As we later show in Sect. 7, the best matching
simulations, the gold sample which we subsequently define in

Sect. 7.1, are indicated by a combination of almost all of these
tests.

This section describes the basic principles behind our analy-
ses that were designed for datasets with a large enough number
of points to allow a statistical analysis chain. In our case, the
longest simulations were those with the magnetic field strength
B = 0.1 G. We give more details about the steps taken to analyse
the shorter simulations with B = 1 and 10 G in Sects. 7.2 and 7.3,
respectively.
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Fig. 5. Examples of an untreated theoretical light curve before and after the data have been treated for the comparison. This includes removing
the extremely low flux data points, adding flux uncertainties, and matching the observational cadence in terms of temporal resolution and nightly
observations.

Fig. 6. Example plots of a simulation where the tails (in orange) have been identified from the flaring event (in blue) in the beginning and in the
end of the light curve in each energy band. The tails are not cut identically in each energy due to differences in the flux levels derived differently
for each light curve. This effect is later nullified by only selecting the simultaneous data points for the analysis.

Fig. 7. Flux/error ratio against the observed flux for the observed data
in the 400−800 GeV band. The red curve shows the fit according to
Eq. (3).

6.1. Timescales

As the fast variability of the flux is the most striking observa-
tional feature in blazar light curves, it is natural to start the com-
parison between simulations and data from the timescales. Typ-
ically, the timescale analysis is limited to looking for the fastest
flux-doubling time in the observed data and possibly search-
ing for a parameter set with a similar flux-doubling timescale.
In this work, however, we first tried to exclude simulations

that show too fast variability that would have been observable
by the current generation IACTs if present in the observations
(see Sect. 6.1.1). Then we performed a systematic comparison
of the rate of variation (i.e. rate of change) within the simu-
lations and compared it to the full observed light curves (see
Sect. 6.1.2).

6.1.1. Intrabin variability

As explained in Sect. 5.2, the theoretical light curves were
binned into similar temporal intervals as the observed data, and
most of the tests that we perform on these data are done for the
data that have been binned accordingly. However, before bin-
ning the theoretical light curves, we investigated them by eye and
noticed that the variability in many of our simulations appeared
to be more extreme than the variability observed for Mrk 421.
The fastest timescales observed for Mrk 421 so far were esti-
mated in Acciari et al. (2020) where they determined the flux-
doubling timescales of each night of this dataset. The fastest
flux-doubling timescale that they found was 0.098 ± 0.029 h in
the 400−800 GeV band for the night of 15th of April, 2013. The
observed data are binned into 15-min bins, therefore the variabil-
ity detected for this night is faster than the temporal cadence of
the light curve. However, because in the observed light curves of
Mrk 421 variability faster than 15 min was not detected in all of
the bands, and the variability in the other nights is close to the
binning of the 15 min or slower, we sought for variability that
is more extreme within the 15-min bins of the simulated light
curves.
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As a first evaluation of the simulated timescales, we looked
for the fastest timescales present in the unbinned theoretical
light curves. In order to estimate whether such fast variability
timescales and amplitudes would be detectable with the current
generation of IACTs, we first needed to assess the sensitivity to
detect 5σ variability in one-minute timescale. The detectability
of the fast variations depends on the photon flux and the ampli-
tude of these variations. We calculated the flux limits for the one-
minute timescale detections of a source with Crab-like spectrum.
These limits were 8.0 × 10−11 ph cm2 s−1 for the 200−400 GeV
band, 5.4 × 10−11 ph cm2 s−1 for the 400−800 GeV band, and
4.1 × 10−11 ph cm2 s−1 for the >800 GeV band. Since the spec-
tral shape we used for deriving these limits does not match the
SED of our source, these limits are simply indicative limits for
the observing capability of MAGIC. Therefore, for fluxes close
to or higher than the derived limits, such fast variability would
be detected with MAGIC and other current IACTs. Only for
the lowest fluxes of these simulations, this could not be reliably
assessed.

Instead of the flux being doubled within the 15-min bins we
set as a criterion to look for those data points where the flux is
tripled within the 15-min bins. Because in some cases the the-
oretical fluxes are lower than our derived sensitivity limit, any
data points that are below the limit are not taken into account in
this test. In summary, from the unbinned theoretical light curves,
we search for bright large amplitude flux variations that would
not go unnoticed in the observed data, and flag the coinciding
data points in the binned simulated light curves.

Because in reality we cannot get continuous observations of
our source due to daytime, some of this fast variability could
go undetected, especially if present in only a small portion of a
theoretical light curve. Therefore, we determined the chance of
detection of even one case of such extreme variability by cal-
culating the probability of detection from the 1000 samples that
utilised the temporal cadence of the observed light curves. We
found that with such a cadence this kind of variability would
be detected with a chance of 30%. The high probability of detec-
tion is due to untypically good coverage of the observations used
here, with a continuous duration of 6−10 h per night6. Figure 8
shows an example of a simulated light curve where the bins
with variability faster than 15 min are detected and marked as
red crosses. For easier identification of the best simulations, we
give the inverse of the calculated probability as a final result,
highlighting those simulations where the detection of intrabin
variability is least likely.

6.1.2. Rate of change

A common problem in the fitting of the blazar flares is how to
define the flares in these light curves, especially if these flares
have not been observed completely, they have been observed
with an insufficient cadence, or they overlap with each other. In
the VHE gamma rays, the observed blazar fluxes do not show
a flux baseline even during the quiescent state, which also fur-
ther complicates the estimation of the true amplitude of these
flares. Because of these ambiguities, we sought to assess the vari-
ability timescales with the least restrictive model that would not
assume a flux floor or a defined shape for the flare. In addition,
most VHE light curves are rather poorly sampled and, there-
fore, fitting a model with multiple free parameters would not be

6 The presence of intravariable bins alone is in general not enough to
rule out a simulation since the typical VHE gamma-ray observations are
not as densely sampled as in our example dataset.

Fig. 8. Example of a binned simulated light curve where the data points
with fast variability are flagged (red crosses). The black dashed line
shows the 5σ detection limit for the given energy range with 15-min
integration time for detecting such variability with the current genera-
tion IACTs. Data points below the limit are neglected.

feasible either from the perspective of not having enough data
points or to actually tell whether we have observed a complete
flare. The Bayesian blocks method (Scargle 1998; Scargle et al.
2013) aims to recognise statistically significant changes in flux
without making an assumption about the shape of the flare. In
this case, ‘flares’ are simply rising and falling shapes identi-
fied by the blocks code, grouped together by the HOP algorithm
(Eisenstein & Hut 1998), and no further definition is used for
them. This was deemed as an as objective as possible way of
deriving the rate at which the flux increases in each identified
shape. As explained in Sect. 5.1, the decays of the flares are only
described by the cooling of the electrons without an additional
physical model of the plasmoid evolution upon ejection from the
layer. Due to this, we only focus on the rise times of the flares,
which are defined by the acceleration of the electrons by the bulk
acceleration of plasmoids in the reconnection layer.

For the fitting, we use a Bayesian blocks code adapted by
Wagner et al. (2021) to identify the flares. For the identification,
we chose the method ‘half’ where the valley blocks between
each flare are simply divided in half. We therefore define the
flare rise time as the time from the middle of the valley block
to the middle of the highest amplitude block. The flare ampli-
tude is then divided by the rise time, giving us the rate of change
of the flare. Because the Blocks code has one tunable parameter,
gamma, that determines the sensitivity of the detected variations,
we adjusted this parameter specifically for these data by looking
for a gamma value where the identified flares are roughly the
same in all three energies and the fitted structures are not clearly
overfitted. We used a gamma value of 0.1. Figure 9 shows an
example of a fitted observed night of Mrk 421 (April 15, 2013)
with two different gammas, 0.1 and 0.5.

Figure 10 shows the schematic of the analysis process of the
timescales. We divided each sampled light curve nightly to avoid
fitting over the daily gaps. From the fits we collected a ‘pool’
of flares representing the possible observed flares of each simu-
lated light curve, and used bootstrapping to draw samples with
an equal number of flares than the observed light curves. We
compared each bootstrapped sample with the observed sample.
Because the number of the found flares from the observed data
per light curve was less than 20, using a statistical test that com-
pares these data as distributions was not feasible. Therefore, we
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Fig. 9. Night of April 15, 2013, of Mrk 421 fitted with the Bayesian blocks, highlighting the identified flare structures. On the left panel, the gamma
value used is 0.1 as used in our analysis. On the right panel, the same light curve fitted with gamma = 0.5 showing more flares.

Fig. 10. Schematic of the methodology of the timescale analysis.

searched for the overlap of the interquartile range (IQR) instead.
In descriptive statistics, IQR describes the spread of the data as
the range between the 25th percentile and the 75th percentile of
the data. This means that the data are divided into the upper and
lower halves by the median and the 25th percentile is the median
of the lower half of the data with the 75th percentile being the
median of the upper half respectively. Figure 11 shows an exam-
ple of a comparison of the observed flares against a bootstrapped
simulated sample. While this method still allowed those samples
where the spread of the data is large or that have drastic out-
liers to be matched with the observed sample, these cases were
still deemed to be rare enough to not have a drastic effect on our
results.

6.2. Amplitudes

Directly following from the flaring nature of the blazar light
curves, the next step in the analysis was to compare the ampli-
tudes of the flux variations. We approached this by first compar-
ing the photon flux distributions (see Sect. 6.2.1) that in addition
to the shape of the light curve take into account the general level
of the flux in these light curves. Next, we compared the fractional
variability factor of the observed light curve with a distribution
of fractional variability factors derived from the simulated light
curves (see Sect. 6.2.2).

6.2.1. Photon flux distribution

One way to compare the simulated flux amplitudes is to look
at the distribution of the flux throughout the light curves. A
similar study was made in Jormanainen et al. (2021) where we

Fig. 11. Example of a boxplot showing the range of the rate of change
values for the observed and the simulated data. The box represents the
IQR, the orange line inside the box is the median, and the whiskers
show the spread of the data. Overplotted are also the actual values in
black and blue.

compared the normalised fluxes instead of the raw fluxes with
the observed data, but we have updated our method since and
describe the steps taken again in detail.

In order to find the simulations that might produce a similar
flux distribution as we have in the observed data, we compare
the distributions of all 1000 samples of each simulation with the
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Fig. 12. Example of a comparison of the flux distributions. The top
panel shows the comparison of the simulated (blue) and the observed
light (black) curve together with their means. The bottom panel shows
the flux distributions as histograms together with the respective means
and the p-value of the AD-test.

observed light curve separately for each energy band. To esti-
mate the similarity, we use the two-sided Anderson–Darling test
and select matches based on the p-values that are larger than
0.05, indicating that with 95% reliability we cannot reject the
null hypothesis that these datasets share the same underlying dis-
tribution. Figure 12 shows an example of one such comparison.
In the top panel, we have visualised the simulated light curve (in
blue) and the observed light curve (in black) against each other,
and in the bottom panel, we show the flux distributions as well
as the p-values of the two statistical tests.

In Jormanainen et al. (2021), we concluded that the sim-
ulations we produced with the bulk Lorentz factor Γj = 4
(Piner & Edwards 2018) that was based on the literature value
and a smaller half-length of the layer L the resulting fluxes were
often 100−1000 times lower than those of the observed data.
Because of this, we reran our simulations for this study with an
increased Γj and L to obtain fluxes closer to the observed val-
ues. Thus, with the current set of the simulations we were able
to use the raw simulated fluxes as one criterion when looking
for matching light curves based on their flux distributions. In an
ideal case, each of the three energy bands would give us a match
when sampled in a similar manner, which in turn would indicate
that the simulated SED matches the observed data well.

6.2.2. Fractional variability

We took another approach to assess the flux amplitudes by
quantifying and comparing the variability of the simulated and

Fig. 13. Example plot of the fractional variability comparison where
the histogram shows the distribution of the fractional variability factors
from all the samples of one simulation. In this case, we fitted the dis-
tribution with two Gaussian shapes, and the red dashed line shows the
sum of this fit. The black line shows the observed value (errors with
black dashed lines) in comparison with the distribution modes and their
2σ limits (black and green lines, 2σ limits with dashed lines).

the observed light curves. We did this by comparing the frac-
tional variability factors of the sampled simulations against the
observed variability.

The fractional root mean square (rms) variability amplitude,
or the fractional variability factor describes the degree of vari-
ability of a light curve. In Edelson et al. (2002), the fractional
variability factor is defined as

Fvar =

√
S 2 − 〈σ2

err〉

〈x〉2
, (4)

where S 2 is the variance of the dataset and 〈σ2
err〉 is its mean

square error. The error for the fractional variability is given in
Poutanen et al. (2008) as

∆Fvar =

√
F2

var + err(σ2
NXS) − Fvar, (5)

where the err(σ2
NXS) is the error of the normalised excess vari-

ance as defined in Vaughan et al. (2003). We computed the frac-
tional variability factors using the compute_fvar function in the
gammapy7 python package.

We computed the fractional variability factor for each sample
of each simulation and combined them into a distribution shown
as a histogram in Fig. 13. We fitted this resulting distribution
with either a unimodal or a bimodal Gaussian shape in order
to get a rough idea of the variability across the different sam-
ples of each simulation. The decision between the two fits was
made by selecting the fit that gets a lower score of the Bayesian
information criterion that elaborates the goodness of fit based
on log-likelihood (Liodakis et al. 2017, 2019). We calculated the
fractional variability factor for the observed data and compared
it against the simulated distribution. From the Gaussian fit, we
derived the mode for the distribution and if the observed value
fell within two standard deviations from the mode or modes of a
7 https://gammapy.org/
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distribution, we accepted this simulation as a potential candidate
for the underlying parameter space. Again, ideally, all energy
bands would give a match if the simulated model describes the
observed SED well.

6.3. Spectral properties

One of the reasons this dataset of Mrk 421 was chosen for our
analysis was the largely simultaneous flaring data on three dif-
ferent energy ranges that we could use to explore the spectral
properties of the simulations like with no other source. The shape
of the simulated SED and its accuracy compared to the observed
SED has a direct impact on the results of the other tests, espe-
cially those concentrating on the flux amplitudes. To compare
the SEDs, we computed the slope of the spectrum of each simul-
taneous data point in the three energy bands. This way, we could
estimate the time evolution of the spectra of the light curves,
and by combining the obtained values of spectral slopes of each
light curve into distributions we were able to roughly compare
the observed and the simulated SEDs.

Because we only use the observed light curves in our anal-
ysis, the detailed comparison of the simulated and the observed
SEDs was beyond the scope of our analysis. Therefore, we did
not fit the observed or the simulated spectra with a defined shape,
typically a power law or a log-parabola, but calculated a simple
slope from the flux data by fitting the flux and the frequency of
each band in log-log space with

f (x) = m · x + B. (6)

Here m gives the spectral slope. This allowed us to get an
estimate of the time evolution of the spectral slope during the
flares and the spread of the values both in the observed and the
simulated data. We constructed distributions of the spectral slope
by first calculating the spectral slope for each simultaneous data
point of the three energy bands of each sampled light curve,
and finally, obtained the full distribution of a single simulation
by combining the spectral slopes of each sample. These distri-
butions were compared against the observed distribution using
the two-sided Anderson–Darling test and the same criterion as
before for accepting a match (see Sect. 6.2.1). Figure 14 shows
an example of a comparison of the spectral slope distributions
where the black histogram represents the observed data and the
blue histogram represents the simulated data.

7. Results

In the following subsections, we describe the results of the tests
introduced in the previous section, divided by the magnetic field
of the simulations. As explained in Sect. 4, we set up our sim-
ulations in a way that the jet power Pj remains constant with
varying magnetic field strengths B. Thus, the simulations with
higher B are designed to have shorter half-length of the layer L.
The layer half-length directly relates to the observed duration of
the reconnection event and the duration of the entire simulation.
Some of the tests in our analysis rely on these datasets being
approximately of the same size, and because of this, we needed
to change certain details in the analysis process based on this
division. These changes are described before each section where
necessary.

7.1. Simulations with B = 0.1 G

Here we describe the results of our analysis for the simulations
with the magnetic field strength of B = 0.1 G. As explained in

Fig. 14. Example of a spectral slope distribution comparison where the
blue distribution shows the simulated data and the black distribution
shows the observed data. The values of spectral slopes have been com-
puted in log-log space for simplicity. Red and black lines indicate the
means of these distributions.

Sect. 4, we chose to keep the jet power Pj, and according to
Eq. (2) the increase in the magnetic field strength has to decrease
the dissipation distance zdiss and thus the half-length of the recon-
nection layer L. Therefore, the simulations with B = 0.1 G have
to have the longest L, and their observed duration spans approx-
imately between 100 and 800 h. Due to the duration and the
dense temporal cadence of the observed data in comparison with
the duration of the simulated data we are able to perform well-
justified statistical comparisons using the methods described in
Sect. 6. Because the observed data span across ∼200 h, all the
simulations longer than 300 h were cut to 200-h pieces before
sampling them 1000 times as described in Sect. 5.2. The simu-
lations shorter than 300 h were kept as they were and sampled
1000 times.

In addition to the tests that were designed to give detailed
information about the similarity of the datasets (see Sect. 6), a
simple estimation of the compatibility of our model was made
by looking at the mean fluxes, namely we checked whether the
simulated light curves are within the observable limits for this
source in particular. However, as the simulations include several
free parameters that can affect different attributes of the result-
ing light curve, we did not want to use the mean fluxes alone, or
any of the single tests, to rule out an entire parameter space. The
mean photon fluxes can be used to estimate the possible result of
the flux distribution matches which require a close match of the
general flux level as well as the overall shape of the light curve
to resemble the observed dataset. Figure 15 shows the mean flux
of each viewing angle θobs and each energy band. This graphic
shows that the reconnection layer angles resulting in the highest
Doppler boosting, and in turn the highest fluxes, are shifting with
each viewing angle. Moreover, the fluxes are lower in the higher
energy bands because of the softer spectral shape in our model.
For θobs = 4◦, 6◦, and 8◦ we find simulations predicting fluxes
within the observed range in all bands8. These correspond to spe-
cific layer orientations θ′ = 0◦−30◦, 140◦−180◦ at θobs = 4◦,
θ′ = 60◦−80◦, 130◦−140◦ at θobs = 6◦, and θ′ = 110◦−130◦ at
θobs = 8◦.

8 For an animation of the time-evolved SED, as compared to the time-
averaged observations from Mrk 421, for θobs = 8◦ and θ′ = 100◦, see
https://youtu.be/u77zEGqrkAs
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Fig. 15. Mean fluxes of the simulations with B = 0.1 G in each energy
band, each colour representing a different viewing angle θobs. The error
bars represent the relative standard deviation. The black horizontal line
with the shaded area shows the observed mean flux and the relative
standard deviation.

As described in Sect. 6.1.1, we calculate the probability
of observing variability when the flux triples within shorter
timescales than the observed 15-min bins for all simulated light
curves. Overall, the best candidates based on this test are those
simulations where we are least likely to observe intrabin vari-
ability, but low flux is a limiting factor for observing the fastest
variability timescales with current generation IACTs. The results
of the individual tests are summarised in Fig. 16 for the energy
band between 200 and 400 GeV and in Figs. B.1 and B.2 for
the bands 400−800 GeV and >800 GeV respectively. The results
of the intrabin test are shown in the upper left panel where we
can see an abundance of simulations where we do not detect any
intrabin variability.

A more detailed comparison of the timescales is done by
comparing the rate of change of the simulated flares with those
of the observed data. These results shown in the upper right
panel of Fig. 16 for the 200−400 GeV band are given as a per-
centage of samples with matching flare rates of change out of a
1000 samples. The best matching simulations are those showing
a high percentage of matches. In addition to this, the duration
of each simulated light curve was calculated after the extraction
of the low flux values (see Sect. 5.1), leaving behind only the
true reconnection event. The duration of the entire simulation
also correlates with the timescales of the found flares, meaning
that the fastest flares are found in the shortest simulations. The
detailed results of the intrabin and the rate of change tests are
collected in Table B.2. The calculated durations of the simula-
tions are collected in Table B.1.

As explained in Sect. 6.2, we searched for the matching
distributions of flux, and we present the results as the percent-
age of samples showing matching distributions in the lower left
panel of Fig. 16 for the 200−400 GeV band. Evident from these
results, this test is very strict as there are only a few simula-
tions that show matching distributions in the two lower bands,
the 200−400 GeV and the 400−800 GeV bands, and (almost)
none that show matches in the highest band. The matches found,
although few, occur in those simulations found favourable also
by the timescale comparisons. The fact that we find none of these
simulations matching in all energies would indicate that while
many of the simulations match the observed flux levels, the com-
bined effect of the shape of the light curve and spectrum does not
match in any of the simulations.

The fractional variability distribution matches are either
matching, ‘yes’, or non-matching, ‘no’ (see Sect. 6.2.2). The
results shown in the lower right panel of Fig. 16 for the
200−400 GeVbanddemonstrate that this test isnot as strict andwe
can find several simulations where some or all of the bands have
a distribution of fractional variability factors where the observed
variability could possibly originate from. The results from both
flux amplitude tests are in general agreement with the results of
the timescale tests. The detailed results of the flux distribution
and the fractional variability tests are collected in Table B.3.

The results of the individual tests are combined in Fig. 17 in
such a way that each of the four tests has an equal weight and can
contribute a maximum of 25% to the combined result in a case
where the individual test shows a 100% match for the simulation
in question. The lower right panel shows the combined results
from all energy bands, thus adding the results of the first three
panels together and normalising this to show an overall percent-
age. From this plot, we define the best matching sample of simu-
lations, the gold sample, as those that reach above the threshold
of 70% of a match. These simulations are namely θobs = 6◦ with
θ′ = 60◦, 70◦ and 140◦, and θobs = 8◦ with θ′ = 100◦.

In addition to the above four tests, the results of the spectral
properties are shown in Table B.4. We calculated the spectral
slope distribution matches as a percentage of matching samples
for each simulation, but we find no matches for any of the sim-
ulations. Based on the flux distributions and this result, it is evi-
dent that the simulated spectrum does not describe the observed
data particularly well in the highest energies of 800 GeV and
above. As an indicative result, we calculate the mean of the
spectral slope distribution of individual samples and take the
mean of the obtained values to see how it compares with the
observed mean. Although we find simulations in the viewing
angle θobs = 8◦ with similar means, their standard deviations
are found to be narrower than those of the observed distribution.
This is further elaborated in Sect. 8.
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Fig. 16. Results of the individual tests described in detail in Sect. 6. The upper left panel shows the results of the intrabin test, describing the
probability of not detecting intrabin variability in each of the simulated light curves. The upper right panel shows the results of the rate of change
test, describing the fraction of matching simulated samples. The lower left panel shows the results of the flux distribution test, again showing the
fraction of the matching simulated samples. The lower right panel describes the results of the fractional variability test, depicting the results in
Boolean logic, with 100% signifying a match and 0% a non-match.

7.2. Simulations with B = 1 G

In this section, we describe the results of the simulations with the
magnetic field strength of B = 1 G and discuss the robustness of
these results in comparison with the B = 0.1 G simulations. With
the increased B, these simulations have shorter half-length of the
layer L, and thus, they span between 10 and 80 h. Because of
this large variation in duration in comparison with the observed
dataset (∼200 h), we divided these simulations into the follow-
ing three categories: (1) simulations shorter than 15 h, (2) sim-
ulations between 15 and 48 h, and (3) simulations longer than
48 h.

We based the categorisation of the 15-h simulations on the
fact that they resemble approximately the observational duration
of a single night. They were compared with those nightly light
curves of Mrk 421 where there were enough data points for a sta-
tistically meaningful comparison, meaning that the sample size,
number of data points in this case, had to be large enough. The
first six nights of the observed data were deemed to fulfil these
criteria. As a result, we have 1× 6 comparisons.

The 15-to-48-h simulations (i.e. approximately between one
to two observational nights) were sampled using a sliding win-
dow down to 10 h to resemble the observational duration of a
single night. The window was shifted ten times to acquire mean-
ingful variation between each sample. This results in 10× 6 com-
parisons when comparing with the first six nights of the observed
light curves.

Finally, the 48-h simulations (i.e. longer than two obser-
vational nights) were sampled in a similar manner than the

B = 0.1 G simulations to include the daily gaps in the light
curves but instead of a 1000 samples, they were sampled only
30 times to acquire reasonable variation between each sample.
In addition, because the observed dataset spans across 200 h, the
observed light curves were sampled to similar lengths as each
simulation longer than 48 h an additional 30 times, resulting in
30× 30 comparisons.

This categorisation is necessary for the analysis of the short-
est light curves of these simulations since their appearances
are restricted by the temporal cadence of the observed light
curve. This means that we are not able to compare the varia-
tions of the theoretical fluxes within a shorter temporal cadence
than the chosen binning of the observed data (as explained
in Sect. 6.1.1) but neither can we generate more samples out
of such short light curves. Therefore, we are forced to per-
form these analyses with the unequal sample sizes based on
the above division, and it is important to keep in mind that
unlike for the B = 0.1 G simulations, we are not able to main-
tain a strong statistical consistency in the analysis of these
simulations.

Figure 18 shows the mean fluxes and standard deviations
of the simulations plotted together with the observed mean
and standard deviation where we can clearly see that espe-
cially in the highest band >800 GeV many more simulations
are falling below the observed mean. This also indicates that
the shape of the spectra for these simulations is typically
much softer compared to the observed spectrum and the spec-
tra of the simulations with B = 0.1 G. This results from the
decreased contribution of the high energy component of the
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Fig. 17. Combined test results for the simulations with B = 0.1 G for the three energy bands and also the results of all bands together (lower right
panel). The individual test results shown in Figs. 16, B.1, and B.2 are combined first separately for each respective energy band. Each test has an
equal contribution weight to the combined result, i.e. a 100% match in an individual test means a 25% match in the combined test of an individual
energy band and an ∼8.3% match when combining all bands. The gold sample is defined as those simulations that exceed the 70% match threshold
in the combination plot of all energy bands.

SED due to the higher B. However, especially at θobs = 0◦
with the highest Doppler boosting these fluxes are still at a
rather similar level or higher than the observed fluxes. The dura-
tions and mean fluxes of these simulations are summarised in
Table B.5.

The intrabin variability is calculated in a similar manner as
for the simulations with B = 0.1 G. Because of the shorter dura-
tion of these simulations, they also possess more fast variability,
and thus, more data points with intrabin variability timescales.
However, there are still several favourable simulations where we
do not detect any intrabin variability. Similarly, favourable layer
angles θ′ can be found for each θobs in terms of the flare rate
of change, but these results cannot be expected to be as reliable
since we are missing the more robust statistical dimension of this
test in many cases where the duration of the simulation matches
only one or two observational nights. The results of these tests
are summarised in Table B.6.

In terms of flux distributions, the matches are found only in
viewing angles θobs = 0◦, 2◦, 4◦, and no matches are found for
larger viewing angles due to lower fluxes. For the full fractional
variability test described in Sect. 6.2.2, we do not have large
enough sample sizes for these simulations, and therefore cannot
construct a distribution of the fractional variability factors to per-
form a statistically meaningful comparison. In turn, we simply
calculate the fractional variability factor and its error, and com-
puted a zeta-score (Analytical Methods Committee 1995) for the
comparison of two values within errors to assess the similarity of
the fractional variability factors of these light curves. The zeta-

score is defined as

ζi =
Xi − Xref√

u2
i + u2

ref

, (7)

where Xref is the reference value, in this case, the observed frac-
tional variability factor, that the simulated value Xi is being com-
pared to, and uref and ui are their respective error estimates. Frac-
tional variability factors with ζ ≤ 2 are regarded as similar to
each other. We find most matches of fractional variability in the
larger viewing angles. However, this might be a result of a bias
stemming from the longer observed duration of these simula-
tions. The longer duration simulations naturally can have more
samples and thus more possibilities of finding matches compared
to the shorter simulations in the smaller viewing angles where
we have fewer samples or only the single full light curve. The
results of the flux amplitude tests are summarised in Table B.7.

As explained above, the mean fluxes depicted in Fig. 18
diverge from the observed value dramatically in the highest
band, leading to softer spectra than in the observed data. We
compared the simulated spectral slope distributions within the
limitations of these simulations and find only two of the simula-
tions with θobs = 0◦ matching with one night of the full observed
light curve. For clarity, all the results are presented as percent-
ages, but because of the unequal number of samples, these per-
centages do not offer us an objective estimation of the compati-
bility of these simulations.
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Fig. 18. Mean fluxes of the simulations with B = 1 G in each energy
band, similar to Fig. 15.

7.3. Simulations with B = 10 G

The final set of simulations that we considered for this source
was that with the highest magnetic field strength, B = 10 G.
Because of this, however, the half-length of the layer for these
simulations was the shortest and the simulation durations were
cut down to 1 to 8 h, as shown in Table B.9, thus leaving
us with very few data points in many cases when using the
15-min binning as per the source light curve. The mean fluxes
of these simulations are shown in Fig. 19 in comparison with the
observed mean. We can see that the simulated fluxes are signifi-
cantly lower than the observed photon flux mean, and that in the
highest band many of the simulations the fluxes are not within
physically meaningful limits. In addition to this, we find that the
variability in these simulations is in almost all cases much faster
than the observed 15-min binning (see Table B.10). Both of these

Fig. 19. Mean fluxes of the simulations with B = 10 G in each energy
band, similar to Fig. 15.

results were used to definitively rule these simulations out for
this particular observed light curve.

8. Discussion

In this paper, we present the first broad and systematic com-
parison of a magnetic reconnection model for blazar emissions
against observed data. Our approach is using the observed data
in two different stages. First, in setting up the simulation param-
eters to ranges that best match the observed or theoretical values
recorded for our source, Mrk 421, and second, in the comparison
of the simulated light curves against the observed light curves. In
order to narrow down the parameter space, we have developed a
set of methods described in Sect. 6, which we used in the assess-
ment of the different features of these datasets. In this section,
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we discuss further the compatibility of our model to the obser-
vations, bring up caveats in our methods, and point out how this
study can guide us forward in the exploration of magnetic recon-
nection models in application to VHE gamma-ray blazar flares.

The framework that we have used in this work to generate
the theoretical light curves is unique in the sense that the derived
light curves are based on a physical model for the plasmoid chain
formed within a reconnection layer with implemented radiative
properties. Therefore, we are able to compare the simulations
with the observed data almost directly after the initial treatment
of the theoretical light curves (see Sect. 5). Because of this possi-
bility, in addition to being able to restrict the current model that
we use, we were able to explore the capabilities of our model
further by iterative work of careful tuning of parameters. In turn,
despite the successful results of our analysis, our model has defi-
ciencies that either need to be accounted for in future studies or,
at least, one should be aware of when interpreting our results. As
part of the analysis, we explored the capabilities of our model
in several ways in order to improve the compatibility with the
observed data, and in order to understand in which ways our the-
oretical model does not adequately represent the observed data.

8.1. Significance of the results

As can be seen in Fig. 16, each of the developed tests has a dif-
ferent level of restricting the parameter spaces while still being
in general agreement with each other. Because individual tests
have caveats to act as a sole motive for discrimination, only
by combining their results we can probe the most compatible
models for this source in greater detail than ever before (see
Fig. 17). We have shown that with our methodology we are able
to further constrain the already narrowed down, initial gamut of
models, and we obtain the gold sample of simulations that best
match with the observed light curves9. These simulations with
B = 0.1 G correspond to the viewing angle θobs = 6◦ with recon-
nection layer angles θ′ = 60◦, 70◦ and 140◦, with maximum
observed Doppler factors are ∼18, 22, and 9, respectively, and
θobs = 8◦ with reconnection layer angle θ′ = 100◦ with a maxi-
mum observed Doppler factor of ∼25.

The results of our analysis are interesting because our best
matching simulations are with larger viewing angles than what
is usually assumed for the SED fitting, but still the maximum
Doppler factors are in agreement with lower limits required
to avoid gamma-gamma absorption (Dondi & Ghisellini 1995;
Acciari et al. 2020). The discrepancy between the observed jet
speeds and the observed luminosities and fast variability in the
VHE gamma rays is known as the ‘Doppler crisis’ and is seen
in many sources alike (e.g. Acciari et al. 2019). This has been
suggested to result from a structured jet with a fast spine and
a slow sheath layer, as is observed through VLBI, where the
regions responsible for the gamma-ray emission are thought to
be included in the faster spine (Ghisellini et al. 2005). Our result
favours a suggestion by Giannios (2013), as even if the viewing
angle of the jet is rather large, the maximum Doppler factors of
the gamma-ray-emitting regions can still be high as the recon-
nection layers are misaligned.

As explained in Sect. 4, we used a higher value of the jet
bulk Lorentz factor Γj than what was initially selected based on
the theoretical upper limit from VLBI observations (i.e. Γj =
4). This choice was based on our previous work, reported in

9 For animation of the time-evolved SED, as compared to the time-
averaged observations from Mrk 421, for θobs = 8◦ and θ′ = 100◦, see
https://youtu.be/u77zEGqrkAs

Jormanainen et al. (2021), where the lower Γj and a shorter half-
length of the reconnection layer L yielded us significantly lower
fluxes than in the observed dataset of Mrk 421. For the sim-
ulations presented in this work, the initial values of Γj and L
were multiplied by 3 to obtain simulated fluxes in the observed
range (see Figs. 15 and 18). While the layer length would still
lie within physically reasonable limits, the bulk Lorentz factor
for this source does not correspond to the value derived from
observations. The maximum Doppler factors of the plasmoids in
each of our gold sample scenarios are mostly higher than those
derived from radio observations (see Appendix A and Fig. A.1).
This offers us an explanation for the discrepancy between the
VLBI and VHE observations. In our gold sample simulations,
the large viewing angles of the jet would result in the slow or
non-moving jet speeds observed in the VLBI but the misaligned
reconnection layer orientations yield the high Doppler factors
required to produce the high and variable emission we observe
from these sources. This result offers us a plausible explanation
for the long-standing problem in the study of blazar jets and is a
major argument for the relativistic magnetic reconnection as an
acceleration mechanism in the VHE gamma-ray regime.

Our analysis also provides a method to determine the view-
ing angle of the jet. For high synchrotron peaked objects like
Mrk 421 it is challenging to estimate the viewing angle based
on VLBI observations because the subluminal apparent com-
ponent speeds do not necessarily describe the underlying speed
of the flow (Lico et al. 2012). Even for the largest radio flare
of Mrk 421 observed in 2012, the highest radio Doppler factor
obtained was between 3 and 10 (Hovatta et al. 2015), and no new
superluminal components were detected (Richards et al. 2013).
Based on MOJAVE data (Lister et al. 2011; Homan et al. 2021),
the high synchrotron peaked sources are distinguished from the
rest of the blazar population by lower than average radio core
brightness temperatures, lack of large-amplitude radio flares, and
low linear core polarisation levels. All this would indicate that
these sources possess rather low Doppler boosting and therefore
rather large viewing angles and our findings are in agreement
with that.

8.2. Caveats of the model

In this work, we benchmark our model with the observed
data already prior to generating the simulated light curves (see
Sect. 4) in order to produce results that match the conditions of
our observed source, Mrk 421, as close as possible. However,
some caveats remain: jet energy density pre-factor, softer spec-
tral shape, and a narrow distribution of spectral indices.

In Sect. 4, we already discussed that the common feature of
the magnetic reconnection models is to assume the plasmoids to
be characterised by rough equipartition between magnetic fields
and relativistic particles, which typically gives Compton ratios
much lower than unity. However, during flaring, the SEDs of
high synchrotron peaking BL Lac blazars such as Mrk 421 can
show a stronger IC component with Compton ratios close to
unity. Christie et al. (2020) suggested that the larger plasmoids
could provide the necessary seed photon field to be upscattered
through the IC mechanism by the smaller plasmoids. The energy
density estimated for a large plasmoid as 7× 10−4 erg cm−3 in its
own frame can be close to 10−30 times larger when measured
in the frame of a smaller plasmoid due to the relative motion
between the plasmoids. Given that U′B is ∼8 × 10−4 erg cm−3,
this additional factor of 10−30 results in U′B/U

′
e ∼ 0.03−0.1.

When we calculate the fraction of the energy densities for all
plasmoids in our simulation in the observer’s frame, we obtain

A140, page 18 of 30

https://youtu.be/u77zEGqrkAs


Jormanainen, J., et al.: A&A 678, A140 (2023)

a range of U′B/U
′
e ∼ 0.015−0.15, consistent with the above esti-

mate. Therefore, when measured in the frame of the observer, the
inter-plasmoid scatterings would be enough to supply the seed
photons in our model, which we here have corrected with the
empirically searched pre-factors (see the discussion in Sect. 4
and Table 1). The use of scaled energy density fraction results
in higher jet powers than the estimation used in our study, but as
explained earlier, we can identify sources of uncertainty in the
jet power acquisition methods and the exact jet power during the
flaring epoch that would further justify the use of such a pre-
factor. By combining these estimates of uncertainty, we reach at
least a factor of ∼80 increase to the jet power we have adopted.

As described in the previous section, our current set simu-
lations were generated with a Γj value (i.e. 12) larger than that
derived from VLBI observations (i.e. Γj ≈ 4). Doing so, per-
mitted the simulated fluxes to reach a level that is compara-
ble to observations (see Fig. 15). However, our model shows
a discrepancy in the number of matches and flux distributions
between the two lower frequency bands (i.e. 200−400 GeV and
400−800 GeV) and the highest band (i.e. >800 GeV). This mis-
match implies that the model spectra do not fully describe the
VHE observations. As an attempt to harden the simulated spec-
trum, the peak energy of the high-energy component of the
SED was shifted by changing the maximum electron energy
γmax within plasmoids for a particular configuration, namely
B = 0.1 G, θobs = 4◦, and θ′ = 10◦, and Γj = 12. As a result,
the observed spectrum with the updated γmax was much harder
than the observed one. However, matching the observed spec-
trum becomes a much less trivial problem when looking at the
time evolution of the SED for this source where high-energy
SED peak can shift within days to as high energies as 1 TeV as
shown in Acciari et al. (2019).

As is evident from Fig. 14, the observed range of the spec-
tral indices has a much wider spread than the simulated spec-
tral indices. Naturally, some spread could also be introduced by
adding noise to the simulated signal, but even with an added
Gaussian noise we did not manage to acquire enough spread
for the simulated spectral slope distributions. In terms of the
adopted theoretical model, it is important to note that the slope
of the injected particle spectrum was kept constant for all plas-
moids to a value estimated by Sironi et al. (2015). Although this
assumption is approximate, it has been shown the slope of the
particle spectrum within a plasmoid varies with time as the plas-
moid traverses through the reconnection layer (Hakobyan et al.
2021), which can account for some but not all of the observed
spread. Additionally, we assume that the observed flaring event
is produced from a single reconnection event with magnetisa-
tion 50, corresponding to injected particle power-law distribu-
tions of index p ∼ 1.5 (while p ∼ 2 for σ = 10). If inst-
ead, multiple reconnection events occur simultaneously in
regions of different magnetisation (see, e.g. the striped-jet mod-
els of Giannios & Uzdensky 2019; Zhang & Giannios 2021 or
jet-in-jet models Giannios et al. 2010), one could expect a larger
spread in the model spectra.

We noticed in our earlier work (Jormanainen et al. 2021,
where lower Γj and L were used) that some simulations have a
tendency of showing extremely fast variability (see Sect. 6.1.1).
In order to reduce this, we ran a subset of seven simulations
with the magnetisation σ = 10 (as opposed to the currently
used σ = 50) and managed to lower the fraction of intravari-
able data points within these light curves. This also resulted in
longer observed duration of the simulations in general. How-
ever, because with the current simulations (with a higher Γj and a
longer L to increase the flux level) we still find an abundance of

simulations with matching timescales, we did not pursue chang-
ing σ for further tests. In the future, the simulations with higher
magnetic fields (B = 1, 10 G), where we are not currently able
to apply the statistical component of our analysis, could benefit
from a lower value of σ to increase their observed duration.

8.3. Caveats of the methods

The comparison of the simulated data to the observations is
always limited by not only the capabilities of the model but also
the quality and extension of the observed data. In this work, we
have aimed to carefully consider the properties of the observed
data in the treatment of the simulated data, but also in this sense
there are still some caveats: shorter duration of higher magnetic
field simulations where we cannot include a complete statistical
analysis for them, choice of duration of the sampled light curves,
and the flux amplitude tests not accounting for non-physical flare
decay profile.

As discussed earlier, the problem of the short duration of
the simulations limits our possibility to compare these with the
observed data in a statistical manner. However, this does not
mean that the duration in itself would intrinsically rule out the
higher magnetic field strengths since flaring could result from
several short reconnection events. We are missing the strong sta-
tistical dimension in the analysis of simulations with B = 1 G,
but we could still consider some of these simulations to be a
contributing part of our observed light curve, such as those with
θobs = 0◦ that seem to agree with some of our tests. Ultimately,
the statistical robustness of this analysis depends to an extent on
the choice of duration of the simulated data and the binning of
the observed data, that is how many data points construct our
observed event and how much data the simulated light curve
contains in comparison. For example, we have chosen to com-
pare simulations with a duration between 100 and 300 h with
the observed data spanning 200 h. We therefore also tested the
effect of this choice by sampling a simulation that was sampled
first as 300 h to see if the matches persist when sampled down
to 200 h. For this one test case, our analysis results remained
largely the same, but this cannot be said to hold in cases where
we might have significantly less data. Even faster variability
than the timescales observed for Mrk 421 has been observed
for other sources (such as the minute timescales seen in the
radio galaxy IC 310 Aleksić et al. 2014). Therefore, it is possi-
ble that the higher magnetic field strength could be applicable to
these sources, and with a high temporal cadence better statisti-
cal comparison could be performed also with shorter timescale
variability.

The restrictive nature of the flux distribution test relates
closely to the shape and temporal evolution of the SED. As dis-
cussed in Sect. 7.1, especially in the >800 GeV band we do not
find any matches in almost all of the simulations, but also in
the two lower bands, the matches reach 10−20% at best. Match-
ing the overall shape of the light curve is a difficult task because
there are many things that affect the outcome of this test. In addi-
tion to the aforementioned SED shape and the general flux level,
another aspect where our model is not matching the observed
signatures is the decays of the flares (see Sect. 5.1 for expla-
nation) that we disregard in the comparison of the flare rise
times. But in the comparison of the flux distributions we are
looking at the whole light curve, therefore including the flare
decays in this test. The non-physical flare decay profiles are
a caveat in our model but also in the tests of flux amplitudes
since they do not account for this effect. In longer-term vari-
ability, largely symmetric flares are expected to result from the
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light-crossing time of the emission region (Chatterjee et al.
2012), but in a scenario where the fast flaring is caused by the
acceleration of the particles, this might not be the case. However,
because the flare decays in our model are not based on known
physics of the fast flaring, we tested the effect of symmetric
flares on our analysis. This was done by manually adding sym-
metric flare decays on one of the gold sample light curves and
rerunning the flux distribution, the fractional variability analy-
ses, and the spectral slope distribution analyses. The symmetric
flares increased the total flux and hardened the spectra of the
tested theoretical light curves. These and the change in the shape
of the overall light curve affected the found matches in both
the flux distributions and the fractional variabilities. Mostly the
effect was that those simulations where we had previously found
matches in the flux distributions, no longer showed matches, but
in one tested case, there was a slight increase of matches found
in the highest energy band and additional matches in the mid-
dle band. All of the tested simulations showed fewer matches in
the fractional variability test, but it could be expected that with
the symmetric flares different simulations previously not match-
ing as well in these tests might match better in a scenario where
the simulated flares were symmetric. In future work, testing light
curves with different decay profiles should be considered.

8.4. Comparison with previous studies

Although this is the first time such an extensive comparison of
simulated and observed data has been performed, models of rel-
ativistic magnetic reconnection have been applied to gamma-ray
blazar observations in the past. The detectability of plasmoid-
powered gamma-ray flares by the Fermi Large Area Telescope
(Fermi-LAT) was first investigated by Meyer et al. (2021). These
authors used similar theoretical models from Christie et al.
(2019) to generate artificial gamma-ray light curves to be com-
pared with those observed from flat spectrum radio quasars
(FSRQs). In general, the authors found that misaligned recon-
nection layers (i.e. θ′ ≈ 30◦) produced light curves which have
similar flux levels, variability, and power spectral density profiles
as characteristic FSRQs (i.e. 3C 279 and 3C 273). In general, the
binning applied to the artificial light curves washed out the vari-
ability on short timescales. Nonetheless, Fermi-LAT would be
able to detect plasmoid-powered minute-scale flares, as the one
observed in 3C 273, if these coincided with the times when the
source was in the field of view of the LAT.

Furthermore, magnetic reconnection was suggested as a
means to produce the observed variability properties of Mrk 421
(i.e. the flux-doubling timescale and the peak bolometric lumi-
nosity) during the flare occurring on the night of April 15, 2013.
In Acciari et al. (2020), the authors adopted a simplified model
for plasmoid emission, presented in Petropoulou et al. (2016),
which approximates the peak luminosity and flux-doubling
timescale produced from a single plasmoid. By exploring a vari-
ety of different free parameters (e.g. σ, θobs, and θ′), the authors
found that matching the luminosity and timescale required both
a misaligned jet and reconnection layer, that is θobs ≈ 2◦ and
θ′ = 30−90◦. These results differ from our findings, as the range
of θ′ which best matches observations for θobs = 2◦ is determined
to be 130−140◦. The theoretical light curves used in this work
are computed using the plasmoid motion dynamics in the recon-
nection layer as dictated by PIC simulations, while Acciari et al.
(2020) used approximate relations. Additionally, Acciari et al.
(2020) chose a magnetisation value of 10, differing from our
choice of 50, which affects the terminal four-velocity of plas-
moids in the layer (hence, the degree of beaming) and the injec-

tion spectrum of electrons in each plasmoid. As such, using PIC-
simulated models could result in a more refined interpretation of
the observed data.

9. Summary and conclusions

This paper presents the first comprehensive scan of relativistic
magnetic reconnection models compared against observations of
fast VHE gamma-ray blazar flares in a quantitative manner. To
simulate the light curves induced by magnetic reconnection, we
used the model presented in Christie et al. (2019). The model
uses the results of state-of-the-art 2D PIC simulations for the
sizes and velocities of plasmoids (Sironi et al. 2016) coupled
with a leptonic radiative model to describe the evolution of the
radiating particles within a single plasmoid (Petropoulou et al.
2016) and a leptonic radiative transfer model to track the evo-
lution of the particle and photon spectra within each plasmoid
(Christie et al. 2019). Prior to our analysis, we adjusted our sim-
ulation parameters specifically for the source Mrk 421, with esti-
mations for the jet power, the bulk Lorentz factor, the peak
frequency of the synchrotron spectrum, the magnetisation of
the jet plasma, and the minimum Lorentz factor of the injected
particle distribution obtained from the literature or through
experimentation. With set ranges for the magnetic field strength,
viewing angle, and reconnection layer angle, we obtained a
gamut of models describing different jet scenarios. The theoret-
ical light curves were treated to resemble realistic observations
of VHE gamma-ray data.

We developed a set of methods used to statistically study the
compatibility of a theoretical model with real light-curve data. In
our analysis, we compared several aspects of the simulated and
observed light curves. We first focussed on the estimation of the
timescales extracted from these light curves via tests of intrabin
variability and the rate of change of the detected flares. Next,
we studied the flux amplitudes via tests of flux distributions
and fractional variability. Finally, by utilising the observed data
obtained in three energy bands, we performed a crude estima-
tion of the spectral slope distributions. By combining the results
of these different methods, we found the gold sample of param-
eter spaces, namely simulations with B = 0.1 G, θobs = 6◦ with
θ′ = 60◦, 70◦ and 140◦, with corresponding maximum Doppler
factors ∼18, 22, and 9, and θobs = 8◦ with θ′ = 100◦, with a max-
imum Doppler factor ∼25 that best matches the observed data.
With these results, we demonstrate that we are able to limit the
initial parameter space by using this variety of statistical tools.
The simulations favoured by our model possess high Doppler
factors, offering us an explanation for the Doppler crisis and a
strong argument for the relativistic magnetic reconnection as an
acceleration mechanism in the VHE gamma rays.

In the future, we will apply these methods to other sources,
such as the well-known TeV blazars BL Lac (Abeysekara et al.
2018) and PKS 2155+304 (Aharonian et al. 2007), and the radio
galaxy IC 301 (Aleksić et al. 2014), where intra-night variabil-
ity has been observed in the VHE gamma rays. The comparison
with X-ray observations would be especially desirable to deter-
mine the high-energy SED component more carefully. With the
methods developed for this study, it is possible to further explore
the capabilities of our reconnection model by means of a care-
ful iterative tuning of parameters. Although we have focussed
on the comparison of relativistic magnetic reconnection models
with the VHE data, our methodology is designed to be applicable
to observations in other wavelengths as well as other emerging
models of variability that can produce physically motivated light
curves.
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Aleksić, J., Ansoldi, S., Antonelli, L. A., et al. 2015, A&A, 578, A22
Analytical Methods Committee 1995, Analyst, 120, 2303
Blandford, R. D., & Rees, M. J. 1978, Phys. Scr., 17, 265
Blandford, R., Meier, D., & Readhead, A. 2019, ARA&A, 57, 467
Celotti, A., & Ghisellini, G. 2008, MNRAS, 385, 283
Chatterjee, R., Bailyn, C. D., Bonning, E. W., et al. 2012, ApJ, 749, 191
Christie, I. M., Petropoulou, M., Sironi, L., & Giannios, D. 2019, MNRAS, 482,

65
Christie, I. M., Petropoulou, M., Sironi, L., & Giannios, D. 2020, MNRAS, 492,

549
Clausen-Brown, E., Savolainen, T., Pushkarev, A. B., Kovalev, Y. Y., & Zensus,

J. A. 2013, A&A, 558, A144
Dermer, C. D., & Menon, G. 2009, High Energy Radiation from Black Holes:

Gamma Rays, Cosmic Rays, and Neutrinos (Princeton: Princeton Univerisity
Press)

Di Gesu, L., Donnarumma, I., Tavecchio, F., et al. 2022, ApJ, 938, L7
Dondi, L., & Ghisellini, G. 1995, MNRAS, 273, 583
Duran, R. B., Tchekhovskoy, A., & Giannios, D. 2017, MNRAS, 469, 4957
Edelson, R., Turner, T. J., Pounds, K., et al. 2002, ApJ, 568, 610
Eisenstein, D. J., & Hut, P. 1998, ApJ, 498, 137
Fermo, R. L., Drake, J. F., Swisdak, M., & Hwang, K.-J. 2011, J. Geophys. Res.

Space Phys., 116, A09226
Foschini, L. 2014, Int. J. Mod. Phys. Conf. Ser., 28, 1460188
Foschini, L., Lister, M., Hovatta, T., et al. 2019, High Energy Phenomena in

Relativistic Outflows VII (Trieste: SISSA), 70
Ghisellini, G., Tavecchio, F., & Chiaberge, M. 2005, A&A, 432, 401
Ghisellini, G., Tavecchio, F., Foschini, L., et al. 2010, MNRAS, 402, 497
Ghisellini, G., Tavecchio, F., Maraschi, L., Celotti, A., & Sbarrato, T. 2014,

Nature, 515, 376
Giannios, D. 2006, AIP Conf. Proc., 848, 530
Giannios, D. 2013, MNRAS, 431, 355
Giannios, D., & Uzdensky, D. A. 2019, MNRAS, 484, 1378
Giannios, D., Uzdensky, D. A., & Begelman, M. C. 2009, MNRAS, 395, L29
Giannios, D., Uzdensky, D. A., & Begelman, M. C. 2010, MNRAS, 402, 1649

Gill, R., Granot, J., & Lyubarsky, Y. 2018, MNRAS, 474, 3535
Graff, P. B., Georganopoulos, M., Perlman, E. S., & Kazanas, D. 2008, ApJ, 689,

68
Hakobyan, H., Petropoulou, M., Spitkovsky, A., & Sironi, L. 2021, ApJ, 912, 48
Homan, D. C., Cohen, M. H., Hovatta, T., et al. 2021, ApJ, 923, 67
Hovatta, T., & Lindfors, E. 2019, New Astron. Rev., 87, 101541
Hovatta, T., Petropoulou, M., Richards, J. L., et al. 2015, MNRAS, 448, 3121
Huang, Y.-M., & Bhattacharjee, A. 2012, Phys. Rev. Lett., 109, 265002
Hughes, P. A., Aller, H. D., & Aller, M. F. 1985, ApJ, 298, 301
Jormanainen, J., Hovatta, T., Lindfors, E., et al. 2021, Proc. 37th Int. Cosm. Ray

Conf. – PoS(ICRC2021) (Trieste, Italy: Sissa Medialab), 867
Jorstad, S. G., Marscher, A. P., Larionov, V. M., et al. 2010, ApJ, 715, 362
Jorstad, S. G., Marscher, A. P., Morozova, D. A., et al. 2017, ApJ, 846, 98
Joshi, M., & Bottcher, M. 2007, ApJ, 662, 884
Lico, R., Giroletti, M., Orienti, M., et al. 2012, A&A, 545, A117
Liodakis, I., Pavlidou, V., Hovatta, T., et al. 2017, MNRAS, 467, 4565
Liodakis, I., Hovatta, T., Huppenkothen, D., et al. 2018, ApJ, 866, 137
Liodakis, I., Peirson, A. L., & Romani, R. W. 2019, ApJ, 880, 29
Liodakis, I., Marscher, A. P., Agudo, I., et al. 2022, Nature, 611, 677
Lister, M. L., Aller, M., Aller, H., et al. 2011, ApJ, 742, 27
Lister, M. L., Homan, D. C., Hovatta, T., et al. 2019, ApJ, 874, 43
Loureiro, N. F., Schekochihin, A. A., & Cowley, S. C. 2007, Phys. Plasmas, 14,

100703
Loureiro, N. F., Samtaney, R., Schekochihin, A. A., & Uzdensky, D. A. 2012,

Phys. Plasmas, 19, 042303
Marscher, A. P., & Gear, W. K. 1985, ApJ, 298, 114
Marscher, A. P., Jorstad, S. G., D’Arcangelo, F. D., et al. 2008, Nature, 452, 966
Marscher, A. P., Jorstad, S. G., Larionov, V. M., et al. 2010, ApJ, 710, L126
Meyer, M., Petropoulou, M., & Christie, I. M. 2021, ApJ, 912, 40
Nilsson, K., Lindfors, E., Takalo, L. O., et al. 2018, A&A, 620, A185
Ortuño-Macías, J., & Nalewajko, K. 2020, MNRAS, 497, 1365
Petropoulou, M., Giannios, D., & Sironi, L. 2016, MNRAS, 462, 3325
Petropoulou, M., Sironi, L., Spitkovsky, A., & Giannios, D. 2019, ApJ, 880, 37
Piner, B. G., & Edwards, P. G. 2018, ApJ, 853, 68
Poutanen, J., Zdziarski, A. A., & Ibragimov, A. 2008, MNRAS, 389, 1427
Pushkarev, A. B., Hovatta, T., Kovalev, Y. Y., et al. 2012, A&A, 545, A113
Pushkarev, A. B., Kovalev, Y. Y., Lister, M. L., & Savolainen, T. 2017, MNRAS,

468, 4992
Richards, J. L., Hovatta, T., Lister, M. L., et al. 2013, Eur. Phys. J. Web Conf.,

61, 04010
Scargle, J. D. 1998, ApJ, 504, 405
Scargle, J. D., Norris, J. P., Jackson, B., & Chiang, J. 2013, ApJ, 764, 167
Scarpa, R., & Falomo, R. 1997, A&A, 325, 109
Scott, D. W. 1979, Biometrika, 66, 605
Sironi, L. 2022, Phys. Rev. Lett., 128, 145102
Sironi, L., Petropoulou, M., & Giannios, D. 2015, MNRAS, 450, 183
Sironi, L., Giannios, D., & Petropoulou, M. 2016, MNRAS, 462, 48
Spada, M., Ghisellini, G., Lazzati, D., & Celotti, A. 2001, MNRAS, 325, 1559
Spruit, H. C., Daigne, F., & Drenkhahn, G. 2001, A&A, 369, 694
Takamoto, M. 2013, ApJ, 775, 50
Tavecchio, F., Ghisellini, G., Ghirlanda, G., Foschini, L., & Maraschi, L. 2010,

MNRAS, 401, 1570
Urry, C. M., & Padovani, P. 1995, PASP, 107, 803
Uzdensky, D. A., Loureiro, N. F., & Schekochihin, A. A. 2010, Phys. Rev. Lett.,

105, 235002
Vaughan, S., Edelson, R., Warwick, R. S., & Uttley, P. 2003, MNRAS, 345, 1271
Virtanen, J. J. P., & Vainio, R. 2005, A&A, 439, 461
Wagner, S. M., Burd, P., Dorner, D., et al. 2021, Proc. 37th Int. Cosm. Ray Conf.

– PoS(ICRC2021) (Trieste, Italy: Sissa Medialab), 868
Werner, G. R., & Uzdensky, D. A. 2021, J. Plasma Phys., 87, 905870613
Weaver, Z. R., Jorstad, S. G., Marscher, A. P., et al. 2022, ApJS, 260, 12
Zhang, H., & Giannios, D. 2021, MNRAS, 502, 1145
Zhang, H., Li, X., Giannios, D., et al. 2022, ApJ, 924, 90

A140, page 21 of 30

http://linker.aanda.org/10.1051/0004-6361/202346286/1
http://linker.aanda.org/10.1051/0004-6361/202346286/2
http://linker.aanda.org/10.1051/0004-6361/202346286/3
http://linker.aanda.org/10.1051/0004-6361/202346286/4
http://linker.aanda.org/10.1051/0004-6361/202346286/4
http://linker.aanda.org/10.1051/0004-6361/202346286/5
http://linker.aanda.org/10.1051/0004-6361/202346286/6
http://linker.aanda.org/10.1051/0004-6361/202346286/7
http://linker.aanda.org/10.1051/0004-6361/202346286/8
http://linker.aanda.org/10.1051/0004-6361/202346286/9
http://linker.aanda.org/10.1051/0004-6361/202346286/10
http://linker.aanda.org/10.1051/0004-6361/202346286/11
http://linker.aanda.org/10.1051/0004-6361/202346286/12
http://linker.aanda.org/10.1051/0004-6361/202346286/13
http://linker.aanda.org/10.1051/0004-6361/202346286/14
http://linker.aanda.org/10.1051/0004-6361/202346286/14
http://linker.aanda.org/10.1051/0004-6361/202346286/15
http://linker.aanda.org/10.1051/0004-6361/202346286/15
http://linker.aanda.org/10.1051/0004-6361/202346286/16
http://linker.aanda.org/10.1051/0004-6361/202346286/17
http://linker.aanda.org/10.1051/0004-6361/202346286/17
http://linker.aanda.org/10.1051/0004-6361/202346286/18
http://linker.aanda.org/10.1051/0004-6361/202346286/19
http://linker.aanda.org/10.1051/0004-6361/202346286/20
http://linker.aanda.org/10.1051/0004-6361/202346286/21
http://linker.aanda.org/10.1051/0004-6361/202346286/22
http://linker.aanda.org/10.1051/0004-6361/202346286/23
http://linker.aanda.org/10.1051/0004-6361/202346286/23
http://linker.aanda.org/10.1051/0004-6361/202346286/24
http://linker.aanda.org/10.1051/0004-6361/202346286/25
http://linker.aanda.org/10.1051/0004-6361/202346286/25
http://linker.aanda.org/10.1051/0004-6361/202346286/26
http://linker.aanda.org/10.1051/0004-6361/202346286/27
http://linker.aanda.org/10.1051/0004-6361/202346286/28
http://linker.aanda.org/10.1051/0004-6361/202346286/29
http://linker.aanda.org/10.1051/0004-6361/202346286/30
http://linker.aanda.org/10.1051/0004-6361/202346286/31
http://linker.aanda.org/10.1051/0004-6361/202346286/32
http://linker.aanda.org/10.1051/0004-6361/202346286/33
http://linker.aanda.org/10.1051/0004-6361/202346286/34
http://linker.aanda.org/10.1051/0004-6361/202346286/35
http://linker.aanda.org/10.1051/0004-6361/202346286/35
http://linker.aanda.org/10.1051/0004-6361/202346286/36
http://linker.aanda.org/10.1051/0004-6361/202346286/37
http://linker.aanda.org/10.1051/0004-6361/202346286/38
http://linker.aanda.org/10.1051/0004-6361/202346286/39
http://linker.aanda.org/10.1051/0004-6361/202346286/40
http://linker.aanda.org/10.1051/0004-6361/202346286/41
http://linker.aanda.org/10.1051/0004-6361/202346286/42
http://linker.aanda.org/10.1051/0004-6361/202346286/42
http://linker.aanda.org/10.1051/0004-6361/202346286/43
http://linker.aanda.org/10.1051/0004-6361/202346286/44
http://linker.aanda.org/10.1051/0004-6361/202346286/45
http://linker.aanda.org/10.1051/0004-6361/202346286/46
http://linker.aanda.org/10.1051/0004-6361/202346286/47
http://linker.aanda.org/10.1051/0004-6361/202346286/48
http://linker.aanda.org/10.1051/0004-6361/202346286/49
http://linker.aanda.org/10.1051/0004-6361/202346286/50
http://linker.aanda.org/10.1051/0004-6361/202346286/51
http://linker.aanda.org/10.1051/0004-6361/202346286/52
http://linker.aanda.org/10.1051/0004-6361/202346286/53
http://linker.aanda.org/10.1051/0004-6361/202346286/53
http://linker.aanda.org/10.1051/0004-6361/202346286/54
http://linker.aanda.org/10.1051/0004-6361/202346286/55
http://linker.aanda.org/10.1051/0004-6361/202346286/56
http://linker.aanda.org/10.1051/0004-6361/202346286/57
http://linker.aanda.org/10.1051/0004-6361/202346286/58
http://linker.aanda.org/10.1051/0004-6361/202346286/59
http://linker.aanda.org/10.1051/0004-6361/202346286/60
http://linker.aanda.org/10.1051/0004-6361/202346286/61
http://linker.aanda.org/10.1051/0004-6361/202346286/62
http://linker.aanda.org/10.1051/0004-6361/202346286/63
http://linker.aanda.org/10.1051/0004-6361/202346286/64
http://linker.aanda.org/10.1051/0004-6361/202346286/65
http://linker.aanda.org/10.1051/0004-6361/202346286/66
http://linker.aanda.org/10.1051/0004-6361/202346286/66
http://linker.aanda.org/10.1051/0004-6361/202346286/67
http://linker.aanda.org/10.1051/0004-6361/202346286/67
http://linker.aanda.org/10.1051/0004-6361/202346286/68
http://linker.aanda.org/10.1051/0004-6361/202346286/69
http://linker.aanda.org/10.1051/0004-6361/202346286/70
http://linker.aanda.org/10.1051/0004-6361/202346286/71
http://linker.aanda.org/10.1051/0004-6361/202346286/72
http://linker.aanda.org/10.1051/0004-6361/202346286/73
http://linker.aanda.org/10.1051/0004-6361/202346286/74
http://linker.aanda.org/10.1051/0004-6361/202346286/75
http://linker.aanda.org/10.1051/0004-6361/202346286/76
http://linker.aanda.org/10.1051/0004-6361/202346286/77
http://linker.aanda.org/10.1051/0004-6361/202346286/78
http://linker.aanda.org/10.1051/0004-6361/202346286/79
http://linker.aanda.org/10.1051/0004-6361/202346286/80
http://linker.aanda.org/10.1051/0004-6361/202346286/80
http://linker.aanda.org/10.1051/0004-6361/202346286/81
http://linker.aanda.org/10.1051/0004-6361/202346286/82
http://linker.aanda.org/10.1051/0004-6361/202346286/83
http://linker.aanda.org/10.1051/0004-6361/202346286/83
http://linker.aanda.org/10.1051/0004-6361/202346286/84
http://linker.aanda.org/10.1051/0004-6361/202346286/85
http://linker.aanda.org/10.1051/0004-6361/202346286/86
http://linker.aanda.org/10.1051/0004-6361/202346286/87


Jormanainen, J., et al.: A&A 678, A140 (2023)

Appendix A: Gold sample Doppler factors

For some of the gold sample simulations, the observed Doppler
factors of the plasmoids, shown as a function of final plasmoid

size in Fig. A.1, are higher than those derived from radio obser-
vations. Additionally, for most of the orientations, the maximum
Doppler factors are larger than the jet’s Doppler factor (denoted
by the dashed, green line in the figure).

Fig. A.1. Max Lorentz factor (top row) and Doppler factor for all plasmoids as a function of final plasmoid size (normalised to the reconnection
layer’s half-length) for each of the four gold sample orientations. The dashed green line within the bottom row denotes the observed Doppler factor
of the jet.
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Appendix B: Individual test results

In this paper, we describe the methodology developed for the
comparison of simulated light curves based on theoretical mod-
els against observed data. In order to obtain a comprehensive
view of the different features of the two datasets, we have
combined the results of several different tests in our analysis.

Because our methods focus on different aspects of these light
curves, we want to emphasise the importance of each of the indi-
vidual tests by showing also their results separately.

The results of the individual tests for the simulations with
B = 0.1 G described in Sect. 7.1 are shown here in Figs. B.1 for
400–800 GeV, and B.2 for > 800 GeV. The detailed results of all
the tests performed are tabulated10.

Fig. B.1. See description in Fig. 16.

10 Full Tables B.1-B.10 are available at the CDS.
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Table B.1. Durations and mean fluxes of B = 0.1 G simulations.

Simulation Tailles duration Mean flux
(θobs, θ

′) [h] [ph/cm2/s]
(10−9)

(1) 200–400 GeV (2) 400–800 GeV (3) >800 GeV (4) 200–400 GeV (5) 400–800 GeV (6) >800 GeV (7)

(0, 0) 119 118 117 120 60 57
(0, 10) 120 119 119 84 42 36
(0, 20) 116 115 115 52 26 19
(0, 30) 115 115 115 32 16 11
(0, 40) 115 116 116 20 9.7 6.2
(0, 50) 183 184 185 8.1 3.8 1.9
(0, 60) 178 179 180 6.0 2.8 1.4
(0, 70) 175 176 178 4.8 2.3 1.1
(0, 80) 167 174 177 4.2 1.9 0.9
(0, 90) 176 177 181 4.0 1.9 0.9
(0, 100) 170 171 182 4.4 2.0 0.9
(0, 110) 172 174 175 5.0 2.3 1.2
(0, 120) 172 173 173 6.5 3.1 1.6
(0, 130) 173 174 174 8.8 4.2 2.1
(0, 140) 174 175 175 13 6.6 4.1
(0, 150) 176 176 177 20 9.9 6.4
(0, 160) 185 185 185 31 16 11
(0, 170) 192 192 192 50 24 20
(0, 180) 127 126 126 110 52 49

...
...

...
...

...
...

...

Notes. The observed mean flux values at each energy band are 6.31−10 ph/cm2/s, 2.7810−10 ph/cm2/s, and 1.5610−10 ph/cm2/s. The full table is
available at the CDS.

Table B.2. Results of the timescale tests for the simulations with B = 0.1 G.

Simulation 1 − Pintrabins Rate of change matches
(θobs, θ

′) [%] [%]
200–400 GeV 400–800 GeV >800 GeV 200–400 GeV 400–800 GeV >800 GeV

(1) (2) (3) (4) (5) (6) (7)

(0, 0) 0.0 0.2 0.0 0.0 0.0 0.0
(0, 10) 0.4 0.0 0.0 0.0 0.0 0.0
(0, 20) 29.2 29.2 16.3 0.0 0.0 0.0
(0, 30) 71.4 71.4 71.4 0.0 0.0 0.0
(0, 40) 100.0 100.0 100.0 0.0 0.0 0.0
(0, 50) 100.0 100.0 100.0 0.3 3.8 6.5
(0, 60) 100.0 100.0 100.0 0.8 0.4 16.3
(0, 70) 100.0 100.0 100.0 20.6 11.9 24.9
(0, 80) 100.0 100.0 100.0 6.8 27.7 91.2
(0, 90) 100.0 100.0 100.0 18.5 55.1 96.8

(0, 100) 100.0 100.0 100.0 0.0 0.5 64.5
(0, 110) 100.0 100.0 100.0 5.7 19.5 54.8
(0, 120) 100.0 100.0 100.0 0.0 0.4 7.0
(0, 130) 100.0 100.0 100.0 0.0 0.0 0.8
(0, 140) 100.0 100.0 100.0 0.0 0.0 0.0
(0, 150) 100.0 69.0 69.2 0.0 0.0 0.0
(0, 160) 61.1 13.2 10.8 0.0 0.0 0.0
(0, 170) 1.6 1.2 0.0 0.0 0.0 0.0
(0, 180) 0.0 0.0 0.0 0.0 0.0 0.0

...
...

...
...

...
...

...

Notes. Columns: (1) Simulation name. (2), (3), and (4) Probability of not detecting any intrabins in the simulated light curves for each energy
band respectively. (5), (6), and (7) Matches of the rate of change per 1000 samples for each energy band respectively. The full table is available at
the CDS.
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Fig. B.2. See description in Fig. 16.

Table B.3. Results of the flux amplitude tests for the simulations with B = 0.1 G.

Simulation Flux distribution matches Fvar distribution matches
(θobs, θ

′) [%]
200–400 GeV 400–800 GeV >800 GeV 200–400 GeV 400–800 GeV >800 GeV

(1) (2) (3) (4) (5) (6) (7)

(0, 0) 0.0 0.0 0.0 no no no
(0, 10) 0.0 0.0 0.0 no no yes
(0, 20) 0.0 0.0 0.0 yes yes yes
(0, 30) 0.0 0.0 0.0 no yes yes
(0, 40) 0.0 0.0 0.0 yes yes yes
(0, 50) 0.0 0.0 0.0 no yes yes
(0, 60) 0.0 0.0 0.0 yes yes yes
(0, 70) 0.0 0.0 0.0 yes yes no
(0, 80) 0.0 0.0 0.0 yes no no
(0, 90) 0.0 0.0 0.0 yes yes no

(0, 100) 0.0 0.0 0.0 yes yes no
(0, 110) 0.0 0.0 0.0 yes yes no
(0, 120) 0.0 0.0 0.0 no no yes
(0, 130) 0.0 0.0 0.0 no no yes
(0, 140) 0.0 0.0 0.0 no no yes
(0, 150) 0.0 0.0 0.0 no no yes
(0, 160) 0.0 0.0 0.0 no no no
(0, 170) 0.0 0.0 0.0 no no no
(0, 180) 0.0 0.0 0.0 no no no

...
...

...
...

...
...

...

Notes. Columns: (1) Simulation name. (2) Matches of the flux distribution test per a 1000 samples. (3) Matches of the fractional variability test
(Boolean). The full table is available at the CDS.
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Table B.4. Results of the spectral slope distribution test and the spectral
slope means of the simulations with B = 0.1 G.

(1) (2) (3) (4)
Simulation m distribution x̄m,1000 σx̄m,1000

(θobs, θ
′) matches

[%]

(0, 0) 0.0 0.34 0.03
(0, 10) 0.0 0.35 0.03
(0, 20) 0.0 0.32 0.03
(0, 30) 0.0 0.28 0.02
(0, 40) 0.0 0.25 0.01
(0, 50) 0.0 0.07 0.02
(0, 60) 0.0 0.09 0.01
(0, 70) 0.0 0.07 0.02
(0, 80) 0.0 0.05 0.01
(0, 90) 0.0 0.05 0.01

(0, 100) 0.0 0.04 0.01
(0, 110) 0.0 0.06 0.01
(0, 120) 0.0 0.09 0.01
(0, 130) 0.0 0.08 0.02
(0, 140) 0.0 0.18 0.03
(0, 150) 0.0 0.18 0.03
(0, 160) 0.0 0.22 0.04
(0, 170) 0.0 0.23 0.04
(0, 180) 0.0 0.31 0.02

...
...

...
...

Notes. Columns: (1) Simulation name. (2) Matches of the spec-
tral slope distributions. (3) Spectral slope mean of all means
of 1000 samples. (4) Standard deviation of x̄m. The observed
x̄m = −0.09 and σx̄m = 0.28. The full table is available at the
CDS.
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Table B.5. Durations and mean fluxes of B = 1 G simulations.

Simulation Tailles duration Mean flux
(θobs, θ

′) [h] [ph/cm2/s]
(10−10)

200–400 GeV 400–800 GeV >800 GeV 200–400 GeV 400–800 GeV >800 GeV
(1) (2) (3) (4) (5) (6) (7)

(0, 0) 11.4 11.4 10.8 230 85 28
(0, 10) 11.7 11.6 11.6 160 60 17
(0, 20) 11.3 11.4 11.3 97 37 8.5
(0, 30) 11.2 11.2 11.1 57 21 3.8
(0, 40) 11.4 11.4 11.4 35 13 2.1
(0, 50) 18.0 18.1 18.1 15 4.5 0.3
(0, 60) 17.7 17.8 18.1 11 3.5 0.3
(0, 70) 17.6 17.8 18.3 8.2 2.3 0.2
(0, 80) 17.4 17.6 17.7 7.5 2.1 0.2
(0, 90) 17.7 17.9 18.2 6.8 1.8 0.1

(0, 100) 17.7 17.9 18.3 7.6 2.1 0.2
(0, 110) 17.4 17.4 17.8 8.9 2.6 0.2
(0, 120) 17.5 17.2 17.3 12 3.5 0.3
(0, 130) 17.1 17.2 17.2 16 4.8 0.4
(0, 140) 17.2 17.2 17.2 24 8.4 1.4
(0, 150) 17.4 17.4 17.5 38 14 2.5
(0, 160) 18.3 18.3 18.3 55 20 4.3
(0, 170) 18.9 18.9 18.8 90 34 9.5
(0, 180) 12.4 12.4 8.4 210 77 37

...
...

...
...

...
...

...

Notes. The observed mean flux values at each energy band are 6.31−10 ph/cm2/s, 2.7810−10 ph/cm2/s, and 1.5610−10 ph/cm2/s. The full table is
available at the CDS.

Table B.6. Results of the timescale tests for the simulations with B = 1 G.

Simulation 1 − Pintrabins Rate of change matches
(θobs, θ

′) [%] [%]
200–400 GeV 400–800 GeV >800 GeV 200–400 GeV 400–800 GeV >800 GeV

(1) (2) (3) (4) (5) (6) (7)

(0, 0) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 10) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 20) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 30) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 40) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 50) 100.0 0.0 40.0 0.0 0.0 90.0
(0, 60) 100.0 100.0 100.0 0.0 0.0 100.0
(0, 70) 100.0 100.0 100.0 10.0 50.0 0.0
(0, 80) 100.0 100.0 100.0 40.0 90.0 30.0
(0, 90) 80.0 80.0 100.0 20.0 100.0 0.0

(0, 100) 80.0 80.0 100.0 0.0 60.0 20.0
(0, 110) 90.0 90.0 100.0 0.0 60.0 10.0
(0, 120) 100.0 70.0 100.0 0.0 0.0 70.0
(0, 130) 90.0 0.0 90.0 0.0 0.0 100.0
(0, 140) 0.0 0.0 0.0 0.0 0.0 30.0
(0, 150) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 160) 0.0 0.0 0.0 0.0 0.0 3.3
(0, 170) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 180) 0.0 0.0 0.0 0.0 0.0 0.0

...
...

...
...

...
...

...

Notes. The full table is available at the CDS.
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Table B.7. Results of the flux amplitude tests for the simulations with B = 1 G.

Simulation Flux distribution matches Fvar factor matches
(θobs, θ

′) [%] [%]
200–400 GeV 400–800 GeV >800 GeV 200–400 GeV 400–800 GeV >800 GeV

(1) (2) (3) (4) (5) (6) (7)

(0, 0) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 10) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 20) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 30) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 40) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 50) 0.0 0.0 8.3 0.0 0.0 0.0
(0, 60) 0.0 6.7 6.7 0.0 0.0 0.0
(0, 70) 6.7 0.0 0.0 0.0 3.3 23.3
(0, 80) 0.0 6.7 0.0 0.0 0.0 0.0
(0, 90) 8.3 8.3 0.0 0.0 0.0 0.0

(0, 100) 3.3 6.7 0.0 0.0 0.0 0.0
(0, 110) 0.0 1.7 0.0 0.0 0.0 0.0
(0, 120) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 130) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 140) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 150) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 160) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 170) 0.0 0.0 0.0 0.0 0.0 0.0
(0, 180) 0.0 0.0 0.0 0.0 0.0 0.0

...
...

...
...

...
...

...

Notes. The full table is available at the CDS.

Table B.8. Results of the spectral slope distribution test and the spectral slope means of the simulations with B = 1 G.

(1) (2) (3) (4)
Simulation m distribution x̄m σx̄m

matches
[%]

(0, 0) 16.7 -0.39 0.19
(0, 10) 0.0 -0.45 0.21
(0, 20) 0.0 -0.57 0.26
(0, 30) 0.0 -0.69 0.12
(0, 40) 0.0 -0.72 0.05
(0, 50) 0.0 -1.32 0.03
(0, 60) 0.0 -1.27 0.02
(0, 70) 0.0 -1.34 0.03
(0, 80) 0.0 -1.36 0.02
(0, 90) 0.0 -1.40 0.02
(0, 100) 0.0 -1.38 0.02
(0, 110) 0.0 -1.31 0.02
(0, 120) 0.0 -1.27 0.01
(0, 130) 0.0 -1.30 0.02
(0, 140) 0.0 -0.88 0.08
(0, 150) 0.0 -0.81 0.10
(0, 160) 0.0 -0.78 0.11
(0, 170) 0.0 -0.64 0.13
(0, 180) 16.7 -0.36 0.28

...
...

...
...

Notes. The observed x̄m = −0.09 and σx̄m = 0.28. The full table is available at the CDS.
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Table B.9. Durations and mean fluxes of B=10G simulations.

Simulation Tailles duration Mean flux
(θobs, θ

′) [h] [ph/cm2/s]
(10−11)

200–400 GeV 400–800 GeV >800 GeV 200–400 GeV 400–800 GeV >800 GeV
(1) (2) (3) (4) (5) (6) (7)

(0, 0) 0.88 0.86 0.74 110 18 0.9
(0, 10) 0.88 0.87 0.67 75 11 0.4
(0, 20) 0.87 0.87 0.86 46 5.2 0.01
(0, 30) 0.86 0.86 - 27 2.5 -
(0, 40) 0.87 0.86 - 20 2.0 -
(0, 50) 1.54 1.61 - 4.3 0.06 -
(0, 60) 1.52 1.54 - 3.7 0.1 -
(0, 70) 1.49 1.91 - 2.6 0.04 -
(0, 80) 1.50 1.91 - 2.0 0.01 -
(0, 90) 1.54 1.73 - 1.9 0.01 -

(0, 100) 1.53 1.90 - 2.1 0.01 -
(0, 110) 1.47 1.69 - 2.7 0.06 -
(0, 120) 1.44 1.45 - 4.3 0.2 -
(0, 130) 1.46 1.70 - 5.1 0.1 -
(0, 140) 1.46 1.45 - 11 1.0 -
(0, 150) 1.48 1.48 - 16 1.4 -
(0, 160) 1.55 1.63 0.71 26 2.8 0.04
(0, 170) 1.63 1.63 0.93 40 5.7 0.3
(0, 180) 1.64 0.93 0.43 59 14 1.2

...
...

...
...

...
...

...

Notes. The full table is available at the CDS.
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Table B.10. Results of the intrabin variability test for the simulations
with B = 10 G.

Simulation 1 − Pintrabins
(θobs, θ

′) [%]
200–400 GeV 400–800 GeV >800 GeV

(1) (2) (3) (4)

(0, 0) 100.0 100.0 100.0
(0, 10) 100.0 100.0 100.0
(0, 20) 100.0 100.0 100.0
(0, 30) 100.0 100.0 -
(0, 40) 100.0 100.0 -
(0, 50) 100.0 100.0 -
(0, 60) 100.0 100.0 -
(0, 70) 100.0 100.0 -
(0, 80) 100.0 100.0 -
(0, 90) 100.0 100.0 -

(0, 100) 100.0 100.0 -
(0, 110) 100.0 100.0 -
(0, 120) 100.0 100.0 -
(0, 130) 100.0 100.0 -
(0, 140) 100.0 100.0 -
(0, 150) 100.0 100.0 -
(0, 160) 100.0 100.0 100.0
(0, 170) 100.0 100.0 100.0
(0, 180) 100.0 100.0 100.0

.

.

.
.
.
.

.

.

.
.
.
.

Notes. The full table is available at the CDS.
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