Innovative approaches for deep decarbonization of data centers and building space heating networks: Modeling and comparison of novel waste heat recovery systems for liquid cooling systems
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HIGHLIGHTS

• Non-heat pump data center waste heat recovery for space heating is studied.
• Two schemes, recovering from both sides of cooling distribution unit, are compared.
• The two schemes achieve payback in under a year due to the elimination of heat pump.
• Waste heat recovery on the secondary side outperforms that on the primary side.
• Novel relationship graphs facilitate data center waste heat recovery system design.
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ABSTRACT

The data usage surge drives greater data center demand, amplifying global CO2 emissions. Mitigating climate change necessitates reducing data center CO2 emissions. Reusing waste heat from data centers offers a potential energy efficiency boost and environmental impact reduction. This study utilizes liquid cooling technology to raise waste heat temperature for building space heating and introduces the concept of ‘data furnaces,’ where data centers directly supply waste heat to heat buildings on-site, reducing district heating consumption and lowering CO2 emissions. Efficiently designing a heat recovery heat exchanger system that accounts for both heat rejection and cooling sides of a liquid cooling system is crucial for achieving complete heat recovery without using heat pump, a commonly overlooked aspect in existing literature. To address this issue, we propose two heat exchanger schemes: connecting the building space heating network to the secondary side (Scheme 1) and the primary side (Scheme 2) of the cooling distribution unit. Implementing these innovations leads to the elimination of dependence on a heat pump, substantially cutting energy and CO2 emissions. Using TRNSYS software, we develop, model, and compare waste heat recovery schemes to curb district heating consumption and CO2 emissions. To demonstrate broad implications of the proposed approaches for energy efficiency and sustainability in the data centers and building space heating networks, a showcase study examines constant 25 kW waste heat from a direct-to-chip liquid-cooled rack in an office building with 285.7 MWh annual space heating demand. A novel waste heat recovery rate relationship graph is created to assist system design, uncovering an unexpected result in Scheme 2: waste heat recovery decreases as outdoor temperature falls. In contrast, Scheme 1 maintains a stable waste heat recovery rate around 25 kW, regardless of outdoor temperature fluctuations. As a result, Scheme 1 reuses 155.2 MWh of waste heat annually compared to 138 MWh for Scheme 2. Novel waste heat recovery rate relationship graphs are created to assist system design, uncovering an unexpected result in Scheme 2: waste heat recovery decreases as outdoor temperature falls. In contrast, Scheme 1 maintains a stable waste heat recovery rate around 25 kW, regardless of outdoor temperature fluctuations. As a result, Scheme 1 reuses 155.2 MWh of waste heat annually compared to 138 MWh for Scheme 2. Schemes 1 and 2 yield annual electricity savings of 2290.5 kWh and 905.2 kWh, respectively, for the cooling system. Both schemes achieve profitability within a year through a 25-year life cycle analysis (LCC) and substantially reduce CO2 emissions, with Scheme 1 saving 291,996 kgCO2 and Scheme 2 saving 258,192 kgCO2. The study addresses critical gaps in existing literature by emphasizing LCC. The proposed heat exchanger designs represent pioneering solutions for optimizing waste heat recovery, particularly in challenging climates. New findings offer substantial benefits to
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both liquid-cooled and air-cooled facilities, making significant contributions to achieve carbon neutrality in data center operations.

1. Introduction

Due to the exponential growth in data usage, there has been a significant surge in demand for data centers and, consequently, their electricity consumption. According to the International Energy Agency (IEA) [1], data centers accounted for approximately 1–1.5% of global electricity consumption. According to the International Energy Agency (IEA) [1], data centers accounted for approximately 1–1.5% of global electricity consumption. This increasing trend is expected to persist in the future [9].

Statistics reveal that over 30% of the total energy consumed by data centers is allocated to cooling purposes. This indispensable cooling operation is essential to maintain optimal temperatures for the efficient functioning of the intricate network of servers and equipment. An alarming consequence of this cooling process is that the overwhelming majority of the consumed electricity by data centers, including cooling operations, is ultimately dissipated as heat, often dissipating into the atmosphere without any productive use. This inefficiency highlights the pressing need to combat the waste energy of valuable resources while ensuring the seamless operation of growing demand for energy by data centers.

Harnessing this waste heat offers a viable solution to minimize energy wastage and mitigate the environmental impact. In particular, utilizing waste heat generated during their operation for building heating purposes can significantly enhance the energy efficiency and environmental sustainability of data centers [4,5] because, globally, buildings are responsible for about 40% of the total energy consumption and 36% of greenhouse gas emissions. In the EU, over 75% energy used in heating is from fossil fuel in building sector [6]. District heating (DH) networks have garnered attention as an efficient means of curbing building energy consumption and reducing CO2 emissions, particularly in the Nordic countries. In Finland for instance, over half of the population relies on district heating systems for building heating [7]. How ever, a substantial portion of district heating systems across the globe still heavily relies on fossil fuels for heat production, thereby limiting the extent of its environmental benefits. The CO2 emission coefficient (gCO2/kWh) associated with DH has been higher than that of electricity in Finland [8], and this trend is expected to persist in the future [9].

In light of the research findings aiming to optimize future buildings, reducing or eliminating fossil fuel combustion [10]. Two main perspectives emerged: One foresees low-energy buildings eradicating heating needs, while the other suggests utilizing excess heat from industries, waste incineration, and power stations, along with geothermal energy, solar thermal systems, and heat pumps, to harness wind energy for heating buildings [10]. In the first scenario, DH networks become unnecessary; in the second, they are crucial. In both cases, eliminating DH networks or reducing CO2 emissions from DH networks becomes a key global energy policy imperative.

Research and innovations related to the second scenario, focusing on reducing CO2 emissions from DH networks, have been extensively explored by many researchers [10,11]. While many papers address renewable energy sources (RES) and fossil fuel substitution by RES, the
importance of reusing data center waste heat for DH is underscored [5].
In the context of the first scenario, given the substantial presence of existing buildings with long lifespans and the expansion of distributed and edge data centers in many years ahead, direct data center waste heat utilization for building heating could make a substantial contribution to reducing CO2 emissions. Regrettably, this research topic has been largely disregarded. Additional insights will be presented in the subsequent discussion.

One common and popular method for reducing CO2 emissions from DH networks is to channel the waste heat generated from data centers into local DH networks [5]. This approach offers a clear advantage by allowing the full utilization of data center waste heat even during the summer months, thereby maximizing reductions in CO2 emissions directly. It has gained recognition and popularity, particularly in Nordic countries like Finland, known for its tradition and leadership in reusing data center waste heat in DH networks. In 2010, a Helsinki-based energy company and Finnish IT Academica collaborated to build a 2 MW data center within an underground bomb shelter from the Second World War [12]. This data center employs Baltic sea water for cooling and transfers its waste heat to the local DH network via a heat pump, which can provide heating for approximately 1000 apartments. Additionally, Telia, a Nordic telecom operator, constructed the largest colocation data center in the Nordic countries in Helsinki in 2019 [13]. Since 2022, the waste heat from this data center has been collected by the energy company Helen for its DH network, which is capable of providing heating for over 20,000 dwellings. Expanding upon this trend, Microsoft has announced plans to build a data center in the Finnish cities of Espoo and Kirkkonummi [14]. The Finnish energy company Fortum will invest in the heat recovery project for the Microsoft data center, aiming to supply approximately 40% of the two cities’ district heat. This project is regarded as the world’s largest data center heat recovery initiative, expected to reduce annual CO2 emissions by 400,000 t. Furthermore, several research studies have contributed to addressing this issue.

Oro et al. [15] analyzed the economic feasibility of selling waste heat generated by a 1000 kW air-cooled data center, utilizing two distinct cooling technologies (computer room air handling (CRAH), chiller and rear door technology), to a local DH network in Spain. They evaluated two heat recovery solutions, namely heat recovery from the return hot aisle and heat recovery from the chiller condenser, under different operational scenarios. The results indicated that not all scenarios were economically viable, with heat recovery from the return hot aisle using an air-to-water heat exchanger proving to be the most economically feasible, with a payback period ranging between 10 and 14 years. On the other hand, heat recovery from the chiller condenser generally resulted in payback periods exceeding 15 years.

Oltmanns et al. [16] presented two concepts for reusing waste heat generated by a high-performance computing (HPC) data center (360 kW) cooled by hot water. The data center was located within a university. The first concept involved transferring the data center waste heat to the return line of the campus DH network through a heat pump, resulting in an approximate 5 °C increase in the return line temperature. The second concept directly utilized data center waste heat for heating nearby buildings on the campus without a heat pump. In this approach, the waste heat was utilized to supply the ceiling panels of buildings at a temperature of 43 °C, while the radiators were still supplied with heat from the DH network. The simulations were performed using IDA software. The results revealed that approximately 50% of the waste heat could be reused annually in the first concept, while the second concept achieved a reuse rate of only 20%. The lower utilization rate in the second case was due to the buildings’ heating demand being lower than the quantity of waste heat generated by the data center. Additionally, the capacity of the campus DH network was limited, which is the primary reason for incomplete extraction of data center waste heat in the first concept. Comparing the two concepts to the use of district heating alone, they resulted in yearly reductions of 720 tCO2 and 570 tCO2.

Directly utilizing data center waste heat for building heating often entails supplying heat to nearby buildings to reduce or eliminate DH and fossil fuel consumption [16–20]. Deym-Dashtebayaz et al. [21] proposed an innovative system that combines free cooling and waste heat recovery to reduce both the cooling energy consumption of a data center in Iran while simultaneously reducing natural gas fuel consumption of a nearby office building. In this setup, the data center relied on a computer room air conditioner (CRAC) for cooling. To facilitate free cooling, two types of economizers were adopted: the air-side economizer and the water-side economizer. Furthermore, the return air from the server racks was captured to heat the nearby office building using an air source heat pump. This study conducted a comprehensive analysis from both a thermoeconomic and environmental perspective, considering four distinct system configurations, the air-side economizer, the water-side economizer, air source heat pump, and the combined setup of them. In terms of waste heat reuse, the results demonstrated that by employing an air source heat pump as a waste heat recovery system, the office building’s natural gas consumption could be reduced by up to 15,000 cubic meters annually. Moreover, it is worth noting that various other studies have delved into systems that integrate cooling, heating, and electricity generation for data centers. Norani and Deym-Dashtebayaz [22] introduced a comprehensive combined cooling, heating, and power system that encompassed an internal combustion engine, an organic Rankine cycle (ORC), and an absorption chiller. In this system, the internal combustion engine generated electricity to power a 1120 kW data center, and its waste heat was efficiently harnessed to drive the ORC and absorption chiller systems, thereby supplying both electricity and cooling to the data center. In a similar vein, Alipour et al. [23] proposed a co-generation system that combined the ORC, absorption chiller, and a linear parabolic collector. This innovative system had the capacity to simultaneously generate cooling, heating, and power. It operated by reusing the hot fluid from the evaporator of the ORC system as a heat source to drive the absorption chiller system, providing cooling for a 313 kW data center. The heat released from the absorption chiller system’s generator was further enhanced using solar energy via the linear parabolic collector. This heated fluid was then used as a heat source to drive the ORC system, ultimately producing power for the data center. It should be underscored that while the focus of both studies [22,23] primarily revolved around cooling and electricity generation for data centers through the utilization of waste heat, rather than direct waste heat reuse for heating purposes, they introduced effective waste heat recovery technologies that could also prove beneficial for data center waste heat reuse in heating applications.

The data center heat recovery systems discussed in the studies above fall into two primary categories: those utilizing heat pumps to recover waste heat from data centers for utilization in district heating networks or buildings, and those relying solely on heat exchangers. These studies conducted comprehensive analyses, taking into account energy, economic, and environmental factors. The results indicate notable savings in heating energy and reductions in CO2 emissions and costs to a certain extent. It is essential to emphasize that a significant portion of these studies focuses on heat pump waste heat recovery systems. The key advantage of these studies lies in their ability to provide the desired heating temperatures and maximize the utilization of waste heat. This versatility makes them well-suited for a wide range of heating applications, including district heating networks [15–17]. Conversely, waste heat recovery systems in data centers that do not incorporate heat pumps may not be fully utilized.

Due to the rapid increase in server power densities, liquid cooling technologies have gained popularity. Particularly the direct-to-chip cooling method employs cold plate technology to cool high-heat electronic components such as CPUs, GPUs, and memory modules [24–29]. A distinctive feature of direct-to-chip cooling is its ability to employ hot water as a coolant for server cooling [16,29], which is environmentally friendly. Direct-to-chip cooling can provide waste heat in the form of...
water at approximately 45 °C or even higher [16]. This temperature range corresponds to the maximum supply water temperature of some low temperature building heating systems. For example, it aligns with the specified maximum supply water temperature of 45 °C for space heating in the secondary side of building DH substations, as stated in the new regulations and guidelines for Finnish buildings [30]. This offers significant opportunities for utilizing waste heat from liquid-cooled racks for heating these low temperature buildings without relying on heat pump [16]. However, the literature contains only a limited number of related studies and most related research focuses on recovering waste heat from the primary side of the cooling distribution unit (CDU), where waste heat is dissipated into the environment [16,31]. Commercial liquid cooling products primarily provide access to the primary side for waste heat recovery. It is worth noting that waste heat can be recovered from either the primary side [16,31] or the secondary side. There is a lack of studies that explore the performance differences between waste heat recovery from the primary and secondary sides of a CDU especially concerning DH-based building space heating networks, which constitute substantial energy consumers within the building sector. This comparison is crucial for designing efficient heat recovery systems to minimize DH consumption. Our study, conducted as part of the WSTAR (Wasa Zero Emission Data Centre) project supported by the European Union’s NextGenerationEU instrument and the Academy of Finland [32], aims to address this research gap.

In this study, we employ liquid-cooled racks within an office building as ‘data furnaces’ to supply heat to the return line of the secondary side of the space heating network. This innovative approach eliminates the need for a heat pump and reduces district heating demand and investment costs. Moreover, this setup minimizes heat loss from the pipes since they are enclosed within the building. Consequently, waste heat utilization has the potential to transform the data center into facilities with zero or even negative CO₂ emissions. The ‘data furnaces’ concept is innovative and aligns with the increasing demand for distributed and edge data centers due to advancements in cloud, distributed, and edge computing technologies [33,34]. These compact data centers can conveniently be located within office or residential buildings, effectively functioning as data furnaces. The idea is to integrate data centers into these buildings, enabling the direct harnessing of waste heat for heating purposes [35]. Furthermore, we have developed a novel relationship graph using scatter plots to illustrate the connection between waste heat recovery rate and outdoor temperature. This novel graph facilitates the design of waste heat recovery systems for DH-based building space heating networks. Given that the supply water temperature of such networks is linearly correlated with outdoor temperature, utilizing these graphs enables the straightforward identification of the most efficient design from a set of options. In an ideal scenario, the relationship graph of a design should exhibit no correlation between waste heat recovery rate and outdoor temperature throughout the heating season, signifying complete waste heat recovery. These graphs represent additional innovations in our study. The objectives of this study are:

- To develop different connection schemes for recovering data center waste heat from either the primary or secondary side of the CDU using a liquid-to-liquid heat exchanger.
- To model and evaluate the performance of the developed connection schemes in terms of waste heat utilization employing the developed novel relationship graph, particularly under extremely cold weather conditions. This study aims to identify a connection scheme that is not affected by outdoor temperature fluctuations, ensuring consistent waste heat utilization performance. To simplify the study, we assume the effectiveness of the heat recovery heat exchanger is the same as that of the CDU heat exchanger, determined from experimental data in the literature. This approach ensures a realistic and informative study that avoids the need to analyze the effects of heat exchanger effectiveness on connection scheme performance, which is not essential for this study’s objectives.
- To conduct a life cycle cost (LCC) and CO₂ emission reduction analysis for different connection schemes. Although the majority of the investment for the WSTAR data center comes from European Union and the Academy of Finland, we anticipate securing additional investment for the data center waste heat utilization system from the building owner where the data center will be situated. Therefore, all LCC analyses in this study consider the perspective of the building owner, and investment costs encompass only the equipment and devices necessary for the building’s space heating network to utilize waste heat, such as liquid-to-liquid heat exchangers, pipework, and certain automation components.

In summary, this paper is dedicated to the development, modeling, and comparison of various waste heat recovery schemes that connect the secondary side of the building’s space heating network with either the primary or the secondary side of the CDU. The primary goal is to optimize the utilization of data center waste heat, thereby reducing DH consumption and CO₂ emissions. This study addresses several gaps in the existing literature and serves as a valuable reference not only for liquid-cooled data centers but also for air-cooled data centers. It is worth noting that the LCC analysis is restricted to the data center waste heat utilization system, underlining the scope of this research.

2. Methodology

We demonstrate the proposed methods in the WSTAR pilot data center. This data center has a 50 kW capacity, with 30 kW dedicated to direct-to-chip cooling for a single rack and an additional 20 kW for free air cooling. It is assumed that a steady 25 kW heat is captured from the liquid-cooled 30 kW rack using direct-to-chip cooling. This means that the data center liquid cooling requirement and waste heat sustain a constant 25 kW. Given that the WSTAR data center will be dedicated to research purposes for at least the first year after its construction, it is feasible to maintain the 30 kW rack operating at a constant capacity. Multiple potential office buildings are being considered for the WSTAR data center, with floor areas ranging from 2000 to 12,000 m². Our preference is an office building with an area close to 3000 m², as such building sizes are predominant among the potential options. It is important to highlight that the novel heat exchanger connection schemes developed in this paper for data center waste heat recovery can be applied to office buildings of various sizes.

In the absence of a heat pump, there are essentially two kinds of heat exchanger connection schemes for recovering waste heat from the liquid-cooled data center: connecting the secondary side of the space heating network to either the primary side or the secondary side of the CDU via a liquid-to-liquid heat exchanger. Therefore, we propose three types of models: a standalone direct-to-chip cooling system, a standalone space heating network, and a combined system where the direct-to-chip cooling system and space heating network are linked by a heat recovery heat exchanger. The primary focus will be on the third type of model. The standalone direct-to-chip cooling system and standalone space heating network serve as the base case. In this study, energy savings and CO₂ emission reductions will be calculated by comparing the base case to the different connection schemes (e.g., third type of models). For example, the annual district heating consumption is assumed to be 286 MWh for the standalone space heating network (base case). If a connection scheme (third type of model) reduces the annual district heating consumption to 140 MWh by utilizing data center waste heat, the energy saving would amount to 146 MWh per year. The CO₂ emission reduction would be determined by multiplying the emission factor (kgCO₂/MWh) of district heating by the district heating saved (146 MWh). For all simulations including three types of mathematical models, we adopt a dynamic approach using the commercial software TRNSYS 18 with a time step set at 1 h. TRNSYS is a transient system simulation program widely employed in renewable energy engineering and building simulations [36]. The subsequent subsections will
introduce the relevant physical equations and input data utilized for modeling these three types of models in TRNSYS 18.

2.1. Direct-to-chip cooling system and input data

Fig. 1 illustrates a typical direct-to-chip liquid cooling system. The coolant distribution unit (CDU) distributes coolant to each liquid-cooled server unit through the rack manifold [37]. CDU has various configurations [38], and Fig. 1 presents a common configuration that includes a liquid-to-liquid heat exchanger (CDU_HX) for outdoor waste heat rejection, a reservoir, and a circulating pump.

The input data for CDU_HX and pumps in Fig. 1 are obtained from Asetek’s report [39]. Appendix VI of [39] presents typical performance data for an 80 kW CDU, including total heat capture (approximately 80 kW), facility flow rate (primary side), server flow rate (secondary side), server supply coolant temperature, server return coolant temperature, facility supply water temperature, facility return water temperature, and server node temperatures. The mass flow rates of the pumps are determined by scaling down the values in [39] based on the ratio of the heat capture in [39] to the data center waste heat (i.e., 25 kW). The specific heat capacity of the coolant, a water-propylene glycol mixture, is estimated from Asetek’s report [39]. The heat exchanger effectiveness of CDU_HX is assumed constant and determined from experimental data in [39]. The input data for the dry cooler are based on the Airedale product [40]. Table 1 presents the important input data for the standalone direct-to-chip liquid cooling system shown in Fig. 1.

The fans of the dry cooler in Table 1 are alternating current (AC) fans [39]. While the electronically commutated (EC) fans are more energy efficient, their power-speed relationship is nonlinear and requires manufacturer-provided performance data [41]. In contrast, AC fans generally exhibit a linear correlation between fan power and speed [41]. In this study, fan power ($P_{fan}$) is calculated as

![Fig. 1. Direct-to-chip liquid cooling system (base case).](image-url)

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input data for the standalone direct-to-chip cooling system.</td>
</tr>
<tr>
<td><strong>CDU (coolant distribution unit)</strong></td>
</tr>
<tr>
<td>Heat exchanger (CDU_HX) effectiveness</td>
</tr>
<tr>
<td>Pump</td>
</tr>
<tr>
<td>Input power (kW)</td>
</tr>
<tr>
<td>Coolant specific heat capacity (kJ/kg.ºC)</td>
</tr>
<tr>
<td><strong>Primary side</strong></td>
</tr>
<tr>
<td>Pump</td>
</tr>
<tr>
<td>Input power (kW)</td>
</tr>
<tr>
<td>Fluid specific heat capacity (kJ/kg. ºC)</td>
</tr>
<tr>
<td><strong>Dry cooler</strong></td>
</tr>
<tr>
<td>Design inlet fluid flow rate (ºC)</td>
</tr>
<tr>
<td>Design outlet fluid temperature (ºC)</td>
</tr>
<tr>
<td>Specific heat capacity (kJ/kg.ºC)</td>
</tr>
<tr>
<td>Design ambient air temperature (ºC)</td>
</tr>
<tr>
<td>Design air flow rate (kg/h)</td>
</tr>
<tr>
<td>Total Heat of Rejection (kW)</td>
</tr>
<tr>
<td>Rated fan power (kW)</td>
</tr>
<tr>
<td>Desired outlet fluid temperature</td>
</tr>
</tbody>
</table>
outlet inqservers Qsp inlet inqservers

This study since variations in the rack inlet coolant temperature are expected to remain below 10 \degree C.

The reservoir is not considered in waste heat utilization modeling due to its insignificance. The implementation of the direct-to-chip cooling system (Fig. 1) using TRNSYS is depicted in Fig. 2.

Fig. 2. TRNSYS model of the direct-to-chip cooling system (time step = 1 h).

\[
P_{\text{fan}} = \frac{P_{\text{fan, rated}}}{\gamma}
\]

where \( P_{\text{fan, rated}} \) represents the rated fan power (kW) obtained from Table 1, and \( \gamma \) is the ratio of the current fan speed to the design fan speed. The rack outlet coolant temperature (\( T_{\text{rack, outlet}} \)) is determined as [42]:

\[
T_{\text{rack, outlet}} = T_{\text{rack, inlet}} + \frac{q_{\text{servers}}}{C_{\text{coolant}}}
\]

where \( T_{\text{rack, inlet}} \) is the rack inlet coolant temperature (\( \degree C \)), \( q_{\text{servers}} \) is the power dissipated by servers (25 kW) and \( C_{\text{coolant}} \) is the heat capacity rate of the coolant (kW/\degree C) (see Table 1). Note that a constant value 25 kW for \( q_{\text{servers}} \) is assumed. In reality, \( q_{\text{servers}} \) is influenced by the rack’s inlet coolant temperature, \( T_{\text{rack, inlet}} \), and is not a fixed constant. The experimental data utilized in this research is derived from Asetek’s performance data for an 80 kW CDU [39]. According to the findings in [39], as the rack inlet coolant temperature rises from 30.3 \degree C to 40.77 \degree C, marking a 10.47 \degree C increase, the heat capture decreases from 70.278 kW to 67.931 kW. In simpler terms, the heat capture only decreases by approximately 3.4% when the rack inlet coolant temperature increases by 10.37 \degree C. As a result, our assumption of a constant \( q_{\text{servers}} \) is justified in this study since variations in the rack inlet coolant temperature are expected to remain below 10 \degree C.

The TemperatureSetting component (Equation) in Fig. 2 sets the desired outlet fluid temperature based on the outdoor temperature (the last row of Table 1). Eq. (2) is implemented in the LiquidCooledRack component (Type 682) in Fig. 2. The WSTAR data center is located in Vaasa, Finland (63°06’N 021’37’E). However, as TRNSYS lacks the weather data for Vaasa, Tampere (61°29’53’N 23°45’36’E), the third largest city in Finland, is selected as a weather location for the Finland Weather component (Type 15) in Fig. 2 due to its similar heating degree days with Vaasa.

Type 511 component (Dry Fluid Cooler) from the commercial software TRNSYS 18 [43] is employed to model the dry cooler. Type 511 characterizes the dry fluid cooler as a single-pass, cross-flow heat exchanger. Within Type 511, the overall heat transfer coefficient (UA) of the dry cooler is initially determined based on user-provided design data. This UA value is then adjusted according to current inlet conditions, which encompass fluid temperature, fluid flow rate, and outdoor temperature. Subsequently, the software calculates the necessary air flow rate for the dry fluid cooler to achieve a user-specified outlet liquid temperature [43]. It should be noted that Type 511 does not factor in wind speed and orientation in its calculations.

2.2. Building space heating network and input data

Fig. 3 depicts the space heating network employed in the university office building.

In accordance with the latest Finnish regulations and guidelines for buildings [30], the valve TV1 is utilized to regulate the flow rate of district heating through the source side of HX1 heat exchanger, which is contingent upon the outdoor temperature. This control mechanism ensures that the supply water temperature in the space heating network remains consistent with the predetermined value established by the control center. The regulations and guidelines [30] specify that the maximum supply water temperature for the space heating network should not exceed 45 \degree C, while the return water temperature should not surpass 30 \degree C. Therefore, we assume that the control of the supply water temperature (TE1) in the space heating network is based on the control curve [44] in Fig. 4.

The specific details regarding the structural composition of the university office building are currently unknown. To effectively model the space heating network, we employ a steady-state model developed by VTT Technical Research Centre of Finland Ltd. [45]. This model facilitates the calculation of hourly space heating power (\( q_{\text{sp}}(t) \)) as follows:

\[
q_{\text{sp}}(t) = \frac{Q_{\text{sp}}}{S_{\text{HDD}}} (T_{\text{HDD}} - T_{\text{o}}(t)), \text{ when } T_{\text{HDD}} > T_{\text{o}}.
\]

\[
q_{\text{sp}}(t) = 0, \text{ when } T_{\text{HDD}} \leq T_{\text{o}}.
\]

where \( Q_{\text{sp}} \) represents the annual space heating (kWh), \( S_{\text{HDD}} \) denotes the heating degree day (Kh or °Ch), \( T_{\text{HDD}} \) signifies the indoor temperature that represents the heating degree day in degrees Celsius (\degree C) and \( T_{\text{o}} \) represents the outdoor temperature (\degree C). Here \( T_{\text{HDD}} \) is set at 17 \degree C. The
heating degree day (SHDD) is calculated as

\[ S_{HDD} = \sum (T_{HDD} - T_o(t)) \tau_{timestep} \]  

where \( \tau_{timestep} \) represents the time step (h). Specifically, for the Tampere weather conditions utilized in TRNSYS, the heating degree day is determined to be 119,509 Kh. Unfortunately, no information regarding the annual space heating consumption for the examined office building was available. However, in a separate Finnish city, Jyväskylä (62° 14.5′ N 025° 44.5′ E), the annual space heating consumption was estimated to be 105 kWh/m² for C1 type Finnish office buildings constructed between 1980 and 2000 [45]. Taking into account the heating degree days, this consumption value is adjusted to 96 kWh/m² for Tampere, resulting in an annual space heating consumption of the office building as 285,662 kWh. Furthermore, a water mass flow rate of 1.64 kg/s is assumed for the secondary side of the space heating network. Utilizing the provided information, the calculation of the space heating return water temperature (\( T_{\text{spreturn}}(t) \)) is determined as

\[ T_{\text{spreturn}}(t) = T_{\text{spsupply}}(t) - \frac{q_{sp}(t)}{C_p} \]  

where \( T_{\text{spsupply}} \) represents the space heating supply water temperatures (°C), and \( C_p \) corresponds to the heat capacity rate of the water (kW/°C)

![Fig. 4. Control curve for space heating supply water temperature [44].](image)

![Fig. 5. Data center waste heat utilization network: Scheme 1.](image)
in the secondary side of the space heating network (refer to Fig. 4). Eqs. (3)–(5) are programmed within TRNSYS’ equation component, which will be elaborated on in the subsequent subsection.

2.3. Heat exchanger connection schemes for data center waste heat utilization

Two heat exchanger connection schemes are proposed and illustrated in Figs. 5 and 6.

The red-highlighted sections in both figures represent modifications to the pipe lines for the standalone direct-to-chip liquid cooling system (Fig. 1) or newly added pipe lines and equipment. The primary distinction between the two schemes lies in the placement of the newly added liquid-to-liquid heat exchanger, referred to as “HX2.” In Scheme 1, HX2 is connected to the secondary side of the CDU. However, in Scheme 2, HX2 is connected to the primary side of the CDU. Scheme 1 can be regarded as utilizing the return water from the space heating network to directly cool the IT servers. If the waste heat cannot be fully utilized in Scheme 1, any remaining waste heat is then discharged to the outdoors through CDUHX. In contrast to Scheme 2, where waste heat rejection and recovery are integrated within the same loop, Scheme 1 completely isolates waste heat rejection from the recovery process. Consequently, in Scheme 1, the pump in the primary side of the CDU can be stopped during cold winters since most of the waste heat is utilized. On the other hand, in Scheme 2, the pump must remain operational at all times. Clearly, this provides a notable advantage for Scheme 1.

HX2 (Figs. 5 and 6) serves as a heat recovery heat exchanger with the same effectiveness as the CDU_HX heat exchanger, i.e., 0.7. Commercial CDU products like Asetek [39], nVent [46], and CoolIT [47] typically offer liquid-to-liquid heat exchangers with effectiveness ranging from 0.5 to 0.8. Taddo [31] used an effectiveness of 0.7 for all liquid-to-liquid heat exchangers when modeling data center waste heat recovery systems using TRNSYS. Therefore, an effectiveness of 0.7 for the heat exchanger is a realistic value.

2.3.1. Mass flow rate controls

To maintain consistency, the mass flow rates of all pumps remain unchanged from those employed in the standalone direct-to-chip liquid cooling system and space heating network (Table 1). The mass flow rate of the space heating return water entering the load side of HX2 (depicted in Figs. 5 and 6) is held constant at 1200 kg/h by the three-way valve TV2. However, the source side mass flow rate of HX2 is regulated by the three-way valve TV3, utilizing an iterative feedback controller implemented in TRNSYS 18 as Type 22 [36]. Type 22 utilizes the secant method to calculate the control signal, minimizing tracking error. Further details about Type 22 can be found in [36]. The control strategies are outlined in the following:

- For outdoor temperature \(\leq 6.55^\circ C\), \(m_{\text{source side HX2}}\) equals 1000 kg/h for Scheme 1 and 1200 kg/h for Scheme 2, while \(\dot{m}_{\text{bypassing source side HX2}}\) equals 0 for both. Here, \(m_{\text{source side HX2}}\) denotes the mass flow rate of waste heat entering HX2 from the direct-to-chip cooling system, and \(\dot{m}_{\text{bypassing source side HX2}}\) indicates the mass flow rate of waste heat bypassing HX2.
- For \(6.55^\circ C < \text{outdoor temperature} < 17^\circ C\), the iterative feedback controller is activated to compute \(m_{\text{source side HX2}}\) for both schemes. \(\dot{m}_{\text{bypassing source side HX2}}\) then equals \((1000 \text{ kg/h} - m_{\text{source side HX2}})\) for Scheme 1 and \((1200 \text{ kg/h} - m_{\text{source side HX2}})\) for Scheme 2.
- For outdoor temperature \(\geq 17^\circ C\), \(m_{\text{source side HX2}}\) Equals 0 for both schemes, while \(\dot{m}_{\text{bypassing source side HX2}} = 1000 \text{ kg/h}\) for Scheme 1 and 1200 kg/h for Scheme 2.

When the outdoor temperature is upper than 6.55 °C, the space heating demand is approximately 25 kW. In essence, for both schemes, if the space heating demand equals or exceeds 25 kW (i.e., outdoor temperature \(\leq 6.55^\circ C\)), the three-way valve TV3 is regulated to enable complete recovery of data center waste heat via the heat recovery heat exchanger HX2. Conversely, when the space heating demand is below 25 kW, an iterative feedback controller is utilized to regulate TV3, allowing only a portion of the data center waste heat to be recovered. This approach minimizes the difference between the space heating return water temperature (TE2) and the supply water temperature defined by the control curve presented in Fig. 4. In practical implementation, it may be necessary to modify this algorithm, as waste heat is unlikely to remain constant. For instance, the iterative feedback controller can be replaced with a proportional–integral–derivative (PID) controller, regulating TV3 to align the space heating return water temperature (TE2) as closely as possible with the space heating supply water temperature defined by the control curve in Fig. 4.

2.3.2. TRNSYS models

Two schemes are implemented using TRNSYS 18 [36] (Fig. 7 and Fig. 8).

![Fig. 6. Data center waste heat utilization network: Scheme 2.](image-url)
The SpaceHeatingNetwork component (Equation) incorporates the space heating network, including the control curve shown in Fig. 4 and Eqs. Eqs. (3) – (5). The three-way valves, TV2 and TV3, are simulated using the SPDiverting (Type 647), SPMixing (Type 649), DCDiverting (Type 647), and DCMixing (Type 649) components. The iterative feedback controller is modeled using the WasteHeatController component (Type 22). Additionally, in Scheme 1 (Fig. 7), a thermostat component named PumpController (Type 113) is utilized to activate the CirculatingPumpRejection (Type 114) only when the source side outlet temperature of CDU_HX exceeds 41 °C; otherwise, the pump remains inactive. This approach effectively saves pump energy, distinguishing it from Scheme 2, where the CirculatingPumpRejection needs to be operational at all times. In the subsequent analysis, we will examine this distinction along with the saved district heating for the two schemes.

2.4. Life cycle cost under euro and CO2 emission reductions

The life cycle cost (LCC) assesses the profitability of different options by calculating the net present value (NPV) of the initial capital investment and all other life cycle costs. The NPV can be determined as [48].

\[ NPV = -C_0 + \sum_{n=1}^{N} \frac{C_n}{(1+r)^n} \]  

where \( C_0 \) represents the initial investment cost in euros (€), \( C_n \) denotes the annual cash flow in euros (€), \( N \) represents the total number of years, and \( r \) represents the discount rate. In this study, annual cash flow \( C_n \) is computed as

\[ C_n = CDH_n - C_{\text{maintainance}}n \]  

where \( CDH_n \) corresponds to the cost savings associated with district heating, while \( C_{\text{maintainance}}n \) represents the maintenance cost related to \( CDH_n \).

It is important to note that \( CDH_n \) and \( C_{\text{maintainance}} \) are inflation-adjusted costs, taking into account inflation to adjust the initial costs. The utilization of waste heat not only reduces the cost of district heating but also decreases the electricity expenses for the pump (e.g., in Scheme 1) and the dry cooler. As previously mentioned, the LCC analysis in this study is conducted from the perspective of the building owner rather than the data center owner. The electricity bill for the data center will be covered by the data center owner. Therefore, the electricity cost savings resulting from the pump in the primary side of the CDU and the dry cooler are not...
Table 2

<table>
<thead>
<tr>
<th>Components</th>
<th>Unit cost</th>
<th>Quantity (Scheme 1)</th>
<th>Quantity (Scheme 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heating pipes</td>
<td>€/m</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Plate heat exchanger</td>
<td>€</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Actuated three-way valve</td>
<td>€</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Siemens PLC (Programmable logic controller)</td>
<td>€</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Waterproof DS18B20 digital temperature sensor</td>
<td>€</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Wiring and connectors</td>
<td>€</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Flow sensor</td>
<td>€</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td><strong>Total investment (€)</strong></td>
<td>€6570</td>
<td>6570</td>
<td></td>
</tr>
<tr>
<td><strong>Installation cost (50% investment, €)</strong></td>
<td>€3285</td>
<td>3285</td>
<td></td>
</tr>
<tr>
<td><strong>Capital cost (€)</strong></td>
<td>€9855</td>
<td>9855</td>
<td></td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Cost factor</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of years</td>
<td>25 [50]</td>
</tr>
<tr>
<td>Discount rate</td>
<td>7% [50]</td>
</tr>
<tr>
<td>Inflation rate</td>
<td>2% [51]</td>
</tr>
<tr>
<td>Electricity price for the first year</td>
<td>€120.69/MWh [52]</td>
</tr>
<tr>
<td>Electricity inflation rate</td>
<td>2% [52]</td>
</tr>
<tr>
<td>District heating price for the first year</td>
<td>€89.33/MWh [52]</td>
</tr>
<tr>
<td>District heating inflation rate</td>
<td>3% [52]</td>
</tr>
</tbody>
</table>

Included in the LCC assessment. However, these aspects will be addressed for both schemes in Section 3.

2.4.1. Investment cost

The primary cost associated with the heating system is attributed to the heating distribution pipes. As the specific location of the data center site has not been determined yet, an accurate estimation of pipe length is not available. For the purpose of analysis, we assumed a total pipe length of 50 m. Another significant cost factor is the installation cost. While some articles suggest that installation cost accounts for approximately 15% of the investment cost [49], in practice, it tends to exceed this percentage. When a project is entrusted to a company, the installation cost encompasses not only equipment delivery, installation, automation, and commissioning, but also project planning and supervision. In this study, we considered the installation cost to be approximately 50% of the investment cost. Table 2 provides a breakdown of the investment costs. All prices are derived from internet resources and are representative of average or above-average prices.

The annual maintenance cost is set at 2% of the total investment cost, resulting in a value of 131.4 € for both schemes. It should be noted that there may be additional costs associated with the purchase of a more powerful pump or an additional pump for the space heating network, considering the introduction of the data center waste heat network. However, these costs were not taken into account as the specific data center site has not been determined, and information regarding the pumps in the space heating network is currently unavailable. The input data required for the calculation of the net present value (NPV) are presented in Table 3.

2.4.2. CO2 emission reductions

The assumed district heating energy savings are kept constant for each year in both schemes. The annual reduction in CO2 emissions can be calculated as

\[ \text{CO}_2\text{emission}_{\text{reduction}} = \varepsilon \bar{Q}_\text{DH,electricity_saving} \]

where \( \varepsilon \) represents the emission factor in kilograms of CO2 per kilowatt-hour (kgCO2/kWh), and \( \bar{Q}_\text{DH,electricity_saving} \) corresponds to the saved district heating energy and electricity (including the dry cooler and the pump in the primary side of CDU) in kWh. The Finnish Ministry of the Environment has published emission factors for future years to assess the life cycle CO2 emissions [53]. Fig. 9 illustrates the CO2 emission factors for electricity and district heating over the calculated 25-year period.

3. Results and discussion

3.1. District heating and electricity savings by utilizing data center waste heat

Fig. 10 showcases the relationships between the recovered waste heat from the data center and the outdoor temperature during the coldest months of January and February.

In Scheme 2 (Fig. 10), the data center waste heat recovery rate decreases with outdoor temperature, dropping below 20 kW when the temperature is below –20 °C. In contrast, Scheme 1 maintains a stable waste heat recovery rate around 25 kW, regardless of outdoor temperature fluctuations. The primary reason for this discrepancy is the location difference of HX2. In Scheme 1, the data center waste heat is recovered through a single heat exchanger HX2, whereas the waste heat is recovered through two heat exchangers HX2 and CDU HX in Scheme 2. In the context of heat recovery using the liquid-to-liquid heat exchanger HX2, the maximum possible heat transfer rate is determined by the formula: 

\[ C_{\text{liquid primary or secondary}} \times (T_{\text{hot}} - T_{\text{known}}) \]

where \( C_{\text{liquid primary or secondary}} \) represents the liquid heat capacity rate (kW/°C) on the secondary side of the CDU for Scheme 1 and on the primary side of the CDU for Scheme 2. In this equation, \( T_{\text{hot}} \) corresponds to the rack outlet coolant temperature for Scheme 1 and the outlet load temperature of the CDU for Scheme 2, as depicted in Figs. 5-6. \( T_{\text{known}} \) represents the temperature of the water returning from space heating. It is worth noting that the liquid’s heat capacity rate on the secondary side of the CDU is slightly lower than that on the primary side. The difference is so small that can be disregarded for simplicity. Consequently, the maximum possible heat transfer rate is directly proportional to the temperature difference between the hot and cold fluids, namely \( (T_{\text{hot}} - T_{\text{known}}) \), for the heat recovery heat exchanger HX2. However, in the case of HX2 in Scheme 2, it is evident that the hot fluid`s temperature (outlet load temperature of the CDU, as shown in Fig. 6) is lower than the rack outlet coolant temperature. This implies that the maximum possible heat transfer rate for Scheme 2 is smaller than that for Scheme 1. Simulation results confirm this observation. For instance, in January as depicted in Fig. 10, the average temperature difference between the hot and cold fluids for the heat recovery heat exchanger HX2 is 33.1 °C for Scheme 1 and only 27.09 °C for Scheme 2. This explains why Scheme 1 exhibits a more consistent and significant waste heat recovery rate compared to Scheme 2, as shown in Fig. 10. Even under extremely cold conditions, Scheme 1 still maintains a sufficiently large temperature difference for the heat recovery heat exchanger HX2 to fully recover waste heat generated by the data center. This also suggests that, in order to recover the same amount of data center waste heat, Scheme 1 requires
a lower waste heat temperature (TE4 in Figs. 5 and 6) compared to Scheme 2. A lower rack inlet coolant temperature generally implies a higher heat capture capability, as demonstrated in [39,47] in their CHx40 module cooling capacity performance graphs. In other words, Scheme 1 has the potential to recover more waste heat compared to Scheme 2. Another contributing factor is that the fluid temperature leaving the dry cooler is controlled around 31 °C to keep the rack inlet coolant temperature below 41 °C, in line with the experimental conditions in [39] to maintain waste heat close to 25 kW. As a result, in Scheme 2, the waste heat temperature is reduced, causing a minor portion of the waste heat to be expelled to the outdoors during periods of low outdoor temperature when the space heating return water temperature rises.

The above discussions offer scientific explanations for the differences in waste heat recovery rates between the two schemes, as depicted in Fig. 10. The resulting performance differences subsequently yield the flowing outcomes showcased in Figs. 11–12. Fig. 11 offers a monthly breakdown of waste heat utilization for both systems and Fig. 12
illustrates the correlation between the outlet temperature on the load side of HX2 (denoted as TE3 in Figs. 5 and 6) and outdoor temperatures during January and February:

- Scheme 1 outperforms Scheme 2 with an annual utilized waste heat of 155.2 MWh compared to 138 MWh for Scheme 2.
- During cold months of January, February, March, November, and December, almost all waste heat can be effectively reused in Scheme 1. Annually, approximately 71% and 63% of the waste heat can be utilized in Schemes 1 and 2, respectively.
- Scheme 1 can elevate the space heating return water temperature to the desired supply water temperature defined by the control curve in Fig. 4 without the need for a heat pump. In fact, even for Scheme 2, a heat pump is not required in the current case because district heating is still necessary during winter.

Notably in Fig. 11 when the space heating demand falls below the available waste heat (e.g., 25 kW), an iterative feedback controller (WasteHeatController in Figs. 7–8) activates to regulate the flow of waste heat into HX2 to ensure that it meets the current space heating demand. This control mechanism results in waste heat utilization fluctuating rather than precisely matching the space heating demand. During post-processing of the simulation data, all utilized waste heat data exceeding the space heating demand are considered equal to the

Fig. 11. Monthly utilized data center waste heat for the two schemes.

Fig. 12. Relationship between the load side outlet temperature of HX2 (TE3, Figs. 5 and 6) and outdoor temperature for the two schemes.
space heating demand. Consequently, this leads to a slight discrepancy between the waste heat utilization data and the actual space heating demands in warmer months of June, July, and August.

In addition to the savings in district heating, the utilization of waste heat from the data center can also lead to reduced electricity consumption for the dry cooler and the pump in the primary side of the CDU, as illustrated in Fig. 13.

As previously stated, Scheme 1 recovers waste heat from the secondary side of the CDU (refer to Fig. 5). In this configuration, the pump on the primary side of the CDU is activated only when surplus waste heat is available. In contrast, Scheme 2 recovers waste heat from the primary side of the CDU (see Fig. 6), which requires continuous operation of the pump on the primary side of the CDU. Therefore, during the winter season in January, February, and December, the electricity inputs for the dry cooler and pump in the primary side of CDU are reduced to zero for Scheme 1. Overall, compared to the base case, Schemes 1 and 2 yield yearly electricity savings of 2290.5 and 905.2 kWh, respectively. Given the limited liquid cooling capacity of 25 kW for the WSTAR data center, these savings hold significant importance from an energy efficiency perspective, especially in Scheme 1, where approximately 1% of the cooling capacity (25 kW) is conserved.

Scheme 1 outperforms Scheme 2 in terms of waste heat recovery and electricity savings. The extent of this superiority depends on the setting of the rack inlet coolant temperature. Generally, the gap widens as the rack inlet coolant temperature decreases. Thus, from both safety and energy perspectives, Scheme 1 emerges as the superior choice.

Although the impact of heat exchanger effectiveness (HX2 and CDU_HX) on the two schemes’ performance is not studied in this work, it is evident that the performance gap between the schemes diminishes with increasing effectiveness. However, higher effectiveness for a plate heat exchanger can result in fouling, increased pressure drops, higher costs, and additional maintenance. Thus, considering maintenance and operation, Scheme 1 is also an optimal selection.

Despite the thorough exploration of the proposed innovative solutions, it is important to acknowledge that there are limitations and potential exclusions in the application of the developed schemes, which are described as follows:

- The developed schemes exhibit reduced efficiency when applied in high-temperature heating systems, especially Scheme 2. For instance, in old existing buildings where the maximum supply and return water temperatures on the secondary side of the space heating network are set at 70 °C and 40 °C, respectively [30], this 40 °C return water temperature is 10 °C higher than the new regulation. Such elevated return water temperatures significantly reduce the temperature difference between the hot and cold fluids for heat recovery heat exchanger HX2, leading to an insufficient heat exchange rate during cold weather.
- The developed schemes are less effective in a liquid cooling system with a constant flow rate on the secondary side of the CDU. The reason mirrors the first limitation. If the flow rate remains constant on the secondary side of the CDU, the rack outlet coolant temperature decreases during partial loads, resulting in a reduction of the temperature difference between the hot and cold fluids for heat recovery heat exchanger HX2.
- Both schemes are specifically designed for distributed and edge data centers situated within buildings. Standalone data centers require further investigation, which could be a focus for future research.

3.2. Life cycle cost and CO2 emission reductions

Figs. 14–15 present the LCC and CO2 emission reductions for the proposed two schemes. The payback period for both schemes is less than one year, indicating their profitability from the perspective of the building owner. Over a span of 25 years, Scheme 1 is estimated to save approximately 203,287 € in district heating costs compared to the base case, while Scheme 2 is expected to save about 177,443 €. Notably, Scheme 1 demonstrates an additional saving of 25,844 € compared to Scheme 2. Importantly, both Schemes 1 and 2 contribute to a significant reduction in CO2 emissions, with total reductions of 291,996 kgCO2 and 258,192 kgCO2, respectively.
Conducting LCC analysis that accounts for the impact of climate change is particularly challenging because of the limitations in obtaining reliable projected climate data. A study [54] conducted in Finland reveals a significant trend: the annual heating demand for buildings is expected to decrease by 2–4% per decade, while the annual cooling demand is projected to increase by 4–8% per decade. This projected result translates to a potential 5–10% reduction in heating demand for the building after 25 years. Consequently, the recovered waste heat will decrease, resulting in reduced profitability and longer payback times for both schemes. Notably, Scheme 2’s waste heat recovery rate decreases as outdoor temperatures drop (as illustrated in Fig. 10). This means that Scheme 2 benefits from milder winters, which narrows the performance gap between the two schemes. However, as demonstrated in Fig. 11, during cold months, the building’s heating demands greatly exceed the available waste heat capacity. Consequently, a 5–10% reduction in heating demands has a relatively minor impact on the recovered waste heat for both schemes. This results in a higher percentage of reused waste heat in meeting heating energy needs, signifying a more renewable heating energy source for the building. It is essential to recognize that the discussions presented here are based on limited climate change resources, and a more comprehensive study is necessary in the future to substantiate and quantify these findings.

While uncertainties exist in LCC analysis, all the results presented in this paper clearly demonstrate that, from both an economic and CO₂ emission perspective, Scheme 1 outperforms Scheme 2. Crucially, both schemes exhibit a payback time of less than a year due to their low initial investment cost and system energy consumption.
4. Conclusions and future work

Two heat exchanger design schemes, Scheme 1 and Scheme 2, are proposed to directly utilize data center waste heat from a liquid-cooled rack for the building space heating network. Scheme 1 recovers waste heat from the secondary side of CDU, while Scheme 2 recovers waste heat from the primary side. Using TRNSYS 18, we thoroughly study their waste heat utilization rate performance and quantify the recovery potentials for both primary and secondary sides, making this the pioneering paper on such a study for liquid-cooled data centers. Further, we conduct analyses on LCC and CO2 emission reduction for both schemes. The findings of our study are carefully presented and discussed in Section 3. The following conclusive results can be reached:

- Initially, we believed that high-grade waste heat from liquid-cooled data centers could be fully recovered and reused when building heating demand surpasses waste heat. However, our simulations reveal a different reality. The results indicate that connecting the heat recovery heat exchanger to the primary side of CDU (Scheme 2) leads to a decrease in the waste heat recovery rate as the outdoor temperature drops. On the contrary, connecting the heat exchanger to the secondary side of CDU (Scheme 1) avoids this issue and maintains a constant waste heat recovery rate, regardless of outdoor temperature. This crucial finding represents one of the major contributions of this paper, which highlights the importance for designers of data center waste heat utilization systems to consider not only rack inlet coolant temperature, coolant flow rate, and facility flow rate but also the connection side of CDU for heat recovery heat exchangers.

- Both schemes can achieve profitability within one year due to the absence of a heat pump requirement, leading to significant reductions in investment, energy and CO2 emission.

- Both schemes substantially decarbonize the data center and the building space heating network by reducing district heating and electricity consumption.

Notably, it is the first research paper to examine liquid cooling waste heat recovery system performance for DH-based building space heating network on the primary and secondary sides of a CDU. The common practice is to use heat pumps, but our proposed method eliminates the need for a heat pump, resulting in significant energy and CO2 emission savings. A novel relationship graph between waste heat recovery rate and outdoor temperature is introduced to aid and optimize system design. Analyzing these graphs reveals that waste heat recovery rate may decrease with outdoor temperature when recovering waste heat from the primary side of a CDU in colder weather, which presents a completely new discovery that will impact future carbon-neutral data center designs.

Limitations exist despite the comprehensive scope of this study. One limitation of this work is the absence of waste heat utilization on the air-cooled electronic components and racks (approximately 25 kW) due to the underdetermined cooling method—whether to use direct evaporative cooling or develop a new approach. Consequently, crucial research on topics such as the impact on Power Usage Effectiveness (PUE) when reusing waste heat and the potential Energy Reuse Effectiveness (ERE) remains unexplored. In future studies, incorporating air-cooled electronic components for waste heat utilization will allow us to investigate these significant areas. A simple and effective approach would be to employ a run-around heat recovery system [55] to recover waste heat from the hot exhaust air dissipated by air-cooled electronic components and racks. This system can preheat outdoor air for building air handling units (AHU) during winter, preventing AHU heat recovery units from freezing and enhancing efficiency under extreme cold conditions. Additionally, we will examine the impact of the run-around heat recovery system’s location on waste heat reuse, while comparing its life cycle cost and CO2 emission reductions with those of a heat pump heat recovery system.

Another limitation is the uncertainty associated with the projected climate data, which may affect the accuracy of our detailed LCC analysis regarding climate change impact issues, as discussed earlier. This topic will also be our future study.

Another noteworthy area of future research is investigating the full recovery of data center waste heat under extreme cold weather conditions (e.g., < −20 °C) from the primary side of CDU without significantly increasing the heat exchanger effectiveness. This is crucial as recovering waste heat from the primary side is more common.
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