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The presence of copper impurities is known to deteriorate the bulk minority carrier lifetime of silicon. In p-type silicon, the degradation occurs only under carrier injection (e.g., illumination), but the reason for this phenomenon called copper-related light-induced degradation (Cu-LID) has long remained uncertain. To clarify the physics of this problem, a mathematical model of Cu-LID was introduced in Paper I of this article. Within the model, kinetic precipitation simulations are interlinked with a Schottky junction model for electric behavior of metallic precipitates. As this approach enables simulating precipitation directly at the minority carrier lifetime level, the model is verified in this second part with a direct comparison to the corresponding degradation experiments and literature data. Convincing agreement is found with different doping and Cu concentrations as well as at increased temperature, and in the dark, both simulated degradation and measured degradation are very slow. In addition, modeled final lifetimes after illumination are very close to experimental final lifetimes, and a correlation with the final precipitate size is found. However, the model underestimates experimentally observed differences in the degradation rate at different illumination intensities. Nevertheless, the results of this work support the theory of Cu-LID as a precipitate formation process. Part of the results also imply that heterogeneous nucleation sites play a role during precipitate nucleation. The model reveals fundamental aspects of the physics of Cu-LID including how doping and heterogeneous nucleation site concentrations can considerably influence the final recombination activity. Published by AIP Publishing.

I. INTRODUCTION

A complete mathematical model for simulating copper-related light-induced degradation (Cu-LID) at the minority carrier lifetime level was proposed in Paper I of this two-part contribution. In the following, the contents of the first part are briefly summarized to provide a context for the results presented in this paper in which the model is verified with experiments. Based on earlier findings in the literature, reviewed in Paper I, it is conceivable that Cu-LID is a precipitation process of positively charged interstitial Cu (Cu⁺) ions, forming metallic Cu₃Si precipitates that are highly recombination active in the Si bulk. Therefore, the model is based on a fundamental premise according to which the evolution of a supersaturated solid solution of interstitial Cu toward its thermal equilibrium precipitated state is retarded, in p-type Si, by electrostatic repulsion from the positively charged Cu₃Si precipitate nuclei. Growth and dissolution rates of a kinetic precipitation model, originally derived for electrically neutral spherical precipitates, were modified to include this electrostatic effect. In addition, a Schottky junction model for metallic precipitates in Si was utilized to calculate the precipitate-related electric field. Consequently, it was shown that the magnitude of the electric field can vary considerably depending on the excess electron concentration and that precipitation kinetics can change even five orders of magnitude depending on whether the sample is illuminated or resides in the dark. This kinetic effect was interpreted to provide a possible explanation for Cu-LID. Since the mentioned Schottky model also allows the calculation of the precipitate-limited minority carrier lifetime, the full procedure for simulating lifetime degradation due to Cu precipitation with respect to illumination time was described.

Several aspects of Cu-LID have been studied experimentally in previous articles, where, for example, dependences on Cu concentration, temperature, bulk microdefect density, substrate growth method, dopant growth method, dopant concentration, and dopant type have been addressed. In this article, in addition to providing new experimental data, we take another look at some of the previously published results. The fact that the proposed model works at the minority carrier lifetime level, which is one of the most accessible quantities describing the properties of a semiconductor, makes comparison to experiments particularly straightforward. Consequently, internal mechanisms of the model can be studied to understand fundamental changes imposed on the precipitation process when, for example, the above mentioned material and environmental parameters are varied. Due to the fact that a high density of small precipitates can provide a considerably larger recombination surface for minority charge carriers than a low density of large precipitates, the details of the precipitate nucleation and growth process are important from the point of view of final recombination activity of Cu-LID. Therefore, in addition to providing an estimation of the final precipitate
size, we are able to specify factors (e.g., doping and heterogeneous nucleation site concentrations) that influence recombination losses deriving from this defect mechanism.

II. MATERIALS AND METHODS

A. Experimental details

Table I summarizes the wafer types analyzed in this work. All wafer types are boron-doped (100)-oriented monocrystalline electronic-grade silicon. Interstitial oxygen concentrations, \([O_i]\), in Table I are given by the manufacturer for the Czochralski (Cz) wafers, and a typical (very low) value is reported for the float zone (FZ) material.

The wafers were cleaned with the standard RCA process and surface passivated by thermal oxidation at 900 °C for 40 min in O2, followed by a 20 min anneal at 900 °C in the N2 atmosphere. Cu contamination was performed with the spin coating method using a 1 ppm (w/v) Cu solution, followed by in-diffusion at 800 °C in an N2 atmosphere for 20 min. The wafers were pulled out of the furnace at 800 °C and cooled in air. Temperature ramp during cooling was measured from the wafer surface with an infrared thermometer. With the 1 ppm solution, the in-diffused bulk interstitial Cu concentration, marked \(C_{\text{Cu, in}}\), in the text, was estimated to be \(0.76 \times 10^{14} \text{ cm}^{-3}\), \(1 \times 10^{14} \text{ cm}^{-3}\), and \(1.6 \times 10^{14} \text{ cm}^{-3}\) in 525 μm, 400 μm, and 250 μm thick wafers, respectively. These estimations are based on earlier work involving transient ion drift [TID; detection limit \(\sim 10^{11} \text{ cm}^{-3}\) (Ref. 11)] measurements,\(^7\) and assuming that the in-diffused concentration scales directly with a wafer thickness. To prevent out-diffusion of the interstitial Cu ions and improve surface passivation provided by the thermal oxide, the wafers were double-side corona charged with a surface charge of \(+260 \text{ nC cm}^{-2}\).

The wafers were illuminated using either an LED lamp (illumination intensity corresponding to \(<1\text{ sun}\)) with a peak wavelength at 540 nm or a halogen lamp (\(\geq 1\text{ sun}\)) with a slightly broader spectrum peaking at 590 nm. Illumination intensity \((0.003–1.8\text{ sun})\) was measured using a Si photodiode-based spectrometer, and the front reflectance \(R(\lambda)\) was measured with a USB spectrometer, and the front reflectance with a ultraviolet-visible-near infrared (UV-VIS-NIR) spectrometer. Due to the thickness of the wafers and the illumination time associated with manual measurements, which involve moving the sample between the lamp and the QSSPC stage. Unless otherwise mentioned, the lifetime is reported at an excess carrier concentration \(\Delta n_e = 0.1 \times N_s\), where \(N_s\) is the acceptor concentration.

The generation rate in the wafers, required for the simulations, was determined from

\[
G = \left( \frac{hc}{E_0} \int_0^{E_0} E(\lambda) \frac{hc}{E(\lambda)} \times (1 - R(\lambda)) d\lambda \right) / w, \quad (1)
\]

where \(\lambda\) is the wavelength of light, \(E(\lambda)\) is the spectral irradiance of the light source at wavelength \(\lambda\), and \(R(\lambda)\) is the \(\lambda\)-dependent front reflectance of the wafer, \(h\) is the Planck constant, \(c\) is the speed of light in air, \(E_G\) is the energy gap of Si, and \(w\) is the wafer thickness. Spectral irradiance was measured with a USB spectrometer, and the front reflectance with a UV-VIS-NIR spectrometer.

The thickness of the wafers and the illumination spectra of the LED and the halogen light sources lacking wavelengths above 860 nm, transmittance through the wafer was considered negligible.

B. Details of calculating the effective minority carrier lifetime

The simulated effective lifetime, \(\tau_{\text{eff}}\), was calculated assuming five different recombination channels, including the Cu precipitates, fast recombination center (FRC) and slow recombination center (SRC) of the boron-oxygen (BO) defect, Auger/radiative recombination, and background/surface recombination. Instead of the full model, the precipitate-limited lifetime at RT was calculated using a parametrization based on the Schottky junction model.\(^4\) Nevertheless, at the relevant excess carrier concentration interval of \(\Delta n_e = 10^{12}–10^{16} \text{ cm}^{-3}\), the full model has been found to provide results that are practically independent of the exact value of the Schottky barrier height as measured from the conduction band edge, \(\Phi_{\text{BS}}\), in a range from 0.45 to 0.7 eV. Therefore, lifetimes determined from the parametrization do not significantly differ from the results provided by the full model in the mentioned \(\Phi_{\text{BS}}\) range.\(^4\)

Initial injection-dependent \(\tau_{\text{eff}}\), assumed to be limited by background, surface, Auger, and radiative recombination, was taken from experimental QSSPC data separately for each sample. If this experimental information was unavailable (in the case of LID data from the literature), an injection-independent background/surface recombination-limited lifetime was assigned, which was corrected for Auger and radiative recombination with the parametrization of Richter et al.\(^{12}\) This simplification was found to have negligible effects on simulation results at intensities exceeding 0.1 sun.

Since the Cz wafers in Table I have a high \(O_i\) concentration, they are, in addition to Cu-LID, also susceptible to LID

<table>
<thead>
<tr>
<th>Wafer type</th>
<th>Growth method</th>
<th>Resistivity (Ω cm)</th>
<th>Thickness (μm)</th>
<th>([O_i]) (cm(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-res FZ</td>
<td>FZ</td>
<td>1.0</td>
<td>250</td>
<td>(&lt;1 \times 10^{16})</td>
</tr>
<tr>
<td>Low-res Cz</td>
<td>Cz</td>
<td>3.4–3.9</td>
<td>400</td>
<td>(&gt;7 \times 10^{17})</td>
</tr>
<tr>
<td>High-res Cz</td>
<td>Cz</td>
<td>18–22</td>
<td>525</td>
<td>(5.5–6.5 \times 10^{17})</td>
</tr>
</tbody>
</table>
due to the BO defect.\textsuperscript{13} The effect of the BO defect was calculated via the Shockley–Read–Hall (SRH) statistics using parametrized models of injection-dependent lifetime and recombination activity for both FRC\textsuperscript{14} and SRC,\textsuperscript{15–17} where the rate constants were taken from Schön \textit{et al.}\textsuperscript{18} Based on a comparison between experimental lifetime data and the lifetime given by the BO parametrization, the FRC defect concentration was found to vary between a value defined by the parametrization and a lower value, most likely due to uncontrolled degradation between sample processing and the first lifetime measurement. Therefore, to obtain good fits to experimental data, the FRC stage defect concentration was adjusted for each sample separately. However, the FRC defect considerably affects the lifetime only in the beginning of degradation, whereas its influence decreases toward the end, and the effect on the final lifetime is negligible (seen later, e.g., in Fig. 1). In the case of high-res Cz, the defect concentration of the slow SRC stage was calculated based on the parametrization of Bothe \textit{et al.}\textsuperscript{17} using \([O_i] = 6 \times 10^{17} \text{ cm}^{-3}\) as given by the manufacturer. In the case of low-res Cz, however, with the minimum \([O_i] = 7 \times 10^{17} \text{ cm}^{-3}\) given by the manufacturer the parametrization resulted in too low BO defect-limited lifetime (\(\sim 75 \mu\text{s}\) at \(N_d = 0.1 \times N_a\)) as compared to experimental data (130–180 \(\mu\text{s}\)) obtained with reference wafers without Cu contamination. To improve agreement between experiments and parametrization in this case, the SRC defect concentration given by the parametrization with \([O_i] = 7 \times 10^{17} \text{ cm}^{-3}\) was multiplied by a fixed factor of 0.43, and the obtained defect concentration value was then used in the case of all low-res Cz samples of this work (seen later e.g., Fig. 1).

In addition to Cu-LID and the BO defect, another possible source of light-induced changes in \(\tau_{\text{eff}}\) comes from possible parasitic iron contamination from the Cu contamination process and consequent dissociation of Fe–B pairs to the interstitial species, Fe\textsubscript{i}, during QSSPC measurements. Macdonald \textit{et al.}\textsuperscript{19} reported that a threshold flash intensity of 5 \(\text{W cm}^{-2}\) is required for Fe–B dissociation. We use this exact QSSPC flash intensity, meaning that Fe–B dissociation may occur. The influence of iron on LID curves is analyzed in Sec. III A using SRH statistics with Fe-related capture cross sections from Ref. 20.

II. COMPARISON BETWEEN MODEL AND EXPERIMENTS

A. Minority carrier lifetime evolution under illumination and in the dark

In Fig. 1, experimental LID data are compared with simulations and divided into components due to Cu precipitation and BO-LID. Here, we first discuss only the experimental result, and the simulations are treated separately below. Triangles show the experimental minority carrier lifetime evolution of a low-res Cz wafer with an in-diffused interstitial Cu concentration of \(C_{\text{init}}^{\text{Cu}} = 1 \times 10^{15} \text{ cm}^{-3}\), illuminated under 0.65 sun at RT. The experimental curve shows several distinct phases of LID, the first one taking place on a time-scale of few minutes. The first phase can be closely associated with the FRC stage of the BO defect, as can be seen by comparing with the non-contaminated (clean) reference wafer in Fig. 1 (gray circles) and the lifetime given by the BO parametrization modified as described in Sec. II B (gray dashed line), corrected for the background, surface, Auger, and radiative recombination. The second degradation phase in the experimental curve causes a steep decline after a few minutes of illumination. Based on the BO parametrization, this phase cannot be explained with the BO defect and must therefore be caused by Cu. In addition, the samples of this work exhibit an asymptotic degradation phase with very slow degradation even after thousands of minutes of illumination, which was earlier observed in Ref. 5.

The experimental initial \(\tau_{\text{eff}}\) of the Cu contaminated wafer in Fig. 1 is high and equal in magnitude to that in the clean reference wafers of this and earlier work,\textsuperscript{5} which implies that at in the beginning the lifetime is not limited by Cu precipitates. In addition, it has earlier been confirmed with TID measurements that the slower cooling ramp of air cooling (on average \(\sim 4 \text{ K/s}\) from 800\(^\circ\text{C}\) to 100\(^\circ\text{C}\) as measured in this work) compared to fast quenching (comparable to a typical 60–100 K/s after solar cell metallization firing in the industry)\textsuperscript{21} does not influence the interstitial Cu concentration after in-diffusion.\textsuperscript{7} This implies that a negligible fraction of Cu precipitates during cooldown in both cases. This result is further supported by another study in which complete out-diffusion of Cu was observed after a pull-out from 800\(^\circ\text{C}\) and removal of surface oxide with similar Cu contamination levels as used in current work.\textsuperscript{22} Therefore, since also the dark storage time of the wafers was kept brief (on the order of days) in comparison to several months it takes for any visible degradation to occur,\textsuperscript{7,22} the simulations of this work were performed assuming that the initial interstitial Cu concentration, \(C_{\text{init}}^{\text{Cu}}\), is the same as the in-diffused concentration, and no significant precipitation has occurred prior to illumination.

FIG. 1. Experimental Cu-LID ([Cu] = 1 \times 10^{14} \text{ cm}^{-3}) and BO-LID (clean reference) under 0.65 sun intensity at RT compared to simulated \(\tau_{\text{eff}}, \tau_{\text{prec}}\), and BO defect-limited minority carrier lifetime according to the modified parametrization (with \([O_i] = 7 \times 10^{17} \text{ cm}^{-3}\), see Sec. II B) corrected for other mechanisms including background, surface, Auger, and radiative recombination. The blue dotted curve shows how the simulated lifetime remains high in the dark. Lifetimes are reported at an excess carrier concentration \(N_d = 0.1 \times N_a\). The inset is a zoom from 1000 min to the end of the time scale.
The possibility that Fe could influence the LID behavior was tested with a Cu-contaminated ($C_{\text{Cu}}^{\text{init}} = 0.8 \times 10^{14} \text{ cm}^{-3}$) and partially degraded low-res FZ sample ($N_\text{S} = 1.6 \times 10^{16} \text{ cm}^{-3}$) by subjecting it to repeated flashes from the QSSPC setup after first keeping it in the dark for several days. A $\tau_{\text{eff}}$ increase from 317 $\mu$s (at $\Delta N_\text{S} = 0.1 \times N_\text{S}$) after the first flash to a saturated value of $\sim 348 \mu$s after 20 flashes was observed, which did not increase further despite 150 flashes being recorded in total. According to SRH statistics, this increase in $\tau_{\text{eff}}$ corresponds to [Fe] of $\sim 2 \times 10^{10} \text{ cm}^{-3}$, assuming that all Fe–B pairs dissociate. Since measuring a single point in the LID curve involves two flashes, it is likely that in the beginning of the LID curve with short measurement intervals the majority of Fe exists as Fei, whereas at the end when the intervals are longer (>120 min) Fe–B pairs dominate since the majority of Fei is expected to re-associate. Nevertheless, the effect of Fe is small at low $\tau_{\text{eff}}$ when Cu precipitates are the main limiting defects (maximum increase of $\tau_{\text{eff}}$ upon full Fe–B dissociation to Fei, diminishes to $\sim 0.7 \mu$s at $\tau_{\text{eff}} = 50 \mu$s). In lower doped low-res Cz in Fig. 1 ($N_\text{S} = 3.8 \times 10^{15} \text{ cm}^{-3}$), the maximum increase with similar [Fe] is even smaller, $\sim 0.4 \mu$s at $\tau_{\text{eff}} = 50 \mu$s and $\sim 0.01 \mu$s at $\tau_{\text{eff}} = 10 \mu$s (at $\Delta N_\text{S} = 0.1 \times N_\text{S}$). Since Fe does not notably affect analysis of Cu precipitation, dissociation and reassociation kinetics of Fe-related defects was not considered in simulated LID curves of this work.

The results of simulations are reported in Fig. 1 as a solid line representing the effective lifetime, $\tau_{\text{eff}}$ (simultaneously due to Cu precipitates, the BO defect, and background, surface, Auger, and radiative recombination). The simulated $\tau_{\text{eff}}$ has been reproduced by setting the energetic terms of Eq. (2) in Paper I to $\Delta G_\text{S} = 0$ and $\gamma = 0.615 \times 10^{-4}$ J cm$^{-2}$, corresponding to the free energy change per precipitate volume due to strain and the interface energy, respectively, and the kinetics-related chemical activation barrier of Eq. (14) in Paper I to $\Delta G_{\text{act}} = 0$ (note that these values will be used throughout this study, and a physical interpretation will be given later in the text). Hence, the precipitate-limited lifetime, $\tau_{\text{prec}}$, given by the Schottky model and shown in Fig. 1 as a yellow dashed line, starts limiting $\tau_{\text{eff}}$ at a similar illumination time (≈2 min) as in the experimental data. The simulated $\tau_{\text{eff}}$ shows two separate degradation stages that are similar to the first two phases in the experimental data, and the final lifetimes are close to each other (i.e., 9.1 $\mu$s according to the simulation and 6.7 $\mu$s experimentally). However, the model does not reproduce the asymptotic degradation phase extending beyond thousands of minutes that was visible in the experimental data.

An important aspect to confirm with the fitted values of $\Delta G_\text{S}$, $\gamma$, and $\Delta G_{\text{act}}$ is that precipitation in the dark should be very slow, as previously experimentally shown for Cu concentrations notably lower than $N_\text{S}$ such as used in this work.2,11,23,25,26 The blue dotted curve in Fig. 1 shows simulated $\tau_{\text{eff}}$ (BO defect omitted) of a low-res Cz wafer as a function of time when $\Psi_n = 0.31$ V, corresponding to the thermal equilibrium built-in voltage when $\Phi_{\text{BO}}$ is set to 0.59 eV (a value associated with the Si–Cu$_3$Si interface).27 In this case, the model predicts very slow precipitation, and $\tau_{\text{eff}}$ remains at the value limited by the background, surface, Auger-, and radiative recombination for ≈3 weeks (500 h). However, the simulated degradation is faster than experimentally, where Cu contaminated wafers have been observed to preserve degradation-free over several months.2,23 Therefore, it is possible that the model somewhat overestimates the degradation rate in thermal equilibrium conditions. Nonetheless, in the dark at RT, after 3 months the simulated lifetime is still $\sim 360 \mu$s, and full degradation does not occur until $\sim 2.5$ years. In this context, it was also verified that few days of simulated darkness before modeling the LID behavior under illumination does not influence the results in any visible way.

**B. Cu concentration dependence**

The response of the model on a change in Cu concentration was tested with published data from Lindroos and Savin,5 obtained with similar wafers which also underwent the same processing steps as the low-res Cz material in Table 1. Figure 2 shows experimental LID curves with two different $C_{\text{Cu}}^{\text{init}}$ of $0.5 \times 10^{14}$ cm$^{-3}$ and $1 \times 10^{14}$ cm$^{-3}$, both illuminated under 1 sun. Note that Fig. 2 is divided into two subfigures, where the only difference is that in (a) the minority carrier lifetime scale is linear, whereas in (b) the scale is logarithmic. The sample with the higher Cu concentration degraded faster and saturated to a lower lifetime than the sample with the lower Cu concentration, that is, 7.6 $\mu$s and 21 $\mu$s, respectively. Simulation results are shown as lines on top of the experimental LID data, and the BO defect-limited lifetime according to the parametrization (where the FRC defect concentration was adjusted to fit the $C_{\text{Cu}}^{\text{init}} = 0.5 \times 10^{14}$ cm$^{-3}$ data) is shown for comparison as a dashed gray line. During the simulations, the energetic and kinetic terms were kept fixed at the same values as above ($\Delta G_\text{S} = 0$, $\gamma = 0.615 \times 10^{-4}$ J cm$^{-2}$, and $\Delta G_{\text{act}} = 0$). The LID behavior is approximately reproduced with simulated final $\tau_{\text{eff}}$ of 9.3 $\mu$s and 29 $\mu$s in the case of the higher and the lower Cu concentration, respectively. Comparing the linear scale of Fig. 2(a) to the logarithmic scale of Fig. 2(b), the latter reveals more clearly that the slope of the effective lifetime is overestimated by the model in comparison to experiments, which derives from excessively steep descent of $\tau_{\text{prec}}$. Therefore, the model deviates from experiments in either the lower (10–100 $\mu$s) or the higher (>100 $\mu$s) lifetime range. A possible reason for this deviation will be discussed in Sec. IV E. Nevertheless, despite less than perfect agreement between simulations and experiments, the degradation rates and final degraded lifetimes between different samples are in qualitative correlation.

**C. Intensity dependence**

As discussed in Paper I of this article, injection conditions can considerably influence the precipitation kinetics. It is therefore relevant to investigate how well the modeled lifetime evolution agrees with experimental data at different illumination intensities. A comparison of experimental and simulated LID at intensities from 0.003 to 1.8 sun is presented in Fig. 3, where the samples correspond to low-res Cz wafers with $C_{\text{Cu}}^{\text{init}} = 10^{14}$ cm$^{-3}$. Note that the difference in initial lifetime between 0.003 sun and 0.11 sun data derives from a difference in the initially recombination active FRC
defect concentration, whereas the low initial lifetime of the 1.8 sun data may be related to a poorer surface oxide quality since this sample was processed in a separate batch in which low initial lifetimes were measured also in other samples. It was verified with the BO parametrization used in this work that the considerable intensity dependence of the experimental data differs from the limited intensity dependence of BO-LID28 and therefore derives from Cu-LID. At the lowest intensity of 0.003 sun, the degradation continued even after 65 000 min (45 days). To speed up the degradation in this case, intensity was increased to 0.65 sun at a point marked with the asterisk (*) symbol, after which the lifetime degraded to a similar value (6.7 μs) as with higher intensities.

The intensity dependence of Cu-LID was modeled using the same energetic and kinetic terms as above ($D_{G}S = 0$, $c = 0.615/C2^{10}/C0^{4}$, and $D_{Gact} = 0$) and the generation rate $G$ was redetermined for each intensity using Eq. (1). The results, shown in Fig. 3 as lines on top of the experimental data, show that while the highest intensity is reproduced by the model relatively well, at lower intensities the rate of degradation is clearly overestimated. This discrepancy will be further discussed in Sec. IV C.

D. Temperature dependence: Accelerated LID

Temperature dependence of the model was tested with published data from Inglese et al.6 In the mentioned study, similar samples as used in this work (low-res Cz wafers with $C_{Cu}^{init} = 10^{14}$ cm$^{-3}$) were degraded at an elevated temperature of 120°C and found to exhibit so called accelerated LID (ALID) behavior, that is, a considerable increase in the degradation rate of Cu-LID was observed in comparison to Cu-LID at RT (RT-LID). A comparison of Cu-related ALID and RT-LID under 0.5 sun illumination is presented in Fig. 4. Experimentally, the degradation rate is considerably higher in ALID conditions, while the final lifetime remains in a similar order of magnitude as in the case of RT-LID. The degradation behavior cannot be explained by the BO defect in either case, as can be seen by comparing the experimental data with the brown and gray dashed lines in Fig. 4, which show the BO- and background/surface-limited lifetime in conditions corresponding to ALID and RT-LID, respectively. Simulated $\tau_{eff}$ curves are shown as lines on top of the experimental data (with the same values of the energetic and kinetic terms as above). It is noteworthy that, in comparison to experiments, the rate of degradation is overestimated by the simulations in both cases. This overestimation of the degradation rate most likely derives from the fact that, as discussed above in Sec. III C, the model seems to overestimate the degradation rate when the intensity is lowered (from 0.65 sun in Fig. 1 to 0.5 sun in this case). However, the main experimental characteristics of Cu-related ALID, namely, the increased rate of degradation and the similar final

FIG. 2. Comparison of simulated LID curves with experimental data at two different Cu concentrations illuminated under 1 sun. Experimental data are from Ref. 5, and BO-limited lifetime was calculated with the modified parametrization assuming $[O_i] = 7 \times 10^{17}$ cm$^{-3}$ (see Sec. II B). The same graph is shown with both linear (a) and logarithmic (b) minority carrier lifetime-scales. Lifetimes are reported at an excess carrier concentration $D_n = 0.1 \times N_a$. The inset in (a) is a zoom from 1000 min to the end of the time scale.

FIG. 3. Intensity dependence of Cu-LID according to experiments and simulations, taking also the BO-LID into account. Lifetimes are reported at an excess carrier concentration $D_n = 0.1 \times N_a$. The inset is a zoom from 1000 min to the end of the time scale. In the case of the 0.003 sun data, the intensity was increased to 0.65 sun after the point marked with an asterisk (*).
The LID curve of a low-res FZ wafer (\( N_a = 1.5 \times 10^{16} \) cm\(^{-3} \)) with \( C_{\text{Cu}}^\text{init} = 1.6 \times 10^{14} \) cm\(^{-3} \) under 0.65 sun, together with the LID curve of a low-res Cz wafer (\( N_a = 3.8 \times 10^{15} \) cm\(^{-3} \)) with \( C_{\text{Cu}}^\text{init} = 1 \times 10^{14} \) cm\(^{-3} \), also under 0.65 sun, and earlier shown in Fig. 1. In the case of the low-res FZ sample, the FRC stage of the BO defect is absent due to an O\(_2\) concentration typically two orders of magnitude lower than in Cz wafers. Although illumination-induced minority carrier lifetime instabilities not related to the BO defect have been earlier reported in the FZ material,\(^{29,30}\) our non-contaminated reference samples (not shown) showed no degradation under 0.65 sun illumination at RT for \( 10^4 \) min. It is therefore clear that, similarly to Ref. 31, the observed LID of the FZ sample in Fig. 5 arises solely from Cu-LID. On the other hand, as it was shown in Fig. 1 that the effective lifetime of the low-res Cz sample becomes heavily limited by Cu-LID after only a few minutes of illumination, it can be concluded that Cu-LID is considerably slower in the low-res FZ than in the low-res Cz sample even despite the higher \( C_{\text{Cu}}^\text{init} \) in the former. Simulated \( \tau_{\text{eff}} \) (with the same energetic and kinetic terms \( \Delta G_0 = 0, \gamma = 0.615 \times 10^{-3} \) J cm\(^{-2} \), and \( \Delta G_{\text{act}} = 0 \) as above), shown as lines, are in agreement with the experiments with coinciding degradation rates and final lifetimes. The final lifetime was 48 \( \mu \)s experimentally and 40 \( \mu \)s according to the simulation in the case of low-res FZ, which are notably higher than the respective values of 6.7 \( \mu \)s and 9.1 \( \mu \)s in the case of low-res Cz. Therefore, the experimentally observed difference between degradation rates and final lifetimes can be fully explained by the effect of differing doping concentrations on Cu-LID. The reason why doping can influence the results so heavily will be further discussed in Sec. IV.

In order to widen the doping range studied in this work, experimental data of a high-res Cz wafer (\( N_a = 6.0 \times 10^{14} \) cm\(^{-3} \)) with \( C_{\text{Cu}}^\text{init} = 0.76 \times 10^{14} \) cm\(^{-3} \) from Ref. 5, illuminated under 1 sun, are shown in Fig. 6 with red pentagons. Comparison with the BO defect-limited lifetime for the high-res Cz sample (gray dashed line) confirms that degradation of this sample derives from Cu-LID rather than BO-LID. Also shown for comparison are the experimental and modeled \( \tau_{\text{eff}} \) of the 1 sun-illuminated low-res Cz wafer with \( C_{\text{Cu}}^\text{init} = 1 \times 10^{14} \) cm\(^{-3} \), reported in Fig. 2. In Fig. 5, a fourfold increase in \( N_a \)
from 3.8 × 10^{15} \text{ cm}^{-3} \text{ (low-res Cz)} to 1.5 × 10^{16} \text{ cm}^{-3} \text{ (low-res FZ)} caused an approximately two orders of magnitude decrease in the degradation rate. In the high-res Cz case in Fig. 6, the decrease in \( N_a \) compared to low-res Cz is even greater (six-fold), and based on the modeling result (with the same energetic and kinetic terms \( \Delta G_S = 0 \), \( \gamma = 0.615 \times 10^{-4} \text{ J cm}^{-2} \), and \( \Delta G_{\text{act}} = 0 \) as above), shown as a red dashed–dotted line, an increase of the degradation rate of almost two orders of magnitude is expected. Instead, the high-res Cz sample shows slower degradation than the low-res Cz sample, and the experimental final lifetime of 17 \( \mu \text{s} \) is notably higher than 7.6 \( \mu \text{s} \) of the low-res Cz wafer, or 5.4 \( \mu \text{s} \) obtained for high-res Cz with modeling.

To improve the agreement between simulated \( \tau_{\text{eff}} \) and experiments, the value of the surface energy term, \( \gamma \), was increased from 0.615 \times 10^{-4} \text{ J cm}^{-2} to 0.720 \times 10^{-4} \text{ J cm}^{-2} \) as shown by the dashed–double dotted line in Fig. 6. With this higher value of \( \gamma \), not only does the degradation rate decrease to coincide with the experimental high-res Cz data but also the final lifetime increases from 5.4 \( \mu \text{s} \) to 45 \( \mu \text{s} \), qualitatively reproducing the experimentally observed reduction in the degradation rate and increase in the final lifetime in comparison to low-res Cz. A physical interpretation for this adjustment of \( \gamma \) is provided in Sec. IV.

F. Injection dependence

While Secs. III A–III E focused on minority carrier lifetime at a single excess carrier concentration (\( \Delta N_e = 0.1 \times N_a \)) as a function of illumination time, here simulation results are compared to experimental final degraded lifetimes measured over a broad range of excess carrier concentrations. The samples included in this analysis are the low-res Cz wafer in Fig. 1 (degraded at RT), the low-res Cz wafer in Fig. 4 (degraded under ALID conditions), and the low-res FZ wafer in Fig. 5. Since the measured lifetime is affected by many recombination processes (e.g., radiative, Auger, surface, and BO defect recombination), the Cu-related lifetime, \( \tau_{\text{Cu}} \), has been separated from the other recombination channels through the relation

\[
\tau_{\text{Cu}}(\Delta N_e) = \left( \frac{1}{\tau_{\text{deg}}} - \frac{1}{\tau_{\text{init}}} - \frac{1}{\tau_{\text{BO}}} \right)^{-1}, \tag{2}
\]

where \( \tau_{\text{deg}} \) and \( \tau_{\text{init}} \) are the injection-dependent lifetimes measured before and after degradation, and \( \tau_{\text{BO}} \) is the BO-related lifetime in the final degraded state, calculated with the BO parametrization used in this work. Here, we note that Fe is expected to be approximately in the same state (mostly existing as Fe–B, see Sec. III A) both before and after degradation, and its (small) effect is therefore accounted for by Eq. (2).

Figure 7 reports \( \tau_{\text{Cu}} \) and simulated injection-dependent lifetime curves that were calculated using the final precipitate size and density distributions resulting from the simulation of the LID curves (discussed further in Sec. IV D) and the parametrization of Ref. 4. Good agreement between simulated and experimental lifetime curves can be observed in all cases. Importantly, the overall shape of the modeled curves is in substantial agreement with the experimental data.

IV. ANALYSIS AND DISCUSSION

In Secs. IV A–IV E, the internal mechanisms of the model are investigated further. Considering the good qualitative agreement that was found between simulations and experiments in Sec. III, we believe that this analysis can be extended to real-life samples and can help improve the general understanding of the physical phenomena that take place during Cu-LID. To summarize, the correlation between the energetic barrier of nucleation and precipitate density is illustrated in Sec. IV A. In addition, the connection between the degradation rate of Cu-LID and nucleation rate (NR) is examined in Sec. IV B, followed by a discussion on the kinetics of Cu-LID in Sec. IV C. Furthermore, a clear link is drawn between the final lifetime and precipitate size in Sec. IV D. Finally, in Sec. IV E, the physical significance of the above fitted energetic parameters, \( \gamma \) and \( \Delta G_S \), is discussed together with considerations regarding the nucleation mode of Cu-LID.

A. Precipitate density

Precipitate density is considerably dependent on the energetics of the nucleation process. While growth of existing nuclei larger than critical size occurs spontaneously, the nucleation stage demands external energy. In case the interstitial Cu ions do not have sufficient energy for nucleation to continue, the precipitation process continues only with the growth of existing nuclei, and the precipitate density remains constant. Energetics of nucleation can be examined by solving the effective nucleation barrier (NB) height, corresponding to the total energy required to grow a precipitate from an interstitial atom to the critical size (including electrostatic effects), based on Eq. (1) in Paper I using the above fitted values of \( \gamma \) and \( \Delta G_S \).

In Fig. 8, the effective NB height at the start of illumination, when the interstitial Cu concentration is still at its initial value, is correlated with final precipitate density obtained from the simulations in the different cases described in Figs. 2, 4, 5, and 6. The initial NB height reduces in the order of...
Moreover, the rise in NB height when initial Cu ions are consumed as precipitation progresses, which also illustrates how the energetics changes as interstitial Cu ions are consumed as precipitation progresses. Moreover, the rise in NB height when \( \gamma \) is increased from \( 0.615 \times 10^{-4} \) J cm\(^{-2} \) to \( 0.720 \times 10^{-4} \) J cm\(^{-2} \) in the high-res Cz case not only reduces the degradation rate of Cu-LID in Fig. 6 but also considerably decreases the precipitate density (increasing final \( \varepsilon_{\text{eff}} \)).

B. Nucleation rate

The degradation rate of Cu-LID can be closely correlated with the initial rate of nucleation. To illustrate this dependence, Fig. 9 shows the nucleation rate (NR) for different experimental cases in Figs. 2, 4, and 5, describing how many stable nuclei (above critical size) are formed under illumination per unit volume and time.

In the case of the low-res Cz sample with \( C_{\text{Cu}}^{\text{init}} = 1 \times 10^{14} \) cm\(^{-3} \), the initial NR starts from a stable value of \( \sim 10^{7} \) cm\(^{-3} \) s\(^{-1} \). After \( \sim 20 \) min of illumination, there is a steep descent in NR, which can be associated with a decrease in the level of supersaturation due to consumption of interstitial Cu (or increased fraction of precipitated Cu shown on the right axis of Fig. 9). The effect of decreased interstitial Cu concentration is further illustrated by the low-res Cz sample case with \( C_{\text{Cu}}^{\text{init}} = 0.5 \times 10^{14} \) cm\(^{-3} \), in which the initial NR is two orders of magnitude lower than with \( C_{\text{Cu}}^{\text{init}} = 1 \times 10^{14} \) cm\(^{-3} \), only \( \sim 10^{3} \) cm\(^{-3} \) s\(^{-1} \), which explains the lower degradation rate of this sample in Fig. 2.

Also shown in Fig. 9 is the nucleation rate in low-res FZ, whose low value explains the slow degradation in Fig. 5. The difference between the NRs of low-res Cz and low-res FZ derives mostly from the greater NB height in the latter (see Fig. 8), and in a smaller part from the \( \sim 3.5 \) times lower diffusivity in the low-res FZ material, which is due to the higher \( N_{\text{a}} \) and Cu–B pairing. In the case of ALID, on the other hand, the initial NB height in Fig. 8 is \( 9.3 \times k_{B}T \), that is, only slightly higher than \( 8.7 \times k_{B}T \) of the similar low-res Cz wafer at RT. This means that energetics cannot explain the greatly increased nucleation rate of ALID (blue dotted curve in Fig. 9), but kinetics, that is, precipitate surface effects limiting the growth process, must be considered.

C. Kinetics of Cu-LID

Kinetics is affected first by the interface reaction rate [see Eq. (14) in Paper I] and second by depletion of interstitial Cu at the precipitate surface in comparison to the general bulk concentration in the sample. Considering that the best agreement between experiments and simulations was obtained by assuming a negligible activation barrier of the interface reaction (\( \Delta G_{\text{act}} = 0 \)), it follows that factors influencing the kinetics are mainly the same as those affecting the depletion of interstitial Cu at the precipitate surface, including the built-in voltage (drift) and diffusion. Comparing the kinetics of ALID and RT-LID, diffusivity of interstitial Cu in the low-res Cz sample is \( 1.5 \times 10^{-6} \) cm\(^2\) s\(^{-1} \) at 120°C, whereas it is only \( 4.1 \times 10^{-8} \) cm\(^2\) s\(^{-1} \) at RT. On the other hand, built-in voltages according to the Schottky model are similar at these two temperatures under illumination. Consequently, the faster NR of ALID compared to RT-LID is directly attributable to the increased diffusivity. This result confirms the hypothesis of Ref. 6, where the increased degradation rate of Cu-related ALID was tentatively attributed to the high diffusivity at 120°C. In addition, correlation between the temperature-dependent diffusivity and NR on one hand and precipitate growth rate on the other hand explain why Cu-LID defect activation was observed to be diffusion-limited in Ref. 5 (where the activation energy is extracted from the temperature dependence of the degradation rate and was therefore observed to reflect the diffusivity of interstitial Cu).
Similar to ALID, the acceleration of the degradation rate with increasing illumination intensity (see Fig. 3) follows almost entirely out of kinetic considerations, with only a minor energetic contribution from the effect of illumination on the effective solubility [through $E_{\text{FP}}$, see Eq. (28) in Paper I]. The fact that the illumination intensity did not significantly affect the final lifetime in Fig. 3 supports this interpretation, since a change in energetics is expected to alter the precipitate size and density, and consequently the final $\tau_{\text{eff}}$. Regarding the difference between experiments and simulations at different intensities, there is almost two orders of magnitude change in the kinetic growth factor, $\lambda_{\text{kin}}$ (see Fig. 2 in Paper I), when intensity is decreased from 1.8 sun to 0.003 sun. However, this change in $\lambda_{\text{kin}}$ does not result in a sufficient decrease in the simulated degradation rate to fully comply with experiments. Nevertheless, the simulation results shown in Fig. 3 can be seen as qualitative evidence that a change in illumination conditions and consequent effects on precipitate charging can theoretically considerably influence the timescale of precipitation and the associated degradation of $\tau_{\text{eff}}$.

D. Precipitate size

As mentioned above, the final density and size of precipitates are expected to have a direct impact on the final degraded $\tau_{\text{eff}}$. On the other hand, the precipitate densities of Fig. 8 are directly linked to the final precipitate size through the total density of in-diffused Cu atoms in the sample. Figure 10(a) shows a comparison of experimental and simulated final $\tau_{\text{eff}}$ in the four different experimental cases described in Figs. 2, 4, and 5 (the same samples as in Fig. 9). Consequently, the trend in the final $\tau_{\text{eff}}$ is explained by the simulated final size distribution of the precipitates, shown in Fig. 10(b). For the low-res Cz sample with $C_{\text{Cu}}^{\text{init}} = 1 \times 10^{14}$ cm$^{-3}$, corresponding to the lowest simulated final degraded $\tau_{\text{eff}}$ of 9.3 $\mu$s, the model predicts a dominant precipitate radius of 2–3 nm. On the other hand, with the lower $C_{\text{Cu}}^{\text{init}} = 0.5 \times 10^{14}$ cm$^{-3}$, associated with a higher simulated final degraded $\tau_{\text{eff}}$ of 29 $\mu$s, the dominant radius is higher, 4–5 nm. Since the precipitate size decreases with increasing $C_{\text{Cu}}^{\text{init}}$, the recombination activity of Cu-LID increases superlinearly with respect to the impurity Cu concentration. In the ALID case, both the simulated final degraded $\tau_{\text{eff}}$ and the precipitate radius reside in-between the two first mentioned, at 10 $\mu$s and 3–4 nm, respectively. Finally, the high final simulated lifetime of 40 $\mu$s in the case of the low-res FZ sample can be explained by large precipitates with a dominant radius of 14–16 nm.

Comparing the experimental and simulated $\tau_{\text{eff}}$ of Fig. 10(a) in general, the qualitative trend between simulation and experiment is in agreement, which is important evidence for the precipitation theory of Cu-LID. The agreement between experimental and simulated injection-dependent final degraded lifetimes in Fig. 7 strengthens this conclusion and the link between the final lifetime and the precipitate size. The deviations between the experimental and modeled final lifetimes are so small that they may, in principle, derive for example from uncertainties in the initial Cu concentration, or ambiguity related to the shape of the precipitates. Nevertheless, the assumption of spherical precipitates seems to reproduce the final lifetimes accurately in all four cases with the estimated total Cu concentration.

E. Energetic parameters and nucleation mode

As described in Sec. III, the best agreement between simulations and experiments was obtained with energy terms $\Delta G_{S} = 0$, and $\gamma = 0.615 \times 10^{-4}$ J cm$^{-2}$. The fitted value of $\gamma$ is in the same order of magnitude as data of Li, who determined a dependence between $\gamma$ and $\Phi_{\text{bn}}$. The value obtained interpolating Li’s data is $\gamma = 0.76 \times 10^{-4}$ J cm$^{-2}$ for $\Phi_{\text{bn}} = 0.59$ eV, which is in a good agreement considering, for example, uncertainty concerning the exact precipitate shape. Regarding the free energy change per precipitate volume due to strain, $\Delta G_{S}$, it was found that deviating the value of this quantity from zero always deteriorates the fit. This fact stands in contradiction with the premise of homogeneously nucleating
spherical precipitates, under which the elastic lattice strain would be expected to play a significant role. Possible reasons include either a considerable deviation of the actual precipitate shape from spheres or a sufficient amount of heterogeneous nucleation sites in the studied materials, such as vacancies, dislocations, and/or oxygen precipitate/Si phase boundaries, which minimize the effects of lattice strain. However, with the given total Cu concentration, assuming a strain-minimizing shape such as very thin plates would result in a great increase in precipitate radius and/or density. This would cause a substantial increase in the available recombination surface, decreasing the precipitate-limited lifetime up to several orders of magnitude. The fact that the spherical shape was shown above to reproduce the experimental results well implies that the shape is closer to spherical than plate-like.

Degradation rate and final lifetime of Cu-LID have been earlier shown to be correlated with density of intentionally grown oxygen precipitates in the bulk. In addition, the spherical precipitate shape has earlier been associated only with heterogeneous nucleation on extended defects that reduce the energetic barrier of nucleation. Therefore, the unexpectedly slow degradation of the high-res Cz sample in Fig. 6, and the increase in \( \gamma \) that was necessary to reproduce experiments, can be interpreted to follow from a reduced density of low-energy nucleation sites, such as strained oxygen precipitates, in comparison to low-res Cz. This difference may follow for example from a dissimilar thermal history and/or from the lower \( O \) concentration (see Table I). On the other hand, in the wafer center provide another type of nucleation sites. The same \( \gamma \) in the case of both low-res Cz and low-res FZ implies that the density of heterogeneous nucleation sites does not limit the precipitation process in these materials even though nucleation sites were not intentionally created. Nevertheless, due to simplifications of the model (i.e., spherical precipitate shape and homogeneous nucleation), the energy terms should be considered as effective values. Since final \( \tau_{\text{eff}} \) increased with higher \( \gamma \), the above conclusion also implies that a part of the negative effects of Cu-LID can be avoided by using Si with a very low density of extended defects.

It should be noted that the assumption that the energy terms remain constant throughout the whole precipitation process might be one source of error in this study. For example, filling of space available on suitable precipitation sites in the Si lattice during precipitate growth could gradually increase the average energy required to include Cu atoms into the precipitates. This effect would lead to a progressive increase in effective solubility [see Eq. (28) in Paper I] during precipitation, which would consequently slow down Cu-LID at longer illumination times. This could be one explanation why the negative slope of Cu-LID curves was shallower in the case of experimental data than simulations (see Fig. 2), and why asymptotic degradation was observed in the experiments at long illumination times.

V. CONCLUSIONS

The comprehensive mathematical model that was proposed for Cu-related light-induced degradation (Cu-LID) in Paper I of the article was compared with experiments in this second part. The fact that the model works directly at the minority carrier lifetime level enabled a straightforward comparison to experimental LID data, against which considerable agreement was found. Both the Cu concentration and doping dependence of Cu-LID can be explained based on the level of supersaturation influencing the nucleation rate and precipitate density. On the other hand, the temperature dependence of Cu-LID follows from the effect of temperature on the diffusivity of interstitial Cu. Although the intensity dependence was reproduced only qualitatively, the simulated degradation rate was very low in the dark due to the dependence of electrostatic repulsion between Cu/Si precipitates and interstitial Cu on excess carrier concentration. The unexpectedly low nucleation rate in the high resistivity material may be an indication that heterogeneous nucleation sites influence the precipitation process even in Cz and FZ silicon in which these sites have not been intentionally introduced. The simulations revealed a correlation between experimental final degraded lifetime and precipitate size which was found to vary between 2 and 16 nm. This correlation provides a natural theoretical explanation for total recombination activity of Cu-LID increasing superlinearly with increasing interstitial Cu concentration and decreasing with increasing doping concentration and reducing low-energy nucleation site density.
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