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A B S T R A C T   

Bridging traditional experts’ disciplinary boundaries is important for nuclear knowledge management systems. 
However, expert competences are often described in unstructured texts and require substantial human effort to 
link related competences across disciplines. The purpose of this research is to develop and evaluate a natural 
language processing approach, based on Latent Semantic Analysis, to enable the automatic linking of related 
competences across different disciplines and communities of practice. With datasets of unstructured texts as 
input training data, our results show that the algorithm can readily identify nuclear domain-specific semantic 
links between words and concepts. We discuss how our results can be utilized to generate a quantitative network 
of links between competences across disciplines, thus acting as an enabler for identifying and bridging com-
munities of practice, in nuclear and beyond.   

1. Introduction 

1.1. Towards more dynamic and multidisciplinary knowledge processes 

Since 2009, the European Human Resource Observatory in the nu-
clear sector (EHRO-N) has monitored the situation with the workforce. It 
stresses that the competences in critical nuclear technologies are 
becoming difficult to sustain. According to Matselyukh et al. (2015) [1] 
the demography of those working in the industry, research and 
academia indicates that there is the danger of competences being 
deteriorated and ultimately lost. Furthermore, there is need for better 
knowledge partnerships between government, industry, education and 
training, science, and research communities. 

Knowledge management (KM) efforts play a key role in facilitating 
the comparability of competences and communities. The evolution of 
KM since the 1980s and 1990s has shown a trend from data and infor-
mation management philosophies towards more dynamic knowledge 
processes and collaborative innovation spaces designed to transition 
organizations into knowledge-based communities [2]. The current era of 
knowledge management is characterized by democratization and 
personalization of work and focuses more on heuristics, or else known as 
tacit knowledge. KM is viewed more and more as a social process 
adhering to the concepts of the Community of Practice (CoP) [3]. It is 
already well known that KM – involving humans, technologies and 
processes [4] – is by no means a discrete deterministic system, but is 

dynamic, fuzzy and somewhat self-organizing. It is therefore 
well-established that the ideal management of knowledge creation and 
innovation activities cannot be approached as a “factory-shop” model, 
where units of a discrete system are placed into boxes and assessed as 
such. Now, KM is characterized by a focus on stimulating factors of 
knowledge creation [5], and thus puts multidisciplinary linking across 
different communities of practice in the forefront of innovative and 
creative work. 

The relationships between the community of practice (CoP), 
knowledge management (KM), and information technology (IT) have 
been covered extensively in literature. For instance, Von Krogh (2002) 
[6] investigated the role of information systems in linking CoPs, and 
motivated the need for a wide range of research in the respective areas of 
examining how IT enables communal resources through opportunities of 
communication, learning and knowledge sharing. Pan and Leidner 
(2003) [7] empirically analysed knowledge management systems in 
supporting the development of CoPs on a global scale, and demonstrated 
the importance for a knowledge intensive organization to develop a 
systemic capability to leverage tacit knowledge from ongoing practice 
and to share this knowledge within its organizational boundary. Bell 
et al. (2012) [8] empirically investigated internet-enabled inter-firm 
communication on a more strategic level, and Kietzmann et al. (2013) 
[9] examined how CoPs have been shaped by mobile technology. 

Existing literature confirms that bridging between expert commu-
nities can be facilitated through IT based knowledge management 
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systems where people’s competences are codified. However, the prob-
lem lies in codifying competences and associated communities, in such a 
structured way that enable semantic matching and linking. The reason is 
that competences are typically described in nuanced natural language, 
as opposed to discrete keywords or tags as an ontology. Ontological 
methods, involving pre-defined dictionaries and taxonomies, limit how 
competences can be described. Furthermore, among the diverse disci-
plines across the nuclear sector, similar words may be used to described 
different concepts, and likewise different keywords may describe similar 
or related concepts. Therefore, if the semantic relationships between 
topics are to be captured in an IT system, substantial amount of human 
domain knowledge is required to link the concepts, for instance, via 
manual tagging. A discrete keyword-based paradigm for identifying and 
linking competences to promote the discovery of various communities of 
practice is thus problematic. 

1.2. State and challenges of nuclear knowledge and competence 
management 

The International Atomic Energy Agency (IAEA) has done extensive 
studies on knowledge management and its implementation in nuclear 
organizations in practice. In particular, one investigation [10] compiles 
the results of numerous review visits to nuclear organizations in Member 
States, comprising both industry and research organizations, to conduct 
surveys, interviews and collect data over a 10-year period, spanning 
2005–2013. In this study, the state of the adoption of various IT and 
knowledge management strategies have been thoroughly assessed, with 
focus on specific aspects such as: information management; scientific 
information access; tools to capture and transfer knowledge; concept 
mapping; collaboration tools; content management; knowledge re-
pository; simulation tools; enterprise resource planning; portals; search 
engines; yellow pages; expert systems; wikis and blogs. Many shortfalls 
and challenges have bene identified, along with avenues for improve-
ment in state of knowledge and competence management in nuclear 
organizations. 

For instance, there were huge variations in how nuclear power plants 
(NPPs) carried out competence evaluation and management. Compe-
tency frameworks are rarely used and any formal approaches for 
competence mapping are mostly lacking. On the other hand, compe-
tency management appears more advanced in research and develop-
ment (R&D) organizations. Competence in such organizations is also 
easier to measure, because the bulk of the staff is academic and is likely 
to regard information as public domain or open source. 

In terms of knowledge management in general, related tools and 
techniques are mostly not integrated into the quality management sys-
tem as formally written processes. It was also observed that even R&D 
organizations mostly do not have knowledge management processes 
documented and integrated within their management systems, 
including processes that capture learning from experience and compe-
tencies. Within the R&D organizations, there is extensive on-line access 
to scientific journals, citation index databases, and nuclear event in-
formation. However, there is little evidence of adoption and integration 
of IT solutions in support of knowledge management within NPPs. 
Overall, there is little evidence of alignment of knowledge management 
and IT strategies in NPPs and R&D organizations, and likewise little or 
no evidence of nuclear organizations undertaking systematic capture of 
tacit knowledge. Furthermore, tools such as knowledge repositories, 
wikis, expert systems, expert yellow pages and search engines, are rarely 
used. There is considerable progress yet to be made before enabling the 
utilization of more advanced digital approaches (e.g. concept mapping, 
semantic technologies, linked metadata etc.) to facilitate the knowledge 
and competence management processes. 

Semantic technologies have permeated a multitude of domains and 
have naturally also been increasingly promoted within nuclear. A recent 
study by the IAEA in 2021 [11] focusses specifically on the long term 
potential of such technologies in nuclear knowledge and competence 

management. The report identified techniques that are particularly 
relevant to the nuclear domain, in order of progressiveness:  

• Establishing common vocabularies, taxonomies, and thesauri.  
• Integrating heterogenous knowledge sources.  
• Automated indexing, categorization, and tagging.  
• Semantic search and AI.  
• Information and data visualizations.  
• Text analytics, data mining and knowledge discovery. 

The future of nuclear knowledge and competence management has 
huge potential for improvement with the augmentation of AI for all of 
the above. However, such future developments are also underpinned by 
the known wicked problems of data linking, interoperability, and the use 
of shared ontologies or taxonomies. Specifically, the manual work of 
establishing, updating, merging, and managing these vocabularies, 
metadata models, semantic structures, or other similar approaches to 
enable interoperability of heterogenous sources of information are time 
consuming and fraught with human biases. Our research addresses these 
challenges to encourage the utilization of more advanced digital ap-
proaches as part of nuclear knowledge and competence management 
solutions of the future. 

2. Purpose and methodology: addressing the theory-practice 
gap through latent semantic analysis 

It is pertinent to have effective ways to assess the transferability of 
knowledge and competences among many disciplines involved in nu-
clear. This is synonymous to mapping communities of practice across 
domains or between academia, research, and industry. The semantic 
links between competences across disciplines traditionally require a 
domain expert’s intuition or tacit knowledge, which is a time-consuming 
processing and prone to inconsistencies. 

In this research, we investigate how the artificial intelligence method 
of latent semantic analysis (LSA) can alleviate the need for human 
cognitive labour in linking concepts describing competences. LSA is a 
collection of theoretical and computational approaches that emerged in 
the late 1980s to early 1990s [12] as an information retrieval and nat-
ural language processing technique designed to improve library index-
ing and search engine query performance [13–16]. Given LSA’s roots in 
pattern recognition and artificial intelligence, as well as psychology and 
cognitive sciences, it is particularly interesting to investigate as a holistic 
approach to competence modelling and community linking in the nu-
clear field. 

We experiment with LSA empirically to address the theory-practice 
gap, as a broadly acknowledged problem in knowledge management 
research [17]. Thus, we also consider the situation of the real-world 
context of practitioners in their working environment, via preliminary 
interviews with nuclear domain experts. Another constraint we address 
is that practitioners within their organizations typically do not have 
extremely large, structured domain datasets at their disposal, which are 
typically understood to be a pre-requisite for an effective artificial in-
telligence application. The realms of small vs big data are not explicitly 
defined. Nevertheless, in this research we collect and analyse datasets of 
sizes that are reasonably available within organizations or institutions, 
as opposed to “big data” reminiscent of vast boundless data gathered 
from the internet or other immense repositories. By experimenting with 
a such datasets in our study, we demonstrate how the unsupervised LSA 
technique can contribute to semantic linking knowledge communities, 
with varying dataset sizes and big potential for scalability. 

The rationale of our experimental design is as follows:  

1. Preliminary study (qualitative interviews): Assess the relevance of 
the practical context and use-cases of competence linking in nuclear 
industry. 
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2. Small dataset analysis (mixed quantitative and qualitative): In-depth 
empirical exploration of the properties of LSA applied to a small 
dataset (N = 11) that can be read and understood manually for 
intuitive interpretation.  

3. Large dataset analysis (mixed quantitative and qualitative): Repeat 
the LSA processing on a larger dataset (N = 2643) representing the 
potential topical landscape of nuclear knowledge and visualizing the 
output vectors on 2D plane for effective inspection of clusters and 
related concepts within specialist sub-domains of nuclear. 

Our experimental design combines quantitative and qualitative 
methods, and is distinct in the sense that a typical data-driven algo-
rithmic study commonly involves some benchmarking and a validation 
dataset to assess the outputs, while our experimental validation relates 
more to an augmentation of methods in qualitative case studies [18,19] 
often employed for knowledge management research. As such, the 
important aspects of our experimental logic lie in the authentic contexts 
in which preliminary interview results are obtained, the contents of the 
free form texts of both the small and larger datasets representing nuclear 
knowledge, as well as the choice of algorithm, that is, LSA, selected for 
the data processing given the distinct nature of the problem context and 
limitations of the data fragmentation in nuclear field. Our analysis is not 
primarily focussed on preparing the dataset to justify its quantitative 
size or coverage, since our aim is not to produce universal truths, as it 
would not be realistic in the real-world management of fragmented 
nuclear knowledge and competences. Nevertheless, we ensure that the 
small and large datasets analysed can demonstrate the specific proper-
ties of LSA in both cases, and that the scope and scale of the textual 
content would be appropriate for an equivalent methodology involving 
qualitative case studies, albeit utilizing LSA to process the data quanti-
tatively instead of manually. 

The subjective and tacit nature of nuclear knowledge also create 
challenges for using precision and recall metrics in this research, because 
pre-labelled validation datasets do not exist in this context for precision 
and recall measures to be interpreted sensibly without bias. Further-
more, our investigation is not intended on quantitatively comparing LSA 
to other AI-based or ontological methods in terms of the accuracy or 
precision of the output, but rather to empirically test the ability of LSA in 
processing unstructured datasets of varying sizes that represent the na-
ture of fragmented data available in real-world settings. The validation 
of our experimental design is based on empirical, interpretivist assess-
ment of whether the limited collected documentation can indeed be 
processed via LSA to achieve intuitive domain semantic inferences that 
are self-evident to the human, but traditionally challenging for com-
puters. As such, the validation is effectively also made by the reader 
themselves, through observing our results and interpretations arising 
from semantic queries and retrievals, clustering, and visualizations 
presented in the discussion sections of this paper. 

3. Preliminary study on practical implications 

As a precursor to the algorithmic investigation, a preliminary 
exploratory study is done via open qualitative expert interviews with 
nuclear domain experts. The preliminary study aims to establish the 
premise, value and use-cases of competence linking with respect to the 
nuclear industry organizations, specifically the practitioner profiles and 
working environments that are relevant to competence management. 

Interviewees are from the consortium of PETRUS (Project for Edu-
cation, Training and Research for Underground Storage), supported by 
the European Commission, with the objective to promote Education and 
Training in geological disposal of radioactive nuclear waste. Since 2005, 
PETRUS has coordinated universities, radioactive waste management 
organizations, training providers, and research institutes to develop 
cooperative approach to nuclear waste disposal. The PETRUS con-
sortium proposes strategies to ensure the continuation, renewal and 
improvement of professional skills by sharing resources from both 

academia and industries, and includes 21 representatives from 12 
different countries around Europe [20]. As such, PETRUS provides 
ample real-world knowledge and experts in the nuclear field to validate 
the practical relevance of our research. Furthermore, the PETRUS 
agenda deals with the modelling and linking of transferable skills and 
competences across different organizations and sectors, thus it provides 
good reference point for understanding the challenges and implications 
of linking of communities of practice in the nuclear domain. 

According to exploratory interviews with PETRUS committee 
members, we have identified the following practitioner profiles, and 
corresponding needs, addressed by the linking of competences and 
communities:  

1) Executive board members need to gauge the strategically relevant 
competences of the organization in the long-term, as well as to 
constantly assess alignment of the existing combined competences of 
all the knowledge communities, on a high level of abstraction. These, 
as well as the ability to adapt quickly to new emerging competence 
fields, create the long-term competitive advantage for organizations. 

2) Line managers and/or technical directors readily need to make de-
cisions about the constituent of their own department/division/unit 
to ensure profitability. This implies drafting appropriate personnel 
from other departments as internal mobility, developing existing 
personnel’s competences, or recruiting new human resources. The 
identification of knowledge communities allows technical directors 
to make decisions about building teams with the most complemen-
tary competences for specific new project tenders. This is challenging 
as teams are often multidisciplinary and located within different 
departments/divisions/units, and some may belong to multiple 
knowledge communities.  

3) Project managers cater typically for operational efficiency within 
project teams and readily need to make decisions about subcon-
tracting and/or combining existing teams with others to achieve the 
productivity required. Understanding the typology of knowledge 
communities is an enabler of sound decisions in this regard. The 
project manager, given the intimacy with team members, typically 
also conduct mentorships/apprenticeships and competence devel-
opment activities. It is thus useful to identify relevant knowledge 
communities, in which such experiential learning and development 
can occur, especially in the common case that the team itself does not 
possess all the necessary competences to achieve certain engineering 
objectives.  

4) Typical technical personnel such as engineers, scientists, researchers, 
technologists or general knowledge workers solve problems and 
complete tasks on a daily basis according to schedules and time-
sheets. Often, problems are complex to solve and, in addition to 
immediate personal social acquaintances in the workplace, there 
needs to be a platform where practitioners can accurately identify or 
discover the existing knowledge communities within the organiza-
tion, from whom expert experience can be sought. Many engineering 
problems are repetitive and likely to have been experienced, or even 
solved, by other personnel at some point in the organization. Each 
problem solved in this manner is a lesson learnt that can be applied 
further and is a robust method for facilitating a self-learning orga-
nization on the operational level.  

5) Human resource (HR) personnel cater for the human resource growth 
of the organization and primarily makes the recruitment decisions. 
HR needs to know which skills and competences are lacking or 
desired to be developed further in the organization, matching ap-
plicants with such skills requirements. Understanding the knowledge 
community constituency helps HR personnel to identify skills gaps, 
which in turn enables more insight regarding training and develop-
ment decisions, in addition to recruitment. 

6) Individuals from professional industry associations, unions and coun-
cils must engage in open communication with companies and un-
derstand the needs of the industry as a whole, as well as the 
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competence landscape embodied by communities of practice, which 
may change with time. The associations/unions/councils suggest 
standards and act as the link between industry and education/ 
research institutions to lobby for the alignment of skills being 
fostered and those in demand by industry. Knowledge communities 
within organizations are clear indicators of the relevant professional 
competences in the industry. 

These preliminary findings are aligned with that of knowledge 
management literature and show the role of communities of practice in 
the real-world environment. Even though the preliminary study is not 
central to our main research inquiry, it is significant to confirm and 
appreciate the valuable implications of the linking of competences in 
improving decision-making capacity on different levels in real-world 
operations for various practitioners. 

4. Algorithmic steps of latent semantic analysis 

The philosophies, theories, and methods of LSA are well covered in 
literature. For instance, Kuo (2019) [21] have been dedicated to detailed 
explanations and discussions of LSA, and many others have covered 
numerous domain applications over the years [22,23]. We describe the 
LSA process briefly here. 

Before starting LSA, it is naturally required to gather or select an 
input dataset of textual data, known as the “corpus”, to be analysed. In 
this case, the input corpus consists of textual descriptions of nuclear 
competences. 

Generally, the LSA process can be broken down into three main 
functional stages (Fig. 1). The first stage consists of pre-processing, that 
is, parsing, filtering of texts of the input corpus into separate text pas-
sages, referred to as “documents”, which consist of the words in those 
passages, referred to as “terms”. The parsing and filtering step involves 
conversion of texts to the lowercase, breaking up text passages in to 
separate terms via tokenization, morphological stemming to remove 
conjugations from terms, and the removal of common high-frequency 
words that do not contribute semantically to the meaning of docu-
ments or passages, known as stop-words. The pre-processing stage 
codifies/quantifies term occurrence distributions amid the corpus of 
documents and constructs a term-by-document matrix (TDM), where the 
rows represent terms, and columns represent documents. The entries of 
the matrix are the occurrences of each term i in the respective document 
j. These entries in the term-by-document matrix, are subjected to the TF- 
iDF weighting transformation aimed at discounting the occurrence of 
frequent terms and promoting the occurrence of less frequent ones [14]. 
The entries of row i, column j of the TDM, are replaced by wi,j as follows: 

wi,j = tfi,j × idfi (Equation 1)  

where tfi,j is the normalized term occurrence in each document, that is, 
the term frequency of term i in document j, and idfi is the weighting 
factor known as the inverse document frequency, as follows: 

idfi = log
(

N/ni

)

(Equation 2)  

where N is the total number of documents in the whole corpus, and ni is 
the number of documents in which term i occurs across the entire 
collection of documents. 

The second stage, the heart of LSA, involves the application of Sin-
gular Value Decomposition (SVD), a linear algebra matrix factorization 
technique that is used to identify the patterns from the quantified textual 
representation from the first stage, that is, the weighted TDM. SVD takes 
any general rectangular matrix A with m rows and n columns and de-
composes it into a product of three matrices, so that: 

A = USVT (Equation 3)  

where U (mxm) and VT (nxn) are the left and right orthonormal matrices 
respectively. Essentially the output matrices of SVD are semantic vector 
representations of the terms and documents from the original explicit 
representation [21]. Then, dimensionality reduction can be done, 
whereby the length of the semantic vectors can be reduced by retaining 
just the most important dimensions. A very common technique for 
selecting how many dimensions to retain in natural language processing 
is to plot the squares of the singular values of the S matrix against the 
number of dimensions [24]. One then chooses the number of dimensions 
to keep, corresponding to where the respective squared singular values 
(describing the variance) decrease substantially, indicating the point 
where the patterns likely become insignificant. This point is also 
generally near the “elbow” of the graph of the squared singular values. 
The practical consequence of this is noise reduction. Noise reduction 
removes small, erratic inconsistencies inherent in term distributions and 
co-occurrences across the corpus. Dimensionality reduction yields 
truncated versions of U and V matrices, denoted as U′ and V′ respec-
tively, of which the rows of these truncated matrices are the reduced 
semantic vectors for the terms and documents. 

The third and last stage involves post-processing and further ana-
lyses. We can use cosine similarity function to measure the similarity 
between vectors representing terms and documents [25]. Cosine simi-
larity is denoted by the cosine of the angle between two vectors, suppose 
vectors a and b, as follows: 

cos θ =
a.b

|a||b|
(Equation 4)  

where a and b are two vectors of the same dimensionality, and θ is the 
angle between them. The cosine is acquired by dividing the dot product 
of a and b, by the product of their magnitudes. 

This means that we can effectively quantify the semantic similarity 
between any two terms and/or documents. With the semantic vector 
space, additional testing can also be done, such as executing a query- 
retrieval operation, where a pseudo-document vector can be con-
structed based on an ad hoc input of combination of terms. 

Additionally, to better inspect the semantic relationship of many LSA 
vectors simultaneously, it is useful to visualize the term vectors on a 2D 
plane, so that the Euclidean distances between them indicates their 
similarities. In this way, the clusters of the terms as topics in a 2D space 
can be easily understood intuitively. To do so, we use a popular method 
for exploring high-dimensional data called t-SNE (t-distributed sto-
chastic neighbour embedding), introduced by van der Maaten and 
Hinton [26]. The technique has become widespread in the field of ma-
chine learning given its ability to create compelling and intuitive 2D 
maps from high dimensional data. The t-SNE plotting algorithms are 
available in the popular programming language and platform MATLAB. 
The semantic vectors outputted from LSA are used as input into the 
t-SNE algorithm, which produces an X and Y coordinate for each of the 

Fig. 1. General stages of the of LSA process.  
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vectors. 

5. Small dataset collection and algorithmic analysis 

5.1. Free-form texts of nuclear competences as input corpus 

We first use an extremely small amount of data to demonstrate the 
logic of LSA in relation to the real-world problems underpinned by the 
data. The small dataset lends itself to test the typical assumption that 
artificial intelligence can only be effective given very large datasets. 
Addressing this has significant practical implications on the feasibility of 
LSA in real-world scenarios, where data are typically limited. 

In this investigation, we collect 11 passages of texts of arbitrary 
lengths, known as “documents”, representing the competences of 11 
nuclear experts:  

1. “The behaviour of barriers in the geological disposal of spent 
nuclear fuel”  

2. “Nuclear emergency response planning based on decision 
analysis” 

3. “Ageing of concrete structures in Finnish rock caverns as appli-
cation facilities for nuclear waste”  

4. “Solute transport modelling of geological multi-barrier disposal 
system” 

5. “Fire simulation models for radiative heat transfer and probabi-
listic risk assessment”  

6. “User interface for supporting operators’ awareness in nuclear 
power plant control rooms”  

7. “Systems usability concept for control room design”  
8. “Interactive multi-criteria decision support - tools for practical 

applications”  
9. “Fuel performance modelling in nuclear power plant”  

10. “Code for nuclear fuel cycle analysis”  
11. “Nuclear power plant procurement contracting in risky projects” 

These “documents” are free form, of varying lengths, and each de-
scribes a specific aspect of nuclear knowledge, which can be specific 
skills or competences of certain expert functions in the nuclear field. 
Such textual material is available in abundance in existing organiza-
tional documentation attributing to individuals (e.g. job profiles, project 
descriptions, reports, correspondences etc.), as they would be in 
academia (e.g. course descriptions and materials, assignments etc.), and 
research (department descriptions, scientific articles, reports etc.). 

5.2. Text parsing and filtering of competence data 

We carry out the parsing using a data science platform tool called 
RapidMiner (https://rapidminer.com/). Since same steps can be carried 
out in virtually any valid textual processing tool, it is trivial which 
software is used. The first step is to parse the 11 documents by con-
verting them all to lower-case and extract unique terms via tokenization. 
Then, we apply morphological stemming to convert the texts to the in-
finitive forms without inflections/conjugations. There are many existing 
open-source stemming algorithms used in natural language processing. 
One of the most widely used is the Snowball algorithm [27], which we 
use in our analysis. Stop-word removal is then done to filter out words 
such as “the”, “of”, “in” etc. using the standard stop-word list in the 
RapidMiner platform. The resulting terms, in their stemmed formats, 
with respect to each document, are shown in Table 1. Note, that many of 
the terms may appear to be strange or erroneous as if the word has been 
distorted or missing some parts (e.g. “emerg”, “decis”, “facil”, “awar” 
etc.). These terms are indeed deliberately kept so for authentic illus-
tration as they are the original unaltered outputs of the parsing algo-
rithm. Here, 58 unique terms are evident in the small dataset. It is 
worthy to mention that since this research does not aim to investigate 
the differences between the algorithms used for parsing text and how it 

affects LSA outcomes in our case, if at all significant, the specific details 
and comparisons of different parsing algorithmic processes behind this 
step of LSA is trivial with respect to our inquiry. 

Based on the parsed documents and terms, the term-by-document 
matrix (TDM) is established, consisting of the number of occurrences 
of a specific term in a specific document. A part of the occurrence TDM is 
shown in Fig. 2 with all the documents and a just few arbitrary terms for 
illustration. 

5.3. Applying term weighting of competences using TF-iDF 

The TDM thus far (Fig. 2) contains the occurrences of each term in 
each document, however, it could give a warped view of the sematic 
topical distribution within the corpus based only on the term occur-
rence. The reason is that the terms that occur very often in the corpus are 
poor to characterize the semantic feature of a single document. For 
instance, a term that occurs in every document of corpus does not act as 
a good feature descriptor of a specific document. Therefore, the occur-
rence of a term in a document is not directly linear to the weight of its 
meaning, which depends also on how frequent it occurs across the whole 
corpus. TF-iDF weighting (Equation (1)) addresses this by discounting 
the weight of terms that appear often across the corpus, as well as 
normalizing the occurrence of a term within one document. The latter 
helps to mitigate the problem that long documents could have a general 
advantage over shorter documents. Fig. 3 shows how TF-iDF weighting 
affects each term’s semantic weight in one document, considering also 
how frequent the respective term occurs across the corpus. We use rule- 
based highlighting in shades of green, to better illustrate the differences. 

It can be clearly seen in Fig. 3 that TF-iDF introduces nuances to the 
weighting. For instance, documents Doc9 and Doc10 of the occurrence 
TDM show that “fuel” and “nuclear” as the same weight, while the TF- 
iDF weighted TDM shows that “fuel” has a much higher weight than 
“nuclear”. This makes sense, because since all the documents in our 
investigation are in the nuclear context, and “nuclear” appears many 
times across the corpus, its weight should intuitively be reduced as a 
feature of a single document. Similar observations can be made in other 

Table 1 
Short “documents” representing 11 expert competences in the nuclear context, 
and corresponding extracted terms.  

Doc Example “documents” of nuclear 
experts’ competences 

Separate “terms” parsed from 
the documents 

Doc1 The behaviour of barriers in the 
geological disposal of spent nuclear 
fuel 

behaviour, spent, barrier, 
dispos, geolog, fuel, nuclear 

Doc2 Nuclear emergency response planning 
based on decision analysis 

nuclear, base, emerg, plan, 
respons, decis, analysi 

Doc3 Ageing of concrete structures in 
Finnish rock caverns as application 
facilities for nuclear waste 

nuclear, age, cavern, concret, 
facil, finnish, rock, structur, 
wast, applic 

Doc4 Solute transport modelling of 
geological multi-barrier disposal 
system 

barrier, dispos, geolog, solut, 
transport, system, multi, model 

Doc5 Fire simulation models for radiative 
heat transfer and probabilistic risk 
assessment 

model, assess, fire, heat, 
probabilist, radiat, risk, simul, 
transfer 

Doc6 User interface for supporting 
operators’ awareness in nuclear power 
plant control rooms 

nuclear, awar, interfac, oper, 
user, control, room, support, 
plant, power 

Doc7 Systems usability concept for control 
room design 

control, room, system, concept, 
design, usabl 

Doc8 Interactive multi-criteria decision 
support - tools for practical 
applications 

applic, criteria, decis, interact, 
multi, practic, support, tool 

Doc9 Fuel performance modelling in nuclear 
power plant 

fuel, model, nuclear, perform, 
plant, power 

Doc10 Code for nuclear fuel cycle analysis fuel, nuclear, analysi, code, cycl 
Doc11 Nuclear power plant procurement 

contracting in risky projects 
nuclear, plant, power, contract, 
procur, project, riski  
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documents. For instance, in Doc1, the occurrence TDM indicates that all 
the terms in that document contribute equally to the document, (having 
the equal weight of 1.00), while the TF-iDF weighted TDM demotes 
“barrier”, “dispos”, “geolog”, “fuel” and “nuclear” to the degree of how 
they are distributed in the whole corpus. The result is that more unique 
terms contribute more to semantically characterize a specific document. 
Therefore, the TF-iDF weighting in principle mimics the result of when a 
human underlines/highlights important words within a document, 
reminiscent also to the process of tagging a document with keywords. 
The difference is that with TF-iDF, every single term that occurs within a 
document would be given a weight, as opposed to a Boolean of whether 
a word is (or is not) a keyword. If we were to manually tag the docu-
ments in our example above, intuitively “nuclear” should not be 
underlined/highlighted within those documents that it appears, because 
the whole corpus is inherently about nuclear and therefore the term is 
not an important feature of the documents. This type of reasoning can 
occur on any level of abstraction in any corpus regarding how topics are 
represented and weighted. 

In this small dataset, the practical output of TF-iDF weighting may 
not be as meaningful as in a much larger corpus of natural language text. 
Nevertheless, the principles are the same and the effects of TF-iDF 
weighting can be illustrated intuitively in our investigation. Taking 
this aspect into consideration can yield much more accurate semantic 
results down the line. 

5.4. Applying singular value decomposition and dimensionality reduction 

The TF-iDF weighted TDM undergoes singular value decomposition 
(Equation (3)) to yield the U (58 × 58), S (58 × 11) and V (11 × 11) 
matrices for this dataset. The dimensionality reduction step allows for 
the semantic relationships to be revealed. This is carried out by selecting 
to keep a certain amount of variance and discarding the rest, thus 
reducing the noise within the dataset. As described previously, this can 
be done by inspecting the singular values along the diagonal of the S 
matrix. For each dimensionality (in Table 2) we tabulate the singular 
values, their squared counterparts, as well as the cumulative sums and 

percentages. The cumulative percentages of the squared singular values 
thus represent the percentage of variance that is explained by the 
respective dimensionality, since the sum of the squares of singular 
values is equivalent to the total variance of the data. Dimensionality 
reduction reduces the variance evident in the original dataset, thereby 
reducing the noise, to the extent indicated by the cumulative percent-
age. For instance, if one chooses to reduce the dimensionality to 4 (from 
11), one will keep 48 % of the variance of the original dataset. 

Beside choosing the dimensionality based on the percentage variance 
to keep, another method is to plot the squared singular values against 
the dimensions, as shown in Fig. 4 for this dataset. Then, it is possible to 
inspect the dimensionality where the variance plot drops substantially, 
which usually indicates a good number of dimensions to retain. 

Depending on the nature of the training data, the amount of variance 
represented by the number of dimensions will differ. Therefore, the 
shape of the graph may look different. For instance, if there is an input 
dataset of 1000 documents of similar domain, it is likely that there will 
be many more common underlying patterns than the current example of 
merely 11 documents. Cases involving larger corpora will typically have 
singular value plots, where a much higher percentage of variance is 
explained by few numbers of dimensions. 

For this analysis, we chose to retain 8 dimensions out of the total 11, 
thus retaining 85 % of the variance of the original dataset (Table 2). This 
yields the truncated U’ (58 × 8) and V’ (11 × 8) matrices, where their 
rows represent the semantic vectors of terms and documents respec-
tively. Fig. 5 shows a few arbitrary semantic term vectors and Fig. 6 
shows all 11 semantic document vectors, all as vectors of 8 dimensions. 

Therefore, SVD enables us to codify terms and documents in a 
dimensionality reduced semantic vector space with less noise, and at a 
consistent dimensionality between terms and documents. This means 
that cosine similarity can be used to compute the semantic similarity 
between any term and document with one another. 

5.5. Executing query and retrieval of competences 

Cosine similarity (Equation (4)) can be applied to the rows of the 

Fig. 2. Part of the occurrences TDM showing all 11 documents and a few arbitrary terms.  
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reduced U′ and V’ matrices to calculate the semantic similarities be-
tween any pair of terms and documents respectively. It is thus useful for 
executing semantic retrievals with respect a specified query, by ranking 
all the other vectors by the cosine similarity with the query. 

Additionally, it is possible to make an ad hoc multiple-term query 
and to retrieve the most semantically related term or document. The 
technique entails creating a pseudo-document vector from the ad hoc 
query and folding it into the semantic space before carrying out cosine 

Fig. 3. Comparison between the occurrence TDM on top (same as Fig. 2), and the TF-iDF weighted TDM at the bottom. All 11 documents are shown with only a few 
terms for illustration. 

Table 2 
Singular values of S matrix and percentage of cumulative variance with each 
dimensionality.  

Dimensionality Singular 
values 

Squared 
singular values 

Cumulative 
sum 

Cumulative 
% 

1 0.382 0.146 0.146 14 % 
2 0.373 0.139 0.285 26 % 
3 0.341 0.116 0.401 37 % 
4 0.334 0.112 0.513 48 % 
5 0.330 0.109 0.622 58 % 
6 0.329 0.108 0.730 68 % 
7 0.308 0.095 0.825 76 % 
8 0.296 0.087 0.913 85 % 
9 0.254 0.065 0.977 91 % 
10 0.230 0.053 1.030 95 % 
11 0.221 0.049 1.079 100 %  

Fig. 4. Square of singular values, and cumulative percentage variance (0 %– 
100 %), plotted per dimensionality (1–11). 
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similarity calculations. 
Technically, a new freely defined ad hoc document vector (e.g. of a 

new expert competence profile) is created in the explicit space, akin to a 
new column of the TDM, and weighted with TF-iDF, before the vector 
undergoes transformation to the semantic space by multiplying by the 
truncated U′ matrix and the inverse of the S’ matrix. This enables a free 
open query to be made without the need to recompute the SVD. The new 
query, now in the semantic space with the same dimensionality, can be 
compared to other competences by calculating the cosine similarities to 

those existing vectors. This is useful if one would like to know, for 
instance, to which communities a new competence description, that 
does not exist explicitly in the corpus, may belong, or relate. As such, the 
cosine similarity is a quantification that also allows for clustering and/or 
classification. 

To illustrate query and retrieval, we can take for instance the arbi-
trary query “nuclear risk modelling” as shown in Fig. 7. Firstly, a pseudo- 
document vector q is created and weighted using TF-iDF. It is then 
mapped to the semantic space as the qs vector, using qs = qTU’S’−1, 

Fig. 5. Few examples of semantic term vectors each with 8 dimensions forming rows of truncated U′ matrix.  

Fig. 6. All 11 semantic document vectors each with 8 dimensions forming the rows of V′ matrix.  

Fig. 7. Creation of the semantic query vector of the query “nuclear risk modelling”.  
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which is simply a different form of Equation (3). Using reduced 
dimensionality of 8, the cosine similarities of qs to all the existing terms 
and documents can be determined, which can then be sorted in 
descending order. These ranked term and document vectors are regar-
ded as the retrieval set. In Fig. 7, the documents are filtered out of the 
retrieval set, showing only the terms. In many practical applications, 
metadata like timestamps and locations could be used for filtering. 

6. Large dataset collection and algorithmic analysis 

6.1. Description of the larger dataset 

Much consideration has been taken to select a dataset that is broad 
enough to pose a realistic representation of nuclear knowledge and 
competences, while at the same time containing specialist vocabulary to 
describe specific topics in the nuclear field. It was considered to mine 
data from European Commission research reports on competences in 
nuclear, as well as IAEA technical publications regarding nuclear 
knowledge management. However, these were deemed inappropriate 
for the purposes of our research since they often present already 
reviewed or summarized results of larger unstructured information, and 
therefore, do not represent the type of fragmented corpus of documents 
that describes individual knowledge or competences. 

It was eventually decided to use data mining to compile the larger 
dataset from the Nuclear Engineering and Technology (NET) Journal, 
given that it represents numerous facets and viewpoints across all fields 
for peaceful utilization of nuclear energy and radiation. Specifically, the 
titles of all NET articles between 2013 and 2023 are mined and compiled 
to form a corpus of 2643 documents for LSA. The full input dataset is 
available via Mendeley Data (https://data.mendeley.com/datasets/9j6 
std925r/1) [28]. 

6.2. Latent semantic analysis and dimensionality reduction of large 
dataset 

The LSA steps will only be described briefly in this section as the 
process is identical to the process described in Sections 4. and the 
empirical testing of the small dataset presented in Sections 5.2. The 2643 
documents are parsed in the same way to obtain 3653 unique terms, thus 
creating the respective term-by-document matrix of 3653 × 2643 to be 
transformed via TF-iDF weighting. The TF-iDF weighted TDM then un-
dergoes singular value decomposition to yield the U (3653 × 3653), S 
(3653 × 2643) and V (2643 × 2643) matrices for this dataset. 

The squares of the singular values of the S matrix are plotted against 
the dimensionality to reveal a clear “elbow” of the graph (Fig. 8), that is, 

the apex of the curve where the dimensionality decreased sharply and 
starts to flatten out. The corresponding dimensionality at that point (100 
dimensions) has been chosen to be retained, thus yielding the truncated 
U’ (3653 × 100) and V’ (2643 × 100) matrices, where their rows 
represent the semantic vectors of terms and documents respectively. 

The truncated U’ matrix with all the term vectors of 100 dimensions, 
and the diagonal singular values of the S matrix and squared counter-
parts, are available via Mendeley Data (https://data.mendeley.com/da 
tasets/9j6std925r/1) [28]. 

6.3. Preparing top 500 vectors for visualization in 2D using t-SNE 

The semantic vectors are now available for inspection, to qualita-
tively assess the intuitiveness of their relationships based on nuclear 
domain. For practicality and ease of inspection, we have ranked the top 
500 terms (of the total 3653) by the summed TD-iDF of each across the 
corpus, roughly representing the most prevalence or important topics in 
the topical landscape of the corpus (more in Section 7.3). The 500 terms, 
each of 100 dimensions, are used as input to the t-SNE algorithm, which 
we can use to obtain a reduced 2D plot of the vectors, so that their 
Euclidean distances to one another roughly represents their semantic 
relatedness visually. It is noted that there would be information loss 
when plotting a high dimensional vector space onto 2 dimensions of X 
and Y coordinates, thus the visualization is considered an approxima-
tion. Nevertheless, the ability to visualize larger number of vectors as 
points in a 2D plane makes it possible to inspect for clusters and re-
lationships very easily, to inform the nature of the inferred semantics 
within these vectors with respect to the nuclear domain. Section 
7.4discusses the interpretations of these results in more detail. 
Furthermore, the X and Y coordinates of all 500 terms as outputs of t- 
SNE, as well as their 2D visualisations, are available via Mendeley Data 
(https://data.mendeley.com/datasets/9j6std925r/1) [28]. 

7. Results and discussions 

7.1. Interpreting term-term cosine similarity of small nuclear competences 
dataset 

Semantic vectors, presenting terms and/or documents, can be 
compared to one another using cosine similarity, as a measure of their 
semantic distance. This capability of LSA addresses the computational 
and automatic handling of competences in natural language textual 
descriptions, as an indicator of the respective knowledge communities. 
In practice, an obvious use-case of such capability is semantic infor-
mation retrieval, as query-retrieval cycles. We discuss the query- 
retrieval mechanics in depth by looking at a few example queries and 
their corresponding results, to give an idea of the nature of the semantic 
inference and behaviour of the algorithm. 

Taking a few arbitrary query terms: “fuel”, “usability”, “heat”, and 
“risky”, each query and respective term retrievals are shown in Fig. 9. 
The retrievals are simply terms with the highest cosine similarities to 
each query at a dimensionality of 8, thus retaining 85 % of the original 
variance. Note that the query terms shown in Fig. 9 are the stemmed 
versions of the query, therefore the query “usability” is stemmed to 
“usabl”, and the query “risky” is stemmed to both “riski” and “risk”. The 
single term queries (i.e. “fuel”, “usability”, “heat”) are represented 
simply by the respective semantic term vectors, while the “riski + risk” 
query vector is generated from a new pseudo-document vector of “riski 
+ risk” in the semantic space (described in Section 5.5). For each query, 
the top 15 retrievals are tabulated, based on sorting the terms by the 
cosine similarity values with respect to the query in descending order. 

Even for non-experts the semantic relationships between “fuel” and 
retrieved semantic terms are self-evident. Concepts of “fuel performance 
code”, “fuel cycle”, “nuclear fuel”, “spent fuel” etc. are well-known. The 
output has also picked up the significance of “fuel behaviour” and 
“analyses” thereof. Fig. 8. Square of singular values plotted per dimensionality (1–2643).  

V. Kuo et al.                                                                                                                                                                                                                                     

https://data.mendeley.com/datasets/9j6std925r/1
https://data.mendeley.com/datasets/9j6std925r/1
https://data.mendeley.com/datasets/9j6std925r/1
https://data.mendeley.com/datasets/9j6std925r/1
https://data.mendeley.com/datasets/9j6std925r/1


Nuclear Engineering and Technology 56 (2024) 340–356

349

“Usability” retrievals are also obvious, that is, linked with “concept” 
as an attribute of the “control room” and “systems”. “Usability” is a 
consequence of good “design” and thus are semantically related. We also 
see that lower down, the connotations of “interface”, “operation”, and 
“user” are inferred, even though those are syntactically different to 
“usability”, it is intuitive that they are conceptually linked and has been 
identified quantitatively. 

Relation between “heat”, “fire”, “radiation” and other highly ranked 
cosine entities are obvious, such as the connotation of “heat” as a “risk” 
and heat “transfer” as a subject of “simulation”. The “probabilistic”, 
“assessment”, and “modelling” terms indicate the context for the “heat” 
topic as it appears in the corpus. 

Combined “risky + risk” are related to “contracts” and “procure-
ment” contexts within “power plants”; as well as “heat” and “fire”. It is 
interesting to observe that the term “fire” is returned for both “heat” and 
“risky” queries (with cosines of 1.000 and 0.620 respectively). Intui-
tively, fire is indeed semantically related to heat and risk. Furthermore, 
it is noteworthy to see that “risk” has been characterized with multiple 
connotations, made possible by both the stemming and LSA. Thus, ac-
cording to our small demonstration corpus, “risk” query has strong 
“contractual” dimensions, while also having a physics dimension 
through the “fire” retrieval. 

Looking at the way cosines decrease for each query (gradual 
brightening of the green backgrounds in Fig. 9) also indicates how the 
topic is distributed across the corpus. For instance, it is apparent that 
“fuel” and “riski + risk” are distributed broader semantically, showing 
more gradual cosine decrease, than “usability” and “heat”, of which the 
cosines drop more substantially at one point. This is an indication of 
ambiguity of terms inherent in the corpus. With our small corpus of the 
11 documents, the LSA recognizes that “fuel” and “risky” has more 
connotations, that is, more related topics or contexts in which they can 

be interpreted, while “usability” and “heat” are both more specific and 
thus independent topics in the corpus. The pattern of the decreasing 
cosine can also be interpreted as a measure of the semantic centrality 
and density of certain queries. The more gradual the cosine reduces 
relatively, the broader or more ambiguous the query. Therefore, the 
more connotations a query has, the more gradual the decreasing cosine 
values would appear. This is the capability to capture fuzziness of how 
concepts are linked amid natural language description of nuclear com-
petences, expressed quantitatively. 

This makes it possible for LSA to seemingly link terms and documents 
as if the meanings of the texts are considered. Even syntactically unre-
lated terms can be linked if they have similar meaning, that is, based on 
how they are distributed with respect to all the other terms and docu-
ments in the corpus through co-occurrences over any number of inter-
mediate links. The algorithm captures consistent terms’ co-occurrences 
over any degree of separation across documents. This would be difficult 
for a human to identify when terms are co-occurring with many degrees 
of separation, albeit consistently. 

7.2. Interpreting term-document cosine similarity of small nuclear 
competences dataset 

To enrich the understanding of queries, it is pertinent to observe the 
term-term retrievals alongside term-document retrievals. This helps to 
illustrate some deeper intuitive logic on how the retrievals work. 

In Fig. 10, the top 5 similar documents for each query are shown, 
along with the explicit occurrences of the query terms coloured in red 
within each document for ease of reference. Naturally the top documents 
for each query will usually be those that explicitly contain the term/s of 
the query. This makes sense, since if a document contains a specific 
term, it is assumed to embody a semantic concept related to that term. It 

Fig. 9. A few query inputs with corresponding returned semantically related terms. All the terms are displayed as their stemmed versions, that is, their tokenized 
forms used in the analysis. 
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is also easy to notice that the top retrieved terms from Fig. 9 usually are 
found within the same documents together with the query term, as 
shown in Fig. 10. Therefore, queries and respective top retrieved terms 
typically co-occur in documents of the corpus. 

We can interpret Fig. 10 by looking at each query and the corre-
sponding top retrieved documents. Taking, for instance, the “fuel” 
query, Doc10, Doc9, and Doc1 all contain the term “fuel”. However, 
Doc4 and Doc11 do not, but reflects some, albeit little, correlation to 
“fuel” based on the co-occurrence of other terms. For instance, Doc4 
shares “modelling” and “geological” with Doc9 and Doc1 respectively, 
while Doc11 shares “nuclear power plant” with Doc9. One way to 
verbalize this interpretation is that Doc4 is semantically related to fuel, 
because there is modelling involved, although about solute transport, 
and performance modelling of fuel is a strong concept within the corpus. 
Furthermore, since disposal of nuclear fuel (nuclear waste) is in 
geological systems within this corpus, the fact that Doc4 relates to 
geological disposal context also implies its relation to fuel. Of course, 
there could be other, less obvious, semantic links that adds to the ten-
dency for Doc4 to be retrieved with “fuel”. Nevertheless, this interpre-
tation is helpful to intuitively understand the principal rationale behind 
the retrievals based on LSA. 

The same reasoning is used to interpret the documents returned for 
other queries. For instance, “usability” appears explicitly in Doc7, but 
Doc6 is also ranked high despite it not containing “usability”, primarily 
because of the “control room” topic, which it shares with Doc7. 

For the query “heat” the 2nd ranked Doc9 does not contain “heat” 
but has “modelling” which also occurs in the highest ranked Doc5 
containing. The reason that Doc9 is highly ranked can be interpreted to 
be due to the shared topic, so that heat simulation and fuel performance 
are linked based on them being both modelling techniques. 

For the query “risky” (“riski + risk”), same logic is observed there, 
but it is worthy to note that even though Doc5 contains “risk” explicitly, 
Doc9 (without “risk”/“risky”) is still ranked higher than Doc5, albeit not 
by much. This is due to the occurrence of “nuclear power plant” in Doc9, 
which also occurs in the highest ranked Doc11. This shows the reasoning 
capability of LSA, to codify the relevance of retrievals via cosine simi-
larity through the co-occurrence of other related concepts in documents 
of the corpus, rather than just the explicit occurrence of query terms. 
This feature is also the clear differentiator to keyword-based retrieval 

techniques, which do not consider the semantic distribution of bodies of 
text, but handles ranking based on texts’ explicit occurrences. 

With the small dataset in this analysis, it is easy to observe the 
behaviour of the LSA technique. With larger datasets, even though the 
same mechanics apply, it would be more difficult to explain visually and 
the layers between input and output of the query-retrieval step may 
become a “black box”. In the case of the latter, however, it is still 
possible to infer the semantic correlations between terms and or docu-
ments intuitively, but sometimes, one may not know exactly the 
reasoning or rationale at first glance and may then require more 
exploration for the human to gain understanding. This contributes to the 
capability of LSA as a recommendation system, by which the user, even 
if not provided the answer, is assisted in formulating questions given 
hints where it may be interesting to probe. 

Looking at all the patterns of decreasing cosines of the queries and 
retrieved documents in Fig. 10, visualized in shades of green, it is also 
clearly apparent that the term-term and term-document retrieval results 
are related. Generally, more documents in the corpus have relevance to 
“fuel” and “risky” as a topic, than “usability” or “heat”. “Fuel” and 
“risky” retrieves more documents from the corpus, but with lower 
specificity, given the lower and gradually distributed cosine values of 
the retrieved entities. On the other hand, “usability” and “heat” get very 
few hits, but with very high specificity, that is, high cosine scores. In this 
manner, queries can be tabulated in the same fashion to compare the 
semantic distribution of documents with respect to any query. For 
instance, it is possible to see whether a specific query topic, represented 
by a term or several terms, is more widespread and shared by many 
documents, or otherwise only covered by few documents. This, along 
with the cosine similarity values and colour visualizations, makes it 
simple to quickly gauge the semantic relevance of documents with 
respect to a query, in addition, also to understand the nature of the 
topical distributions. Such is the nature of semantic summarization that 
would typically require domain-specific human reasoning to achieve – 
to read, understand, arrange, and consolidate the texts. We can now use 
LSAto distil such insights to aid decision-making and support a variety of 
information retrieval applications underpinning sense-making and 
knowledge management. 

The current LSA’s “intelligence” is limited to that of the 11 docu-
ments of the nuclear competences, as if that is all that the system 

Fig. 10. A few queries with top 5 semantically related documents ranked by their cosine similarity values. Explicit occurrences of the query term/s within the 
document are coloured red for ease of inspection. 
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“knows”. Retrieval results may give unintuitive answers if the training 
dataset does not cover the extent of the knowledge required for the 
query. For instance, if a query is made about the financial domain, using 
this small nuclear competence dataset to infer the semantic structure, 
the output would likely not return meaningful results since the dataset 
does not embody financial knowledge, and thus doesn’t exhibit the se-
mantic structures applicable in the financial domain. Naturally, the 
query potential of the system is limited by the scope of the input training 
dataset, which must thus be sufficient with respect to the needs of the 
query use-cases. Despite the apparent limitation, this is also considered 
the virtue of LSA to capture contextuality. It is fundamental in searching 
and retrieving relevant knowledge within the subjective nature of 
knowledge domains, which has been a principal challenge in knowledge 
management software systems. In terms of handling nuclear compe-
tences and attempting to computationally capture semantics, these 
query-retrieval interpretations give the basis upon which further ana-
lyses can be done towards mapping of communities of practice, to the 
extent that would have required human tacit knowledge to carry out. 

7.3. Top TF-iDF terms as topics of the large dataset 

Furthering the discussion around the small 11 document dataset, we 
now turn our attention to the larger dataset consisting of 2643 docu-
ments described in Section 6. While the small dataset can enable in 
depth inspection and interpretation of the query and retrievals, the 
larger dataset is a better representation of the variety of topics in the 
nuclear field on a realistic scale. 

After parsing the 2643 documents into 3653 unique terms and 
weighting them using TF-iDF to adjust for the effects of common vs 
unique terms, it is possible to estimate the most important topics simply 
by summing the TF-iDF values. For example, the top 20 terms ranked by 
the TF-iDF are as follows in descending order: “nuclear”; “reactor”; 
“analysi”; “use”; “fuel”; “system”; “power”; “base”; “model”; “studi”; 
“neutron”; “plant”; “effect”; “method”; “develop”; “simul”; “design”; 
“thermal”; “water”; “evalu”; and so forth. Of course, these form a very 
reductive overview, but are clearly intuitively consistent with the scope 
of the data source, that is, the Nuclear Engineering and Technology 
Journal articles titles between 2013 and 2023, on a high abstraction 
level. 

7.4. Inspecting the t-SNE visualizations of the large dataset 

The top TF-iDF terms are prepared for visualization using t-SNE, 
resulting in 2D plots that are easier to inspect en masse. Firstly, to give a 
rough idea of the 2D visualization, we plot the top 20 terms ranked by 
TF-iDF as described in the previous section, to obtain Fig. 11. 

The visualization gives more meaning to the list of top 20 terms by 
representing some aspect of the relationships between them. For 
instance, we can see that “power” and “plant” on the far left are 
extremely close, almost overlapping, with some relation to “nuclear”, 
which resides at around a similar distance to “reactor” at the bottom 
right of the figure. This is an illustration of how the vectors capture 
semantic relatedness between terms that make up well-known concepts 
in nuclear domain, even though these terms have been indexed sepa-
rately. Similar interpretation can be made regarding the proximity of 
“fuel” and “reactor” at the bottom right. It is also interesting to see that 
more generic concepts like “simulation”, “development”, “analysis”, or 
“model”, that do not seem to pertain specifically to a particular sub 
domain of nuclear, are placed together around the centre with relatively 
similar relations to the other terms, merely based on its central location 
of the plot. Since absolute coordinates of the points are not of particular 
importance, rather their relative coordinates to one another, the values 
on the axis are thus not shown. 

In a similar fashion, we can plot a denser version of the same over-
view of the corpus using the top 100 terms to maintain legibility, to 
obtain Fig. 12. 

Naturally, much higher semantic granularity can be observed with 
the plot of 100 topics compared to that of just the top 20. On the left, we 
see the cluster of “safety” “assessment” related topics between “power” 
“plant” and “accident”, near the horizontal axis. Similarly, many well- 
known multi-term concepts in the nuclear domain have been clearly 
clustered together. For instance, in the top left quadrant “thermal” and 
“hydraulic”; “steam” and “generation”; “radioactive” and “waste”; and 
on the top right quadrant “sodium” and “cooling”, “heat” and “transfer”; 
and in the bottom right quadrant, “spent” and “fuel”; and “monte” and 
“carlo”; “gamma” and “ray” etc. These numerous obvious cases suggest 
that the terms, albeit syntactically different, have been vectorized in 
such a way that even a 2D reductive visualization can capture the se-
mantic relationships between them forming obvious concepts within 
nuclear knowledge domain. 

Following the inspections, an even more detailed landscape of the 
top 500 terms can be plotted for closer interpretations. However, having 

Fig. 11. t-SNE landscape plot of the top 20 topics of the larger dataset.  
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500 terms is difficult to inspect all at once. Instead, we can zoom in to 
specific parts to interpret how an even higher granularity of semantic 
points can be inspected. Magnifying the left half of Fig. 12 along the 
horizontal axis, gives Fig. 13. The goal is to qualitatively inspect whether 
intuitively related terms are plotted together by virtue of their vectors, 
thus the figure enable effective spot checking the landscape to identify 
recognizable clusters of concepts. The X and Y coordinates and the full 
2D visualization of all 500 terms, are available via Mendeley Data 
(https://data.mendeley.com/datasets/9j6std925r/1) [28]. 

Towards the left of Fig. 13, we see the cluster of “probabilistic” 
“safety” “assessment”, near its acronym “PSA”, which has been toke-
nized separately, but plotted close by. In the centre of the figure, we see 
“security” “framework”, “risk” and, a bit beneath those, topics such as 
“accident”, and towards its right, “mitigation”, “Fukushima” etc. We can 
interpret that these safety, security, and risk related vectors have been 
codified so that they are similar enough to be plotted in close proximity 
to one another. Traversing the landscape in a higher level of detail shows 
the spectrum of semantic links from one topic to another, compared to 
high level plots such as Fig. 11 or 12, which represents a more abstract 
summary of the details. Even though all the vectors exist within the same 
vector space without any explicit hierarchy, it appears that TF-iDF may 
also be used as a quantitative method to summarize clusters of other 
vectors and provide a term that may represent the neighbourhood of 
many vectors. 

Similar qualitative interpretations can be made in other areas of the 
large landscape of 500 terms. For instance, Fig. 14 shows the magnifi-
cation of the bottom area of the same 500 term topical landscape. 

On the left of Fig. 14, a cluster containing “PET” “resolution”, 
“camera”, “imaging”, “algorithm” etc. can be observed, and towards its 
right, topics like “therapy”, “gamma”, “ray” etc., suggesting the 
connotation of the medical treatment applications. On the right side of 
the figure, there are topics about “spent” “fuel”, “dry” “storage”, and 
apparently topics about their containers, implied by “cask”, and analyses 
thereof, as per “drop” “impact”, and “finite” “element”. 

Despite the inherent information loss from plotting high-dimensional 
vectors to a 2D, the obviously related vectors are codified well enough to 
capture their semantics and thus be plotted within closer proximity. The 
elucidations of the interpretivist qualitative observations of our discus-
sion should be regarded as just an example of how the inspection can be 
done. Certainly, those readers who are more familiar with the specialist 
sub-topics of the nuclear engineering research may see much more 
connections in the landscape of vectors. Nevertheless, our discussion 
merely seeks to qualitatively inspect the results of LSA to validate that 
non-trivial connections between nuclear domain-specific terms and 
topics can indeed be inferred, for different sizes of datasets and level of 
semantic detail. 

7.5. Scalability and dataset sizes 

The scalability of LSA in codifying and enabling sematic linking of 
nuclear information and knowledge attributes largely to the data sizes 
that it can handle. Although, there is still little agreement today on the 
expected size of the LSA corpus or what comprises a large or small 
corpus [29], LSA has been successfully demonstrated on unstructured 
datasets of a wide range of sizes, spanning orders of magnitude from just 
a handful of documents to tens of millions of documents [21,30–33]. In 
addition, LSA has been specifically shown to perform well on small 
datasets [34], even those of less than 100 documents [35]. The capa-
bility to also perform well on small datasets is an important property of 
LSA in the nuclear knowledge and competence management use-cases, 
because this enables those with even very limited datasets to reap the 
benefits of the semantic inference, compared to other approaches in 
machine learning, which typically require larger datasets to perform 
well qualitatively. In this regard, LSA could enable the application of 
small datasets as a corpus, while maintaining the possibility of extending 
the corpus overtime. Our empirical explorations of the small (N = 11) 
and larger (N = 2643) datasets demonstrate the properties of the se-
mantic inference in both cases, each producing results that indicate the 

Fig. 12. t-SNE landscape plot of the top 100 topics of the larger dataset.  
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semantic vectorization that captures domain specific topical links. These 
links thus form the semantic structure, which can be utilized in various 
semantic matching, search or labelling applications for bridging 
different knowledge communities in an automated and scalable way. 

Even though LSA has been demonstrated successfully utilizing a wide 
range of datasets, the addition or updating of new documents to a corpus 
can have an implication on the computational requirements of the al-
gorithm in practice. Essentially, there are two ways that addition or 
updating the corpus can be done, each with its own considerations. 

The first way is through the process of “folding-in”. This can be 
described by the process of parsing each new document and weighing 
them with TF-iDF as if handling a query vector (as per Section 5.5). 
Thus, new explicit document vectors are transformed to the existing 
latent semantic space. This enables the new documents’ semantic vec-
tors to have the same dimensionality as the existing semantic term and 
document vectors, thus compatible to comparisons using cosine simi-
larity. This technique is simpler, fast, and less computationally 
demanding to add new documents to the corpus, since a new LSA vector 
space need not be recomputed. A drawback to folding-in vectors in this 
way, when adding new searchable documents, is that new terms, that 
were not known during the SVD step for the original corpus, are ignored. 
New terms that do not exist in the old/original corpus will have no 
impact on the TF-iDF weighting, nor on the semantic structure derived 
from the original corpus. In practice, this means that the new terms, in 
the additional folded-in documents, cannot be used as query terms. 
Although the folding-in process does not account for the new semantic 
content of the new documents, adding a substantial number of docu-
ments in this way will still provide good results for queries, as long as the 

terms and semantic structures they contain are well represented by the 
original LSA space. Simply put, if the new documents, that are folded in, 
are similar to the old/original documents, the retrievals will still be 
effective. 

When the terms and semantic structure of a new set of documents 
need to be included (to enable queries with new terms), a new term- 
document matrix and SVD must be recomputed, resulting in a new 
LSA vector space. Recomputing the new latent semantic structure im-
plies creating a new combined corpus, including existing and new 
documents, and repeating the whole process. Doing this for larger term- 
document matrices is computationally costly, requires more time, and 
for enormous document sets, may not be feasible due to computer 
memory constraints. Furthermore, the processing time for a query- 
retrieval cycle of excessively large corpus may become unreasonably 
long, potentially creating a poor user experience. Nevertheless, docu-
ments in the order of millions are readily manageable with today’s 
computational resources, which continue to improve in terms of per-
formance capability. At the same time, a valid strategy for scaling an LSA 
based retrieval or data linking system could be to combine both 
methods, that is, recomputing the SVD only occasionally, while folding 
in additional documents that needs to be searchable quickly. 

7.6. Practical value and potential extended studies 

The algorithmic investigation demonstrates and deepens our un-
derstanding of the empirical behaviours of Latent Semantic Analysis 
(LSA), which we can extend to aid or replace the manual tasks of in-
formation codification and linking. Instead of using predefined 

Fig. 13. Left magnification of the t-SNE landscape plot of the top 500 topics of the larger dataset.  
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ontologies/taxonomies, LSA can be used to automatically induce key-
words or terms from a corpus of undefined size, consisting of available 
contents or other textual material in an organization. This reduces the 
reliance on manpower and thus also addresses the natural in-
consistencies of manual work arising from human bias. For instance, 
manually labelled competence descriptions may result in high variance 
of the number of keywords used. There is also the problem with syno-
nyms, where human labellers may use different keywords to describe 
similar content. This has the cascading effect that semantically related 
keywords need to be linked manually based on domain knowledge. On 
the other hand, the terms induced and indexed by LSA are vectors in the 
semantic space, which means that it can be linked with other related 
vectorized topics via cosine similarity quantitatively. A human moder-
ator is thus not needed to carry out the laborious and time-consuming 
task of linking related competences or think of synonym keywords 
during labelling. These have operational value for nuclear knowledge 
management, for instance, in human resource management and expert 
competence profiling, modelling, linking, and grouping. 

Beside operational viewpoints, there could also be strategic value 
arising from the technology as suggested by the preliminary study. LSA 
term vectors can be combined to form document vectors, which act as 
summaries that describe groups of competences and knowledge com-
munities. These can constitute insights into the larger competence 
landscape or typology of organizations. Such insights of the knowledge 
communities of an organization aids decision-making regarding stra-
tegic competences. Furthermore, cross-organizational sharing of 
competence information can open even broader use-cases and implica-
tions, that deserve separate in-depth investigations. For instance, LSA 
and related techniques can be extended to compare the level of align-
ment (or misalignment) between knowledge/competences of different 
sectors, for instance, those desired in industry, vs those of educational 
learning outcomes, vs those promoted by the associations, authorities or 
the third sector. Dedicated studies can also be done on the effects of 
different transformations or visualizations of LSA outputs on strategic 
decision-making amid nuclear ecosystems; or examining the 

procurement planning processes focussing on assessment of expert 
competences of bidders on the numerous levels of the supply chain. 

Despite the practical relevance of this study, it is important to 
acknowledge that technology is only one of three pillars of an ideal 
knowledge management, along with people and processes [4]. Never-
theless, on a principal level, this investigation demonstrates how tech-
nology can contribute more towards also the soft aspects of knowledge 
management and enable multidisciplinary collaboration through auto-
mated semantic induction from texts. This is a small drop amid the wave 
of new technological advances in artificial intelligence and data mining, 
which will continue to reduce the requirement of human effort to 
collect, organize and manage competence information constantly 
overtime. 

7.7. Limitations 

Our methodology and the experimental design do not validate the 
LSA outputs numerically via other benchmarks or repeated studies. In 
our case, whether valuable insights can be inferred that is comparable to 
tacit knowledge, is based on inspection and intuitive interpretation of 
the LSA outputs from the selected datasets on modelling nuclear 
competences. 

In traditional data/computer science investigations, one would 
expect that numerical validation is done, with reference to some broad 
benchmark dataset from other quantitative studies, thus supporting the 
generalizability of both the algorithm and its outputs. However, given 
that nuclear knowledge and competence management are still in nascent 
phases of utilizing advanced technologies, no generally accepted algo-
rithmic benchmarks nor good enough validation dataset exist for our 
nuclear empirical context. As such, the semantic structures driving the 
query and retrievals that result from our analyses should not be 
considered “ground truth”. While this investigation demonstrates the 
validity and generalizability of the LSA-based method with a small (N =
11) and a larger (N = 2643) dataset, it should be borne in mind that its 
outputs do not pose as a proof whether it may or may not represent the 

Fig. 14. Bottom magnification of the t-SNE landscape plot of the top 500 topics of the larger dataset.  
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same semantic structures of say a particular organization, industry, or 
sector. 

The larger dataset used in this investigation may well represent the 
scope of knowledge and competences of the nuclear domain, thus 
creating outputs that are practically useful, intuitively valid, and 
reasonably transferable. However, it should be borne in mind that, our 
research experimental design, being rooted in interpretivism, does not 
seek similar validity, reliability, or generalizability as quantitative 
research approaches of a positivist worldview. 

Due to the tacit, subjective and fragmented nature of knowledge in 
the nuclear domain, we find it difficult to justify a positivist, quantitative 
validation philosophy, in which there would still be a burden of proof 
against bias. Therefore, it has been out of our scope to formulate a 
separate experimental design for quantitative validation, for instance, 
with crowdsourced expert respondents, user testing, and to numerically 
benchmark the performance of LSA in distilling insights. Our outputs 
only validate that self-evident conceptual and logical associations be-
tween nuclear domain-specific concepts can be induced by LSA, that 
would traditionally have required human work. 

8. Conclusion 

Our motivation for this study is the challenges of algorithmically 
modelling competences of nuclear personnel, to enable the effective 
identification of links between knowledge communities, which in turn, 
can facilitate steps towards stimulating more multidisciplinary collab-
oration and transfer of skills. The nuclear field is extremely heteroge-
nous with practitioners from many disciplines, resulting in diverse 
working circumstances. The number of disciplines involved in the long 
lifecycles of nuclear facilities and the drawn-out decommissioning and 
disposal phases are compounded by the heavy regulatory frameworks 
that govern all operations. This creates an interesting problem to address 
in terms of nuclear knowledge and competence management, as well as 
closing the theory-practice gap in knowledge management literature. 

The challenge of semantically modelling competences of personnel is 
largely attributed to the fuzzy, tacit nature of skills and competences, 
which would have traditionally required human expert cognition to 
interpret, codify, and manage. Moreover, the communities of practice, 
as a result of human social behaviour, are self-organizing and constantly 
changing over time. The constant changes of knowledge communities do 
not only result from personnel mobility within and across organizations, 
but also the natural flux of competence divergence of individuals in their 
careers. Therefore, traditional manual methods for codification of 
competences (such as tagging of keyword, compilation of taxonomies/ 
ontologies, or identification of links between related topics) are not 
feasible with large datasets and require regular updates to the codifi-
cation over time. 

This investigation demonstrates in detail the capabilities and limi-
tations of the LSA technique in automatically identifying and linking 
competences semantically, induced from typical competence de-
scriptions in abundant natural language texts. The observations and 
interpretations of the results of this investigation improve our under-
standing of how outputs from domain-specific textual datasets, of 
varying sizes describing personnel competences, can be codified auto-
matically and retrieved, while capturing aspects of semantics that is 
implicit to human interpretation within the respective domain. 

In essence, the theoretical basis that brings together the semantics 
(tacit) and the computations (explicit), is that semantically related 
words/terms usually tend to appear together in a body of text and co- 
occur by some consistent degree of separation. This complex network 
of probabilistic relationship structures is identified through singular 
value decomposition. Following that, dimensionality reduction removes 
patterns that are considered “noise”, which introduces eccentricity to 
the desired semantic structures. This property of LSA is fundamental in 
effectively addressing the fuzziness of natural language descriptions of 
competences attributed to individual nuclear personnel, from which 

inferences can be made about the communities of practice that they 
constitute. 

Even with the small dataset of this investigation (N = 11), the latent 
semantic patterns can exhibit traits of artificial intelligence, inducing 
synonyms and semantic relationships. This changes the typical 
assumption of the need for “big data” to yield such results, and in our 
case a variety of queries can already be made with sensible, explainable 
retrievals. A small dataset that can be easily interpreted, demonstrates 
the in-depth mechanisms of LSA. On the other hand, the larger dataset 
(N = 2653) in our analysis poses a realistic scale, scope, and depth of 
semantic content akin to that of descriptions of nuclear domain specific 
knowledge and competences. The visualizations of LSA outputs for the 
larger dataset using t-SNE also show intuitive links upon interpretation 
on varying levels of abstraction. Given the capability of LSA to handle a 
wide range of dataset sizes effectively, it is feasible to have even larger 
input training datasets and thus larger vocabulary of terms. The variety 
of queries could be augmented with growth in the training data. 

We validate the potential of LSA as an underlying technique for 
different applications related to the management of knowledge com-
munities that enables operational and strategic decision-making, linking 
and identifying related nuclear competences across silos. Above all, the 
technique is automatic and utilizes existing abundant textual data, 
without the need for manual input and regular updating of competence 
data, as typically required in traditional knowledge management soft-
ware portals. 
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