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ABSTRACT One of the most crucial steps toward achieving human-like manipulation skills in robots is to
incorporate compliance into the robot controller. Compliance not only makes the robot’s behaviour safe but
alsomakes it more energy efficient. In this direction, the variable impedance control (VIC) approach provides
a framework for a robot to adapt its compliance during execution by employing an adaptive impedance law.
Nevertheless, autonomously adapting the compliance profile as demanded by the task remains a challenging
problem to be solved in practice. In this work, we introduce a reinforcement learning (RL)-based approach
called DEVILC (Data-Efficient Variable Impedance Learning Controller) to learn the variable impedance
controller through real-world interaction of the robot. More concretely, we use a model-based RL approach
in which, after every interaction, the robot iteratively learns a probabilistic model of its dynamics using
the Gaussian process regression model. The model is then used to optimize a neural-network policy that
modulates the robot’s impedance such that the long-term reward for the task is maximized. Thanks to the
model-based RL framework, DEVILC allows a robot to learn the VIC policy with only a few interactions,
making it practical for real-world applications. In simulations and experiments, we evaluate DEVILC on
a Franka Emika Panda robotic manipulator for different manipulation tasks in the Cartesian space. The
results show that DEVILC is a promising direction toward autonomously learning compliant manipulation
skills directly in the real world through interactions. A video of the experiments is available in the link:
https://youtu.be/_uyr0Vye5no.

INDEX TERMS Model-based reinforcement learning, variable impedance learning control, Gaussian
processes, covariance matrix adaptation.

I. INTRODUCTION
Robot based automation technology promises to solve many
critical real-world applications in industries, healthcare to
households in the near future. Robots with the capability to
manipulate objects with human-level dexterity is a key aspect
for such applications, especially in unstructured environ-
ments. While interacting with an unstructured environment,

The associate editor coordinating the review of this manuscript and
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robots have to compensate for uncertainties in the interaction
dynamics through the control law. Adapting muscle stiffness
and, therefore, arm impedance has been proposed as a
mechanism by which humans achieve compliance, which
is central to our dexterity [1], [2], [3]. Drawing motivation
from human manipulation skills, incorporating compliance
behavior into robot control has been investigated as a way
to achieve safe and dexterous manipulation skills. Impedance
Control (IC) was introduced as a result of this approach and
was successfully demonstrated in robotic manipulation [4] by
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incorporating compliance behavior in robot position or force
control.

Traditionally, robotic manipulators have relied on position
control, which does not ensure safety and energy efficiency
during constrained interactions. The IC, on the other hand,
offers a framework to achieve compliant manipulation
skills with safety guarantees and energy efficiency. Unlike
conventional control approaches, IC models a dynamic
relation between manipulator variables such as the end-point
position and force rather than controlling these variables
independently. IC could provide a feasible solution to
overcome position uncertainties and avoid large impact forces
since robots are controlled to modulate their motion or
compliance based on the sensed forces as feedback [5].
IC is naturally extended to Variable Impedance Control
(VIC) where the impedance parameters are varied during the
task [6]. VIC gained popularity in robotic research due to its
adaptability and safety properties.

With the advancement of learning-based techniques in the
field of robotics and control, they have become increasingly
popular in the domain of variable impedance control, also
known as Variable Impedance Learning Control (VILC)
[7]. Several approaches, including Imitation Learning (IL),
inverse reinforcement learning (IRL), and Reinforcement
Learning (RL), are utilized in VILC. Out of all thesemethods,
RL has the capability to learn intricate and sophisticated
control policies, but at the cost of requiring a vast amount
of data obtained through extended interactions between the
robot and its environment. To enhance the data efficiency of
RL, Model-based Reinforcement Learning (MBRL) methods
offer a promising solution by using a progressively learned
dynamical model of both the robot and its environment
[8], [9].
Recently, Probabilistic Inference for Learning Control

(PILCO) [8], a highly data-efficient MBRL approach has
been applied to VILC [10]. However, PILCO imposes
limitations on the reward functions and policy structure,
limiting the use of arbitrary rewards as in a standard RL
setting. Moreover, analytical approaches like PILCO are not
amenable to efficient parallelization on multi-core comput-
ers [9]. To address these limitations, an alternative approach
called Black-DROPS [9] has been proposed which is based
on the gradient-free black-box search algorithm Covariance
Matrix Adaptation (CMA-ES) [11]. This approach imposes
no constraints on reward functions or policies and can
be easily parallelized. By combining Gaussian Processes
(GP) based dynamics learning with CMA-ES based policy
optimization, a highly data-efficient MBRL framework is
achieved, taking into account the uncertainty in themodel and
performing a comprehensive policy search.

In this work, we focus on learning an optimal impedance
adaptation strategy for a VIC in the context of robotic
manipulation through real-world interaction of the robot.
We take inspiration from Black-DROPS framework and
propose a VILC framework called DEVILC (Data-Efficient
Variable Impedance Learning Controller) that is highly

FIGURE 1. Experimental setup with Franka-Emika Panda robotic
manipulator pouring water into a cup.

data-efficient and does not impose any restrictions on the
structures of the policy or the reward function. In addition,
unlike PILCO-based VILC, DEVILC can make use of
multi-core processors to parallelize the policy optimization
process, making it suitable for real-world application.

In summary, the main contributions of this paper are:
• We propose a model-based VILC framework called
DEVILC using GP models and using the evolution
strategy, CMA-ES to optimize a Neural Network (NN)
policy.

• We demonstrate that DEVILC is highly data-efficient
for learning impedance adaptation strategy for robotic
manipulation.

The structure of the rest of this paper is as follows.
In Section II, we review existing literature relevant to
our work. Section III provides a brief overview of the
necessary background knowledge. In Section IV, we present
the details of our proposed model-based reinforcement
learning (MBRL) based variable impedance learning control
(VILC) framework. Section V evaluates the proposed VILC
framework through simulations and experiments using a
Franka Panda robotic manipulator. Finally, we provide
a detailed discussion on the results and conclusions in
Section VI and Section VII respectively.

II. RELATED WORK
A wide variety of learning-based approaches are combined
with VIC to develop various VILC methods [7]. Prominent
examples of such learning-based approaches are IL, Iterative
learning control (ILC), and RL. IL has been used in many
recent VILC works [12], [13], [14], [15]. IL-based VILC
methods are generally some form of Learning from Demon-
stration (LfD) methods as they often rely on demonstrations
to learn from [16]. IL can be useful in developing highly
sample efficient VILC [7]. But such learning strategies can
be biased to the demonstration which are often suboptimal
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and potentially limit the performance and generalization of
the learned policies. IL is useful for tasks that are easy to
demonstrate and which do not have a clear optimal way
of execution, whereas RL is well suited for highly-dynamic
tasks, where there is a clear measure of the success of the
task [17]. Optimizing variable impedance gains/parameters
can be done using ILC where the robot improves its
performance iteratively. ILC based methods have been used
for VILC in a range of works [18], [19], [20], [21]. The key
difference between ILC and RL is that, in RL, the control
law is derived by maximizing a reward function defined by
the task requirements. One advantage of ILC compared to
RL is its sample efficiency. But even when a model of the
dynamics is not available, RL offers better performance and
can be applied to a broader range of problems [22]. In the
rest of this section, we provide a brief review of the related
works relevant to this paper covering the area of VILC. In our
discussions, we focus on RL-based and data-efficient VILC
approaches.

A. RL-BASED VILC
Recently, RL has been widely explored for VILC research.
Several previous works used deep-RL to learn VILC for
various robotic manipulation tasks [23], [24], [25], [26],
[27]. However, RL demands a large amount of data samples
through interactions for learning policies. Authors of [23]
compare different action spaces in deep-RL for robotic
manipulation. In [24], an RL framework for learning
contact-rich manipulation tasks is proposed where an off-
policy model-free RL algorithm (SAC) is used to learn
the stiffness and position parameters of a parallel position-
force controller. This approach could learn policies achieving
high success rates in insertion tasks even under uncertain-
ties. In [25], the approach was extended to real robotic
manipulators for safely learning contact-rich manipulation
tasks. A parallel position/force control and admittance control
were evaluated in this framework on position-controlled
robots. Similar to other approaches, in [26], the right
choice of action space for learning contact-rich tasks in
presence of uncertainties was investigated. A model-free
RL approach is used to learn policies for direct torque
control, fixed gain PD control, and variable gain PD control.
On comparing the three controllers, the variable gain PD
controlled demonstrated superior performance and reliability.
Similarly in [27], on comparing direct torque control, joint
PD, inverse dynamics, and task-space impedance control, the
impedance control showed superior performance compared
to the other three. But all of these approaches have the
drawback of model-free RL in terms of low data efficiency
and lack of task transferability.

B. DATA-EFFICIENT VILC
All approaches mentioned above could learn complex VIC
policies for specific tasks, however, at the expense of data
efficiency. Authors in [28] demonstrated model-free RL

TABLE 1. List of variables.

based VILC using Dynamic Movement Primitive (DMP)
policy [29] and Policy Improvement with Path Integrals
algorithm (PI2) [30], which is data-efficient but it fails to
scale to complex policies. In [31], PI2 approach was used
to learn torque control profiles for robot manipulators for
compliant manipulation using desired position trajectories
from kinesthetic demonstrations. But it is not suitable for
force-based VIC, as unlike stiffness values the impedance
parameters can not be estimated directly from kinesthetic
demonstrations used in [32]. Kim et al. [32] demonstrated
that augmenting position demonstrations with stiffness
estimates and using it to learn a stiffness controller could
provide superior manipulation performance compared to a
position controller. Alternatively, MBRL approaches offer a
data-efficient and scalable framework leveraging on a learned
dynamical model. In [33], MBRL is used to learn position-
based VIC on industrial robots using GP models. Authors
of [10] and [34] used a similar approach for force-based
VIC and hybrid force-motion control for contact-sensitive
tasks. In [35], Probabilistic Ensembles with Trajectory
Sampling (PETS) approach is used to learn a position-based
VIC strategy for Human-Robot Collaboration (HRC) tasks.
Although MBRL methods are data-efficient compared to
model-free RL, it still demands a lot of interactions, making
it difficult to apply to robotic manipulation tasks. In this
work, we tackle this issue by using a micro-data-based policy
optimization method combining GP models and CMA-ES
based policy optimization [9].

An alternative approach in [36], proposed an Model
Predictive Control (MPC) based VIC framework termed
as deep model predictive variable impedance control. This
approach provides a data-efficient VILC framework which
is scalable to complex tasks and easily transferable across
different task scenarios. But this framework still demands
a considerable amount of training data to learn a quality
model as it uses an ensemble of probabilistic neural networks
to model the generalized Cartesian impedance dynamics
of the robot. Additionally, it demands high computational
time due to the sampling-based MPC scheme used for
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FIGURE 2. DEVILC framework with GP dynamics model and CMA-ES based policy optimization to learn an NN based impedance adaptation policy. The
task objective is given by (7).

impedance optimization, therefore limiting the impedance
adaptation frequency in real-time. This approach is more
relevant in cases where it is required to learn a policy
that can be transferred to different tasks or task scenarios
and does not demand high-frequency impedance adaptation.
The proposed Data-Efficient Variable Impedance Learning
Controller (DEVILC) approach learns a task-specific policy,
therefore the learned policy need not be easily transferable
to another task. But it is more data-efficient owing to GP
based dynamics model. Additionally, the DEVILC approach
does not have any limitation on impedance adaptation
frequency primarily due the decision making component of
the approach (NN policy in this paper) which is cheap to
compute in real-time.

III. BACKGROUND
A. ROBOT MANIPULATOR DYNAMICS
For a rigid n-DOF robotic arm, the task space formulation of
robot dynamics is given by

3(q)ẍ+ 0(q, q̇)ẋ+ η(q) = fc − fext , (1)

where ẋ, ẍ are the velocity and acceleration of the robot
end-effector in task space. fc is the task space con-
trol force, fext is the external force, 0(q, q̇) ∈ R6×6 is
matrix representing the centrifugal and Coriolis effects, and
η(q) = J−Tg(q) ∈ R6×1 is the gravitational force, where
g(q) is the joint space forces and torques. The Cartesian
inertia matrix is denoted as 3(q) = (JH(q)−1JT)−1

∈

R6×6, where H(q) ∈ Rn×n is the joint space inertia matrix
and J is the end-effector geometric Jacobian. By additionally

knowing the centrifugal and Coriolis matrices in joint space,
V(q, q̇), the corresponding task space matrix is given by

0(q, q̇) = J−TV(q, q̇)J−1 −3(q)J̇J−1 . (2)

B. VARIABLE IMPEDANCE CONTROL
VIC is designed to achieve force regulation by adjusting the
system impedance [37], via the adaptation of the inertia,
damping, and stiffness matrices. In the presence of a force
and torque sensor measuring fext , impedance control can be
implemented by enabling inertia shaping [38]. Casting the
control law

fc = 3(q)α + 0(q, q̇)ẋ+ η(q)+ fext , (3)

into the dynamic model in (1) results in ẍ = α, α being
the control input that denotes acceleration with respect to the
base frame. In task space IC, the objective is to maintain a
dynamic relationship (4) between the external force, fext, and
the error in position δx = xr − x, velocity δẋ = ẋr − ẋ
and acceleration δẍ = ẍr − ẍ. This dynamic relationship that
governs the interaction is modeled as a mass-spring-damper
system as follows

Mδẍ+ Dδẋ+Kδx = fext , (4)

where M, D and K are Symmetric Positive Definite (SPD)
matrices, adjustable impedance parameters, representing
inertia, damping and stiffness terms, respectively. This
desired dynamic behavior (4) can be achieved using the
following control law,

α = ẍr +M−1(Dδẋ+Kδx− fext) . (5)
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Without external force acting on the manipulator, the
end-effector will asymptotically follow the desired trajectory
under this control scheme. In the presence of external forces,
the compliant behavior of the end-effector is described by (4).

C. CMA-ES
The Covariance Matrix Adaptation (CMA-ES) is an evolu-
tionary strategy designed to solve non-convex and non-linear
black-box optimization problems in continuous domain [11].
It is one of the state-of-the-art methods in evolutionary com-
putation, specifically for continuous optimization. CMA-ES
uses a multivariate Gaussian distribution N

(
µd, 6d) where

µd
∈ Rd , 6d

∈ Rd×d is a positive definite symmetric
matrix and d is the dimension of a solution vector. CMA-ES
algorithm works by (i) drawing β candidate samples fol-
lowing the multivariate Gaussian distribution, (ii) evaluating
these β samples based on a given cost function, (iii) selecting
n best samples according to the cost calculated, (iv) update
the covariance matrix 6d and the mean µd of the distribution
based on the best n samples chosen. µd and 6d are updated
such that the expected evaluation value decrease at every
iteration. For further details on CMA-ES and its use, refer
to [39].

IV. DATA-EFFICIENT VARIABLE IMPEDANCE
LEARNING FRAMEWORK
The DEVILC framework utilizes GP models to learn the
Cartesian impedance model of the system. The learned GP
model is then used to optimize a NN-based impedance adap-
tion policy using CMA-ES. The cartesian impedance model
represents the environment-robot dynamic relationship in (4).
We learn the following Cartesian impedance model of the
robot manipulator [40] using GP:

st+1 = st + f (st ,ut )+ ω . (6)

where st is the state of the robot end-effector at time step t , ut
is the applied action, st+1 is the next state, and ω is the i.i.d
Gaussian noise. The GP model with these inputs predicts the
meanµ(st+1) and variance σ 2(st+1) based on the current state
and the action. We define the state st as [xt , ẋt ], and action ut
as [ft ext,Kt ].Kt is sampled from a parameterized impedance
adaptation policy with π s.t Kt = π

(
st , ft ext | θ

)
which can

be a NN. ft ext is the sensed external force acting on the robot
at time instant t , this is an uncertain external factor the VILC
needs to compensate for. The damping parameters are chosen
according to the critical damping condition, D = 2

√
K.

For an N Degree of Freedom (DoF) Cartesian impedance
dynamics considered, f contains N independent GP model
with each GP model approximating the dynamics along one
DoF.

We aim to optimize the compliant behavior of the robot
end-effector can be optimized by designing a suitable
variable impedance control strategy. Within the proposed
DEVILC framework, given a manipulation task objective,
this impedance adaptation strategy for the underlying VIC
is optimized using CMA-ES and the GP-based Cartesian

impedance model (6). We learn a NN based impedance
adaptation policy π in an episodic MBRL setting, where
after each episode of interaction with the real system, the GP
model is updated and a policy is optimized using CMA-ES
for the entire task horizon. The objective of compliant robot
manipulation is defined to achieve manipulation task require-
ments/goals while executing a high level of compliance.
In this work, we consider the scenario where themanipulation
task requirement can be represented as tracking a desired
robot state, but it is generalizable to any objective that can
be measured. The compliance objective is to minimize the
stiffness of the underlying VIC controller. A cost function
describing the task objective and the compliance objective is
designed for the real system,

C (st ,Kt) = δsTt Qtδst + λ(Kt )TRtλ(Kt ) , (7)

where srt denotes the reference or goal states. λ(Kt ) is the
Eigenvalues of the stiffness matrix represented in a vector
form, δst = srt − st andQt and Rt are diagonal gain matrices
for task and compliance components respectively. These gain
matrices can be either constant or can be a function of the
robot’s states. For example, in the case of a reference tracking
task Qt can be chosen as a linear function of ∥δst∥ in order
to have higher penalties for larger deviations from the target.
While this cost is defined over the real system, it can be used
as a target to train the reward function r = −C , i.e by taking
the negative of this cost at every time instant.

Given the GPmodel f (6) and the cost function (7), the goal
is to find the optimal policy parameters θ that maximizes the
reward over the entire task horizon given by:

J (θ ) = E

[
T∑
t=1

r (st ,Kt) | θ

]
. (8)

This is achieved by predicting the state evolution over the GP
dynamics model. State-to-next-state propagation is carried
out as in Monte Carlo estimation by sampling according to
the GP model. But additionally, each of these rollouts is
considered as a measurement of a function G(θ ) that is the
actual function J (θ ) perturbed by a noise N (θ ): [9]

G(θ) = J (θ )+ N (θ )

=

T∑
t=1

r (f (st−1,ut−1)) , (9)

here Kt−1 = π
(
st−1, ftext | θ

)
and ftext is chosen from

a random episode of interaction data. We would like to
maximize its expectation:

E[G(θ)] = E[J (θ )+ N (θ )]

= E[J (θ )]+ E[N (θ )]

= J (θ )+ E[N (θ )] . (10)

With the assumption thatE[N (θ )] = 0 therebymaximizing
E[G(θ)] is equivalent to maximizing J (θ ). In order to search
for the optimal policy π⋆ with parameters θ⋆, we utilize
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the evolutionary optimization strategy, CMA-ES. CMA-ES
solves the maximization of an objective function J (θ ) as the
optimization of the noisy function G(θ ) = J (θ ) + N (θ )
where N (θ ) is the noise [9], [11]. This facilitates maximizing
the objective without computing or estimating it explicitly.
CMA-ES performs four steps at each generation i:
1) sample β new candidates according to a multivariate

Gaussian distribution of mean µd
i and covariance 6d

i.
2) rank the β sampled candidates based on their noisy

performance over the objective G(θ i).
3) compute µd

i+1 by averaging n best candidates:
µd

i+1 =
1
n

∑n
i=1 θ i.

4) updates the covariance matrix to match the distribution
of the µd best candidates identified.

One key advantage of this ranking-based approach is it
reduces the impact of noise on the performance function. This
is because the solution is looking for the β best candidates
and errors can only happen at the boundaries between the
low-performing and high-performing solutions. Even if a
candidate is misclassified because of the noise, this error is
smoothed out by taking the average in step 3 to calculate
µd

i+1 [41].
By combining the GP-based model learning, policy

evaluation based on the noisy function (9) (10), and CMA-ES
based policy search forms a MBRL based VILC framework
DEVILC as shown in Fig. 2. The DEVILC method alternates
episodically between the robot interacting with the real
system and learning the impedance adaptation policy (which
also includes updating the Cartesian impedance model). The
DEVILC Algorithm is shown in Algorithm 1.

Algorithm 1 DEVILC
Given a cost function C , initialise an NN policy π .
Populate dataset D using a VIC with random K values
for Ni initial trials .
while task is not solved do

Learn the GP dynamics model f on D .;
θ∗ = argmaxθ E[G(θ )] (Section IV) .
for i← 1 to Task Horizon do

Ki = π
(
si, fiext | θ⋆

)
.

si+1, fi+1ext = execute VIC with Ki ((5)) .
D = D ∪

{
siC1, fi+1ext,Ki

}
end for

end while

V. EVALUATION
We evaluated the proposed DEVILC framework using a
couple of simulation setups in addition to a real experiment.
The objective of these experiments was to evaluate the
effectiveness of the proposed approach to learning suitable
VIC policy for robotic manipulation tasks. Four tasks of
varying complexity chosen for evaluation are shown in Fig. 3.
The experiments were set up such that, depending on the task,
we consider the adaptation of the stiffness along the specific

DoF of the robot manipulator while keeping the stiffness
values along the other DoFs constant. This simplification of
the experimental set-up will allow us to clearly explain the
stiffness adaptation behaviour. The criteria for measuring the
performance of DEVILC is based on how well the robot is
able to perform the task, while being maximally compliant,
given by (7).

GP models are used to learn the system dynamics, while
a NN is used as the policy. The input state space for the GP
model contains the Cartesian position and velocity. The input
action space for the GP models contains the external forces
acting on the end-effector (fext) and the stiffness values (K).
Given these inputs GP model predicts the next Cartesian pose
(x) and velocity (ẋ) of the robot end-effector. The input state
space of the NN policy contains the x, ẋ, and fext. The output
of this NNpolicy is the predicted stiffness values. Dimensions
of all these state and action spaces for the GP model and
NN policy are dependent on the number of DoFs considered
for the task. We use a GP structure with an exponential
kernel with automatic relevance determination [40]. The NN
policy in all the experiments contained one hidden layer
with 32 neurons. For the CMA-ES optimizer we utilize
BIPOP-CMA-ES with restarts [42] in combination with UH-
CMA-ES for noisy functions [43] as proposed in [9].
The values for the damping component are chosen as

D = 2
√
K. he mass matrix M is kept constant to avoid sta-

bility issues during the experiment. The sampling frequency
which is equivalent to the VIC frequency is set as 10Hz for all
the tasks. For all the experiments 10 learning trials/episodes
were conducted alternating between model learning and
policy optimization. For the real-world experiments, the
interaction data was downsampled to 20 data points per
episode due to the low computational speed of the GP
inference. For all chosen tasks, the requirements are defined
for achieving a desired goal pose for the robot end-effector.
However, the robot is also required to be highly compliant
whenever it is possible or be stiff only when it is necessary.
This is achieved by using a weighted reward in (7) for the task
requirement (first term) and maximizing compliance (second
term). In the considered tasks, we are, essentially, trying for a
trade-off between position control and compliance. The cost
function for each task has different values of the gain matrices
Qt and Rt in (7), defining the desired trade-off between
position accuracy and compliant behavior. The values of
these gain matrices are hand-tuned for each task and kept
constant during the learning process. In all the results force is
represented in Newtons and distance in cm.

A. SIMULATIONS
Two simulation experiments were conducted to evaluate the
effectiveness of the proposed approach on learning VILC.
We chose two manipulation tasks with different dynamics,
(i) catching falling objects and (ii) pushing an object along a
surface. In the first task, the robot has to adapt its impedance
to optimally react to the impact of the falling object and also
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FIGURE 3. Simulation tasks, (a) Reacting to falling object: The robot manipulator with cup end-effector should hold a Cartesian position while smoothly
catching a ball of weight 0.5 g falling into the cup. (b) Pushing task: A robot manipulator with a gripper end-effector should push an object over a rigid
surface with friction to a target position. The two experimental tasks, (c) water filling: robot end-effector is fitted with an empty cup to which water is
slowly filled by a person, (d) water pouring: robot end-effector is fitted with a cup filled with water and the robot transfers this water completely to
another cup without any spillage.

to carry the additional weight added by the object. Whereas
in the pushing task the robot has to adapt the impedance
necessary to overcome the inertia of the object and the
frictional forces and be more compliant towards the end of
the task.

1) REACTING TO FALLING OBJECT
As shown in Fig. 3(a), the robot manipulator is fitted with a
tray as the end-effector and an object is dropped to the tray
first and then removed from the tray after one second. The
robot is initialized to be highly compliant at rest position.
Here the task requirement for the robot is to maintain its pose
when the object is dropped to and removed from the tray
while being maximally compliant as in (7). Multiple trials
were performed with the object being dropped from different
heights to the cup, resulting in robot behavior as shown in
Fig. 4(a). The policy is optimized such that the deviation
of the robot from its initial position is minimal while being
as compliant as possible in reacting to the falling object.
We only consider stiffness adaptation along the z direction
for this task and the stiffness values along all other DoFs are
kept unchanged during the learning. The result shows that
the robot is at rest with low stiffness and the stiffness Kz is
increased instantaneously in response to the impact force fext
and further increases in response to deviation from the initial
position. Upon removing the object, the stiffness is decreased
enough to drive the robot back to the initial position. The
maximum deviation of the robot from the desired pose upon
impact is 0.1 cm, before recovering back to rest pose at
t = 2 s.

2) PUSHING TASK
The objective of this task to push an object placed on a
table with friction to a target position of 10 cm as shown
in Fig. 3(b). The policy is learned to adapt the stiffness in
the pushing directions (x and y) to push the object to the

target while stiff only when necessary and being compliant
otherwise. The stiffness along other DoFs are kept constant.
The robot is initialized with low stiffness values along the
pushing directions. The results in Fig. 4(b) show that the robot
pushes the object to the target pose in 1.4 s. The stiffness
is initially increased to larger values as expected along the
pushing directions to overcome the inertia of the object. The
stiffness is decreased when the object is close to the target
position, executing high compliance. The robot learned to
adapt the stiffness profiles in a suitable way to push the object
to the target with high accuracy while being stiff only when
necessary.

B. REAL-WORLD EXPERIMENTS
Two experiments were conducted to evaluate the effec-
tiveness of the proposed approach in real-world robotic
tasks demanding impedance adaptation. We chose the water
pouring and filling task with the Franka-Emika Panda
Robot manipulator. This is inspired by human manipulation
behavior, we adapt our arm stiffness continuously in both
pouring and fillings tasks to be efficient. For both filling
and poring tasks, the cost function is described as reaching a
target pose while being as compliant as in(7). For both tasks,
we consider only stiffness adaptation along the z axis while
maintaining a constant stiffness along all other DoFs.

1) WATER FILLING
The experimental setup is shown in Fig. 3(c) where the robot
end-effector is fitted with an empty cup and water is poured
into the cup. The robot is initialized with a low stiffness
value to be highly compliant at the initial position. Here the
task objective (7) for the robot is to maintain its pose by
continuously increasing the stiffness, such that it is enough
to hold the extra weights of the water being added to the cup.
Results in Fig. 4(c) show that the learned VILC continuously
increases the robot stiffness while water is added to the cup
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FIGURE 4. Evaluation results: (a) Reacting to falling object: the robot is expected to have minimal deviation 1pos from the initial pose in z direction. The
results shown here are the mean values over 10 trials where the objects is dropped from randomly chosen heights between (0.5 − 1.0) m. (b) Pushing
task: the robot is tasked to push an object on the table to 10 cm in x and y directions at t = 0.5 s. The results shown here are over 10 trials with objects of
random weights between (0.5 − 1.0). (c) Water filing: water is filled into a cup fitted to the robot end-effector and the robot is expected to have a
minimum deviation from the initial pose while executing compliance. The stiffness is varied only z direction and is kept constant in along all other DoF,
all the values shown here are along z direction. (d) Water pouring: the robot is tasked to pour the water into a cup placed on the table. The pouring task
is defined by commanding the robot to move to a pre-defined goal pose. The stiffness is varied only in z direction and is kept constant in along all other
DoF, all the values shown here are along z direction.

allowing only a small deviation of only 3mm from the desired
pose. The stiffness profile generated by the VILC during
the tasks appears to be very well correlated with the sensed
external force on the end-effector imparted by the water.

2) WATER POURING
The experimental setup for the task is shown in Fig. 3(d)
where the robot end-effector is fitted with a cup filled
with water. The VIC is initialized with the right amount
of compliance such that the robot holds the cup filled with
water at the initial pose. The pouring task is defined as the
robot pouring the water into a second cup placed on the
table. The robot movement for the pouring task is defined
as reaching a target end-effector pose such that the water is
entirely transferred to the second cup. The task objective (7)
here is to reach the target end-effector pose of 8 cm while
being as compliant as possible. The robot is expected to learn
to be less stiff as the water is transferred to the second cup.
Results in Fig. 4(d) show that the learned VILC increases
the robot stiffness in relation to the increased sensed forces
during the first phase of the task where the cup is tilted to start
transferring the water to the second cup. In the second phase
of the task, (i.e once the water starts to flow into the second
cup), the stiffness is decreased in relation to the decreased
weight of the water robot has to hold. Overall the learned
VILC policy is able to reach the target pose while being
compliant.

VI. DISCUSSION
The VILC approach presented in the work is evaluated on
different tasks in Section V to learn impedance adaptation
strategies. The optimization objective in all experiments has
been to maintain a high level of compliance in general
while being stiff only when demanded by the task. In all

FIGURE 5. DEVILC training results for all the tasks in Fig. 3. Mean
cumulative cost/ negative of the reward (i.e, C = −r ) after each learning
iteration for all tasks (a) - (d) in Fig. 3. The values are normalized between
[0,1] for each task.

the tasks, the task requirement is defined by achieving a
desired goal pose for the robot end-effector. The performance
of the impedance adaptation strategy is evaluated based
on how well it is able to achieve this requirement while
being maximally compliant. In the case of tasks demanding
positional accuracy, this means a suitable trade-off between
accuracy and compliance. But IC under stable behavior
allows the robot to asymptotically converge to the target
pose. This property allows the learning methods to suitably
vary the impedance to be maximally compliant without
necessarily sacrificing the positional accuracy, especially in
tasks that do not demand strict real-time trajectory tracking.
Whereas optimizing impedance profiles to be maximally
compliant allows robots to be more dexterous, safe, and
energy efficient. The NN policy obtained using CMA-ES
based optimization could adapt the stiffness profile in
response to external forces and deviations from the target
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pose while maintaining a high level of compliance whenever
possible.

Compared to the existing approach, the main advantage of
our VILC approach is data efficiency as the stiffness adap-
tation policy is learned from a handful of trials without any
constraint on the optimization objective and policy structure.
The existing VILC methods with comparable data-efficiency
are only PILCO based approaches and PI2 [28]. While the
PILCO-based approaches in [10] and [33] offers a highly
data-efficient approach is limited by the type of cost functions
and a differentiable policy and higher computational effort
on optimizing the policy. Whereas, the proposed approach
is generalizable to any policy and cost structure. Whereas
PI2 approach in [28] is not directly applicable to the force-
based VIC considered in this work. CMA-ES based policy
optimization is shown to achieve similar performance to
PILCO and PI2 in robotic manipulation tasks while being
more data-efficient [9]. Because of these reasons, we have
not provided any comparison with these approaches in this
work. Although there are other RL approaches using complex
dynamical models such as NN as discussed in Section II, they
pose challenges to real-world applications due to low data
efficiency. The training results for all tasks in simulation and
experiments shown in Fig. 5 demonstrates the data-efficiency
of the DEVILC framework. For all four tasks, the DEVILC
framework optimizes an impedance adaptation policy within
10 iterations, which corresponds to 200 data samples in
total. The NN policy obtained is computationally efficient to
evaluate in real-time, even with larger NN structures, thanks
to its ability to leverage efficient parallel computation using
GPUs or TPUs.

We have not discussed the aspects of safety/stability in
this work. We assumed a stiffness parameter range learned is
with the stable region for the underlying VIC. Guaranteeing
stability properties to the resulting VILC is challenging as
guarantees have to be provided in real-time in an online
fashion as the stiffness values predicted by the policy are
state-dependent. The approach proposed in [44] by designing
a quadratic Lyapunov candidate function could be coupled
with GP models to provide probabilistic stability guarantees
similar to safety guarantees in [45]. GP models allow
for providing such guarantees on safety and stability by
using additional optimization constraints [46]. But this needs
further research in the case of VILC for providing closed-loop
safety and stability guarantees during learning and for the
final policy. The safe learning approaches described in [46]
are interesting to explore formodel-basedVILC.One feasible
approach in this direction could be to provide probabilistic
safety guarantees using Control Lyapunov Functions (CLF)
for stability and Control Barrier Functions (CBF) as a safety
filter to solve constrained optimization problems over the GP
model [45].
The strength of the proposed approach relies on a

trade-off between high data efficiency and scalability to
complex problems demanding richer model representations.
GP models have high data efficiency [8], providing a reliable

estimate of model uncertainties which is very suitable for
model-based policy optimization [8] and MBRL in general.
GP have limited ability in modeling complex dynamics and is
not well suited for highly noisy data. Additionally, GPmodels
are not good at representing non-smooth dynamics such as
contact dynamics or human-robot-interaction dynamics. This
effect was observed in task (b) where the robot is pushing an
object to a goal position. Here the robot end effector is prone
to lose contact with the object during the task and making
it difficult for the GP model to learn the dynamics. This
results in slightly noisy impedance profiles in Fig. 4(b). GP
models also poses challenges in computational effort when
the dataset is large. Similarly, CMA-ES limits the size of the
policy parameter size for computational speed, which is a
common drawback of most evolutionary algorithms. More
scalable model-based VILC approaches can be developed
using Deep Neural Networks (DNN) models and RL. Still,
they have much higher sample complexity and low scope of
providing safety guarantees.

VII. CONCLUSION
In this work, we presented DEVILC, a data-efficient
model-based VILC approach to learning compliant robotic
manipulations skills. The Cartesian impedance dynamics of
the robot controlled using a VIC is learned using GP models.
The learned dynamics model was coupled with CMA-ES
optimization strategy to find a suitable impedance adaptation
policy for a task. The optimization objective was designed
such that the robot should be compliant unless it is necessary
to be stiff, which is fundamental to how humans manipulate
objects. We evaluated our approach to simplified robotic
manipulation tasks in simulations and experiments. The
impedance adaptation policy optimized exhibited the desired
compliance behavior by being highly compliant unless acted
upon by an external force or the robot pose deviated from the
desired pose. In future work, we aim to extend this approach
to incorporate safety and stability constraints.
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