' Aalto University

Meyer-Kahlen, Nils; Kastemaa, Miranda; Schlecht, Sebastian J.; Lokki, Tapio
Measuring Motion-to-Sound Latency in Virtual Acoustic Rendering Systems

Published in:
AES: Journal of the Audio Engineering Society

DOI:
10.17743/jaes.2022.0089

Published: 03/06/2023

Document Version
Peer-reviewed accepted author manuscript, also known as Final accepted manuscript or Post-print

Please cite the original version:

Meyer-Kahlen, N., Kastemaa, M., Schlecht, S. J., & Lokki, T. (2023). Measuring Motion-to-Sound Latency in
Virtual Acoustic Rendering Systems. AES: Journal of the Audio Engineering Society, 71(6), 390-398.
https://doi.org/10.17743/jaes.2022.0089

This material is protected by colpyright and other intellectual property rights, and duplication or sale of all or
part of any of the repository collections is not permitted, except that material may be duplicated by ?/ou for
your research use or educational purposes in electronic or print form. You must obtain permission for any
other tuhse: Elgctronic or print copies may not be offered, whether for sale or otherwise to anyone who is not
an authorised user.


https://doi.org/10.17743/jaes.2022.0089
https://doi.org/10.17743/jaes.2022.0089

Author’s Manuscript of http://www.aes.org/e-1ib/browse.cfm?elib=22145

Measuring Motion-to-Sound Latency in

Virtual Acoustic Rendering Systems

NILS MEYER-KAHLEN, MIRANDA KASTEMAA,
SEBASTIAN J. SCHLECHT TAPIO LOKKI

Abstract

Few studies that employ virtual acoustic rendering
systems accurately specify motion-to-sound latency.
To make such assessments more common, we present
two methods for latency measurements using either
impulsive or periodic movements. The methods only
require hardware available in every acoustics lab: a
small microphone and a loudspeaker. We provide
open-source tools that implement analysis according
to the methods. The methods are evaluated on a
high-quality optical tracking system. In addition,
three small trackers based on inertial measurement
units were tested. The results show the reliability of
the method for the optical system and the difficulties
in defining the latency of IMU-based trackers.

1 INTRODUCTION

Virtual acoustic rendering requires real-time adapta-
tion to the listener’s movement as the relative tim-
ing, level, and direction of the direct sound, early
reflections, and late reverberation depend on the
listener’s position [I]. A listener should be able
to rotate their head with three Degrees-of-Freedom
(3DoF) or even move in the three Cartesian coordi-
nates of space (6DoF) while maintaining the impres-
sion that virtual sound sources rendered via head-
phones remain static at their desired position [2].
Spatial audio tools for implementing dynamic ren-
dering have become more accessible in recent years.
Many auralization VST plugins, such as [3 [4,[5] and
EIEI can be hosted either in a digital audio worksta-
tion (DAW), or in real-time environments such as
Pure Data or Cycling 74 MAX MSP. Audio render-
ers for virtual reality such as Steam Audidﬂ Oculus
Spatializelﬂ and Dear V also include position-
and direction-dependent acoustic rendering, some
including reflections and occlusion. See [6] for a
recent review of different plugins. Such tools have
enormous advantages in terms of versatility of use,

Thttp://www.matthiaskronlachner.com/?p=2015
%https://plugins.iem.at/
Shttps://valvesoftware.github.io/steam-audio/
4https://developer.oculus.com/resources/
audio-intro-spatialization/
%https://www.dear-reality.com/

and the host software’s arranging, routing, and au-
tomation capabilities facilitate the design of virtual
acoustic experiences and perceptual experiments for
acoustic research. See [7) 8, [, [10] [I1] for recent ex-
amples of various experiments performed at different
labs, using different plugins.

Similarly, tracking technologies to realize dynamic
binaural rendering have become more accessible and
diverse in recent years. Motion tracking systems like
those commercialized by OptiTrackﬂ represent high-
quality systems, but also smaller and less expensive
head trackers based on inertial measurement units
(IMUs) are widely in use, as for example the Supper-
ware Head Tracker 1 |Z| or the open source MrHead-
Tracker [I2]. Furthermore, experiments are more
and more often performed using the built-in track-
ing capabilities of head-mounted displays (HMDs),
for example, in [I3].

However, what has not become more accessible
are tools to assess a vital performance metric of such
systems: motion-to-sound latency. It, in turn, de-
pends on the latency caused by the tracking and
transmitting tracking data, the rendering latency
caused by the rendering software, and the audio
output latency of the digital-to-analog converter
(DAC); see Fig. [1] for an overview. For instance,
in perceptual experiments using dynamic rendering,
the motion-to-sound latency needs to be sufficiently
low not to impact the listener’s experience. It is as-
sumed that a motion-to-sound latency of less than
60 ms is imperceptible in most scenarios [14]. Meth-
ods for measuring latency are not widely available,
even though studies that examine perceptual thresh-
olds of latency exist [14, [I5]. For this reason, some
perceptual studies could only assess relative differ-
ences [16]. Further, it has not yet become a standard
practice to determine latency with new listening ex-
periments using dynamic rendering.

In this work, we present and evaluate two simple
methods for measuring motion-to-sound latency, i.e.,
the time it takes for a movement of the listener to af-
fect the rendered output. The first method involves
tapping the tracked object impulsively. This method
has been used in a recent study [I7]. The second
method uses the periodic movement of a pendulum.

Shttps://optitrack.com/
"https://supperware.co.uk/
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Figure 1: Factors that contribute to motion-to-sound latency. The motion-to-data output latency is
measured using the plugin introduced in Sec. Motion-to-sound measurements are described in Sec.

-3 and 2.4

loudspeaker

(zs,ys)

Figure 2: Schematic view of the pendulum setup.
The coordinate system (z,y) is centered at the pen-
dulum pivot at (0,0) for a common and simple rep-
resentation of the movement in Sec.@

As opposed to other realizations of pendulum-based
methods [I8, [19], and those using optical switches
and oscilloscopes [20], we only use acoustical compo-
nents available in every acoustics lab, and we provide
open-source software tools to analyze the measure-
mentsﬂ Additionally, we measure what we term the
motion-to-data-output latency and introduce a new
VST plugin for this purpose, which directly writes
motion data to an audio file without audio process-
ing and DAC[]]

The methods and the test plugin are explained
in Sec. @l Sec. [3 shows theoretical verifications and
presents measurements on an OptiTrack-based ren-
dering system and results for IMU trackers. The lat-
ter highlights the difficulty of even defining latency
for devices that internally perform sensor fusion in-
volving prediction. Sec. 4] concludes the report.

8https://github.com/ahihi/latency-analyzer
9https://github.com/ahihi/SPARTA/tree/
natnet-integration

2 METHODS

The proposed methods employ a setup in which the
tracked object is suspended in the air. Like this,
it can easily be moved away from a resting posi-
tion, which is important for the impulsive method
presented. Once moved, the tracker oscillates back
and forth, which is required for the second, periodic
method.

2.1 Hardware Setup

A schematic view of the setup used for both meth-
ods is shown in Fig.[2] A weight is suspended from
a horizontal bar at length [. A microphone is at-
tached to the weight. Tracking markers or the po-
sitional tracker under test are also affixed to the
weight. Furthermore, a loudspeaker is placed in
front of the pendulum at position (xg,ys). The dis-
tance between the loudspeaker and the weight at
time ¢ is denoted by R(t). The time-varying angular
displacement from the resting position is ¢(t). The
microphone and the loudspeaker are connected to an
audio interface that is connected to the computer
running the rendering software under test. Addi-
tionally, the output of the sound renderer is looped
back to another input of the same audio interface.
For the impulsive method, the weight is tapped
with another object to move away from its resting
position. For the periodic measurement method, the
loudspeaker emits a stationary signal such that the
signal envelope recorded by the microphone follows
the swinging movement of the pendulum. The signal
amplitude is at its highest when the weight is closest
to the loudspeaker and decreases monotonically as
the weight moves toward the other side. Assuming
that the loudspeaker is a point source, the recorded
amplitude follows the 1/R law. If the loudspeaker
is placed too far away, the change in amplitude may
become too small to be reliably measured. At close
distances, the level can become a more complicated
function of the distance due to the microphone en-
tering the near-field of the driver, where the sound-
field is more complex, and interference effects can
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Figure 3: Example of a recorded microphone signal
and the extracted envelope during movement of the
pendulum. The modulation depth is about 5 dB.
There is slight clipping and ripple, which is within
0.5 dB.

occur. Additionally, interactions between the box
and the loudspeaker can lead to ripple in the enve-
lope. In the measurements shown below, the loud-
speaker was placed approximately ys = 60 cm away
from the resting position horizontally and [—zg = 30
cm above it. The same values were used in the sim-
ulation shown in Fig. [6] In our measurements, this
choice lead to a modulation depth of about 5dB
shortly after the pendulum was started. Visually
examining the recorded data as in Fig. [3]is a good
way of ensuring that the modulation depth is in the
range of a few dB and that clipping or ripple effects
are withing some 0.5 dB.

2.2 Motion-to-data-output
with TrackerTest

latency

Before we discuss the two different methods used
for measuring motion-to-sound and motion-to-data-
output latency in more detail, a tool required for
the latter is introduced. It is a dedicated VST
plugin called TrackerTest; see Fig. Track-
erTest receives positional data as Cartesian coor-
dinates and orientation data as either Euler an-
gles or quaternions. The received data is directly
written as audio samples to the six output chan-
nels (X, Y, Z, yaw, pitch, roll). The tracked
data at time ¢, is denoted as a vector d(t) =
[do(t) dy(t) d,(t) du(t) do(t) dy(t)]'. If the
tracker only provides orientation data, the position
values are set to 0. When hosted in a DAW, this
six-channel signal can be recorded directly on one
of the audio tracks. The samples may have ampli-
tudes exceeding 1 and must therefore be saved in
a floating-point format without limiting to ensure
the full dynamic range of the data is preserved. For
the same reason, care must be taken to ensure the
output is not sent to playback hardware.

With motion-to-data-output latency, we refer to
the latency seen in the output of the TrackerTest
plugin, i.e., the latency that would be measured
without processing or audio digital-to-analog con-
version. Since the data is buffered in the host soft-
ware, the delay of one processing block size is always

SPARTA|

Host Block Size: 256 Host Samplerate: 48000

X y z
7

Source Position: 2,642 -0.136 0.785 Source mode

roll | [Nathiet ~ |

-B6.397

yaw

178.013

pitch

Source Rotation: 5.067

NatNet Client
IP Address:

Server IP Address: 127

disconnect |

Enabled I

Unicast:
OSC

2000
MIDI

CC# (coarse):
CC# (fine): 48

16 Channel:

Quaternions:

Unmute (DANGERQUS! MAKE SURE THIS IS NOT ROUTED TO SPEAKERS)

Figure 4: Screenshot of the newly developed Track-
erTest plugin, which writes motion data received via
OSC, MIDI, or NatNet directly to the audio output.
TrackerTest is used to measure the motion-to-data-
output latency.

included in the measured motion-to-data-output la-
tency. TrackerTest can receive positional data sent
over NatNet (OptiTrack), MIDI (MrHead Tracker or
Supperware), and Open Sound Control (OSC).

2.3 Measurement
Movement

using Impulsive

The first proposed measurement method employs an
impulsive movement to determine the latency. The
tracked object, e.g., the pendulum weight, is placed
into its resting position. Then the weight is tapped
with another solid object, such as a small hammer,
while recording the impact on the microphone sig-
nal s(t). Simultaneously, the TrackerTest output
d(t) and the renderer output r(t) are recorded for
motion-to-data-output latency and motion-to-sound
measurements, respectively. The loudspeaker see in
Fig. [2| is not used for this method.

Motion-to-sound latency can be measured by ren-
dering a stationary signal. At the resting position,
the spatial rendering plugin applies a fixed spatial
transfer function such that the rendering output is
stationary. Once the spatial rendering plugin re-
ceives the positional change, the transfer function
changes, so the output changes. In many cases, the
changes in the spatial transfer functions are subtle
when making small changes to position or orienta-
tion.
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Figure 5: Signals recorded with the impulsive mea-
surement method. The difference between the on-

sets corresponds to the motion-to-data-output and
the motion-to-sound latency.

Therefore, we propose a unique dataset of trans-
fer functions designed to magnify the change from
the resting position. The transfer functions in close
vicinity of the equilibrium point of the pendulum are
set to zeros. All other positions have unit transfer
functions, i.e., the renderer output is equal to its in-
put. The 6DoFconv plugin dataset has zero transfer
functions when all six coordinates are close to the
resting position. A similar dataset can be manufac-
tured for the 3DoF binaural renderer.

At the resting position, the spatial renderer out-
puts silence. When the pendulum weight is tapped,
it moves away from the equilibrium and enters the
zone that contains the unit transfer functions. As
a consequence, the renderer produces output. The
motion-to-sound latency is then measured through
the time difference between the impact measured
by the microphone and the time at which the ren-
derer 7(t) became non-zero, see Fig. We recom-
mend using a signal alternating between ones and
zeros as input to the renderer, i.e., a sinusoid at the
Nyquist frequency, as it will make onset detection
most straightforward.

The impulsive method has several disadvantages.
First, the apparatus must be placed precisely at the
resting position, which is a cumbersome process.
Also, determining the tracker latency variance re-
quires performing the measurement many times in
a row. Furthermore, only spatial renderers that op-
erate on discrete sets of transfer functions, like the
6DoFconv plugin or the SPARTA Binauraliser, can
be used. In contrast, a spatial renderer that em-
ploys binaural Ambisonics decoding could not be
measured, as it inherently interpolates, making it
impossible to create a zone where the output is zero.
But even with a suitable test data set, onset detec-
tion of the microphone peak and the plugin output
is error-prone and can be inaccurate.

Note that the tracked object does not necessarily

need to be suspended in the air for this method. One
could also place it on a surface and tap it. However,
we have found that putting it at the correct start-
ing point for repeated measurements is difficult, and
friction will impede the movement and influence the
measurement.

2.4 Measurement using Periodic

Movement

The second proposed method uses periodic move-
ments, which simplifies the measurement procedure.
Again, the microphone signal s(t) is recorded to-
gether with the output of the TrackerTest plugin
d(t) and the output of a spatial renderer r(t). Ad-
ditionally, the loudspeaker plays back noise during
the measurement.

For the signal played back by the loudspeaker, it
is not advisable to use a sinusoid since reflections
from the room and measurement equipment can lead
to undesired modulation. Instead, we use a broad-
band signal. The envelope of the signal picked up by
the microphone eg(t) is extracted as the root mean
square (RMS) with a sliding window of size M, i.e.,

M/2

Z s(t+7)2.

T=—DM/2

es(t) = (1)

To obtain a smooth envelope es(t) of the microphone
signal, it is beneficial if the loudspeaker signal al-
ready has a smooth envelope. We suggest using a
binary noise sequence, with pulses of unit magni-
tude and random signs at each sample.

The motion-to-data-output latency is the position
of the maximum of the cross-correlation between the
microphone envelope eg(t) and an appropriate posi-
tional stream d(t); see Fig. [6a] for an example mea-
surement. Fig. [6] shows two examples for positional
data streams; the position coordinates like d, () or
the rotation in the z — y plane, d,(t).

For signals with many periods of oscillation, cross-
correlation analysis is unproblematic. If, however,
the pendulum frequency is as low as 1 Hz and the
measurement duration is 10 s (see Fig. @, the peak
of the cross-correlation function can be broad, see
Fig. [6D] Therefore, it is important to perform the
cross-correlation carefully, with adequate normaliza-
tion. To avoid edge effects, no zero padding is em-
ployed.

We compute the cross-correlation only for positive
lags smaller than half of the pendulum period, i.e.,

R(r) = St dlt + 7)es()

< T/2
() , 0<7r<T/

(2)

where N is the total length of the signal, 7 is the lag,
T is the pendulum period, d is the selected positional
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Figure 6: (a) Simulated signals with extracted en-
velopes. (b) Cross-correlation function of the en-
velopes.

data stream, and the normalization factor is

N-T N-T B
o(r)= || > d*t+r7) > et (3)

The location of the maximum of the cross-
correlation function
Apep = argmax R(7), (4)
T
corresponds to the motion-to-data-output latency in

samples, or A = Aypap/ fs in seconds, where f; is the
sampling frequency.

Fixing the window size in Egs. and avoids
the need for zero padding and possible bias due to
edge effects. In addition, the normalization is impor-
tant to avoid bias that could occur as the number of
periods used for the analysis is typically low (e.g., 10
in the examples shown below), so that the peak of
the cross-correlation function is not very prominent,
see Fig. [6D

For motion-to-sound latency, the position data is
replaced with the envelope of the renderer’s output.
The input to the renderer, is selected to be a high-
frequency sinusoid. The advantage of using a sinu-
soidal signal here is that envelope extraction can be
performed very precisely by taking the absolute of
the analytical signal

: (5)

er(t) = .

T+ Ll *r(t)}

where ¢ is the imaginary unit, |.| denotes the abso-
lute value of a complex number and * denotes con-
volution. - « r(t) is called the Hilbert transform
of 7(t). The motion-to-sound latency is determined
similarly to motion-to-data-output using Eqs. ([2))-
() with e,(t) instead of one of the datastreams in
d(t).

Compared to the impulsive method, the require-
ments on the dataset loaded by the spatial renderer
are less strict. The cross-correlation method only
requires that the level change with the pendulum
movement is monotonic in at least one dimension.
Thus, spatial renderers that do not allow the load-
ing of a specific dataset or only produce interpolated
output can be measured. The only challenge is to
choose tracker placement and positional mappings
that lead to sufficient amplitude modulation of the
signal output. For example, when assessing the out-
put of a 3DoF binaural Ambisonics decoding plugin,
one may place a sound source on the side of the vir-
tual listener and map the orientation of the tracker
in the z-axis (rotation in the x-y plane, see Fig. |2)
to the azimuth of the virtual listener. For a 6DoF
plugin, a sound source can be placed at the position
of the actual loudspeaker. The specific choice of an-
alyzed position parameter and how the renderer’s
output is modulated may influence the result, which
is described in the next section.

3 RESULTS

This section evaluates the proposed methods using
simulation and actual measurement data.

3.1 Simulations with Theoretical En-
velopes
Before using actual data, we simulate the setup and

examine the resulting delay estimates. The advan-
tage of such a simulation is that the ground truth de-
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Figure 7: Distribution of the estimated latency over
100 runs of a simulated pendulum oscillating for 10 s
using a spatial renderer output or tracker data out-
put.

lay data is readily available. For these simulations,
we assume a pendulum of length { = 0.3 m, which is
mounted in the coordinate origin, and a loudspeaker
at position (zs,ys) = (0,0.6) m (see Fig. |2| for co-
ordinate definitions), and a motion-to-data-output
latency of 40 ms.

Once started, an ideal, friction-less pendulum
moves periodically, such that the angle ¢ is

p(t) = @ cos(2m ft + o), (6)

where f denotes the pendulum frequency, which is
related to the pendulum length as f = 1/T = \/g_/l,
where g is the local acceleration of gravity. In this
arrangement, the distance between the pendulum
and the loudspeaker is given by

R(t) = \/(l cos p(t) — xg)? + (Isinp(t) — ys)2. (7)

With these basic equations, we can simulate most of
the data that may be used for the statistical analy-
sis. If it can be assumed that the microphone is in
the far field of the loudspeaker, the envelope of the
recorded microphone signal is proportional to 1/R.
Hence, the microphone signal envelope es(t) is not
sinusoidal, as shown in Fig. [6al

Similarly, for motion-to-data-output latency mea-
surement, the data streams are periodic, but not
necessarily sinusoidal either. Fig.[6a]shows two more
examples of a position tracker using position d,,, and
the rotation angle dy, in the z — y plane. If motion-
to-sound latency is measured using a 6DoF plugin,
a sound source can be placed at the position of the
actual loudspeaker. Then, the envelope of the ren-
dered output e,(¢) is ideally the same as the mi-
crophone signal envelope e4(t), only shifted by the
latency.

We show that correlating the microphone envelope
es(t) with the other signals produces unbiased la-
tency estimates. Therefore, we performed a simula-
tion experiment, running 100 simulated pendulums
for 10 s and correlating the obtained microphone en-
velope with the same envelope obtained from a hy-
pothetical 6DoF renderer, as well as for d, and d,,

(b) Close-up of the swinging weight with the markers
used for OptiTrack and an IMU tracker attached

Figure 8: Photographs of the setup.

as they would be obtained from the tracker. The
starting phase ¢ was randomized. The result in
Fig. [7]shows that estimation is exact when using the
same 1/R relationship as for the loudspeaker. For
d, and d, there is more variation (the standard de-
viation is about 1 ms in both cases). The important
result is that the estimate is unbiased, i.e., if one
performed several measurements or extracted differ-
ent segments of one measurement, it would converge
to the actual latency.

3.2 Measurement Setup

The specific setup for the measurements presented
here was realized as follows. A wooden block was
used as a weight, with a DPA IMK 4060 microphone
mounted on it. The weight is suspended with strings
from the boom of a microphone stand. The micro-
phone is held in place by a magnetic clip attached
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to a screw. Also, tracking markers or the tracker
under test are affixed to the box (see Fig. for
both). To constrain the movement of the weight
such that it mostly swings in a single plane, we use
two strings on opposite sides of the weight, each at-
tached to two screws. We used a Genelec 8331AP
loudspeaker and an RME Fireface UCX audio inter-
face. Measurements were performed in the variable
acoustics room “Arni” at the Aalto Acoustics Lab-
oratory, which was set to a dry setting, with mid-
frequency reverberation times RT < 0.5 s.

3.3 6DoF Tracker

First, we used the proposed methods to test a cur-
rent measurement-based 6DoF virtual acoustic ren-
dering system using the 6DoFconv plugin [I3] [17]
hosted in Cockos Reaper. That system uses an Opti-
Track tracking system with six Prime 13 W cameras
(240 Hz update rate). The 6DoFconv plugin receives
OptiTrack data directly over the NatNet protocol.

Five measurements were conducted with the im-
pulsive method. For these measurements, a dataset
was loaded, which contained a zero transfer func-
tion at y = 0, and the first unit transfer function at
y = £5mm. For the periodic method, five measure-
ments were conducted as well, where the pendulum
was left swinging for one minute each. Then, each
recording was split into segments of 10 seconds, and
cross-correlation based latency analysis was applied
to each segment separately.

Figure [9] shows the measured motion-to-sound la-
tency in dark gray and the motion-to-data-output
latency measured with the TrackerTest Plugin in
a lighter shade. The median movement-to-data-
output latency of this system is 12.41 ms, and the
motion-to-sound latency is 36.82 ms. Thus, audio
rendering and output comprise about 2/3 of the to-
tal motion-to-sound latency.

Between different time segments within one mea-
surement, the results vary within a range of 1.83 ms
in the best case (measurement 5) and 3.13 ms in the
worst case (measurement 4).

The median values over the segments (white dots
in Fig. E[) vary by approximately 1 ms between the
measurements. Therefore, conducting one measure-
ment and taking the median value between the re-
sults of different segments of that measurement can
be assumed to provide a robust estimate. The me-
dian is preferred over the mean, as it generally is a
more robust estimator of central tendency when the
sample size is small.

For comparison, five measurements with the im-
pulsive method were made, shown on the right in
Fig. [0 The variation observed in the movement-
to-data-output measurement is comparable to that
seen in the periodic method. However, the varia-
tion of the measured movement-to-sound latency is
higher (the difference between the largest and the

Latency in ms
[N}
(=)

[N
[}
N s S S s B S B S S S S S S e

14
(oD
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Figure 9: Measurement using the proposed periodic
method on the left side, where five different trials
are shown. The points show variation across 10 s
windows within these. The rightmost points show
the results of five trials using the impulsive method.
Median values are shown as white dots.

smallest value is 11.2 ms). This may be due to the
fact that detecting the onset of the rendered signal
is more prone to errors than detecting the onset in
the data stream. Also, the median result of the im-
pulsive measurement is about 2 ms higher (39.00 ms
vs. 36.82 ms for motion-to-sound latency). Since
the presented method should be theoretically unbi-
ased, it is likely that this deviation occurs because
in the impulsive method, the swing needs a certain
time to leave the silent zone.

Considering the result itself, it appears that the
rendering chain employing OptiTrack and the 6Dof-
conv plugin hosted in Reaper can produce renderings
with a motion-to-sound latency that is likely to be
undetectable in most situations, assuming a limit of
about 60 ms from [14].

3.4 IMU Trackers

We also show an example of motion-to-data-output
measurements using the TrackerTest plugin for an
IMU-based tracker, the MrHeadTracker (MrHT)
[12]. Again, five different measurements were made
with each device and each method. Fig. shows
the results. Whereas the latency measured with the
periodic method is even lower for MrHT (10.80 ms)
than for the OptiTrack (12.42 ms), the result ob-
tained with the impulsive method is much higher for
MrHT (29.98 ms) than for the OptiTrack (15.39 ms).
A possible explanation for this discrepancy is that
the sensor fusion algorithm implemented in the IMU
tracker is capable of predicting the periodic move-
ment and thereby reducing latency. In contrast, im-
pulsive movement can not be predicted.

In fact, measurements were performed with two
more trackers, the Supperware HeadTracker 1, and
a new prototype based on the MrHT. The Head
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Figure 10: Measurement results obtained for Opti-
track (Opti) and MrHead Tracker (MrHT) using the
periodic and the impulsive method. For the periodic
method, the MrHT latency is slightly lower, yet for
the impulsive measurement, it is much higher.

Tracker 1 had an impulsive latency of 37.38 ms and
the prototype had 36.00 ms. However, both these
trackers showed negative latencies in the periodic
measurements in some segments. A discussion of
negative latencies and their possible origins in the
specific sensor fusion algorithms that the IMU track-
ers employ is beyond the scope of this study.

It should be noted that neither the impulsive nor
the periodic methods employ realistic head move-
ment trajectories. In the future, such movements
should be used to assess the latency of IMU track-
ers. They could be performed by a robot or by
a human volunteer. Now that the tools are avail-
able, which allow for obtaining reference results for
the OptiTrack system, these movements could be
tracked with it and the trajectories could be corre-
lated with IMU tracking results. Such experiments
will be the subject of future studies. For now, the
impulsive method provides a benchmark for these
trackers.

4 CONCLUSION

This paper proposes two different latency measure-
ment methods and open-source tools that implement
them. For the periodic method, we have shown that,
energy-normalized cross-correlation leads to unbi-
ased estimates. Evaluation of the periodic methods
has shown variations of the result of approximately
1 ms on a high-quality OptiTrack 6DoF tracking sys-
tem when using the median between 10 s long mea-
surement segments. Theoretical analysis has shown
that the method can be used on various types of
tracking data.

Also, we have shown measurements on an IMU
head tracker. It showed a higher latency than the
OptiTrack system when measured using the impul-

sive method, and a lower latency when using the
periodic method. Other IMUs even produced neg-
ative latencies for the periodic method. Therefore,
the impulsive measurement method, although more
cumbersome and with more variability between mea-
surements, is currently the more suitable approach
for benchmarking IMU-based trackers. In the fu-
ture, assessment using a set of typical head move-
ments executed by a human or robot could be an
alternative.

The motion-to-sound latency measured for the ex-
amplary 6DoF setup of about 37 ms is likely to be
sufficiently low for most applications. Interestingly,
it is in a similar range as the best-case end-to-end
latencies reported for another rendering system 20
years ago [20]. Yet the modern plugin-based system
is more flexible and its latency could most likely still
be optimized. We suggest performing latency mea-
surements when conducting listening tests using dy-
namic rendering, to assure that latency does not in-
fluence the outcome in undesired ways. Lastly, it
should be noted that latency is not the only impor-
tant parameter for assessing tracking. For example,
drift can be a significant issue, too, especially with
IMU-based sensors.
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