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ABSTRACT

The coupled dynamics of wave elevation and motions around bodies floating in proximity may be sensitive to radiation and diffraction
effects. In this paper, the influence of radiation on wave elevation is examined for two side-by-side boxes subject to forced sway, heave, and
roll oscillations in a two-dimensional numerical wave tank. The effects of diffraction on wave elevation and the joint influence of radiation
and diffraction are investigated in regular waves assuming free heave motions. Heaving of one or two boxes and single-box sway or roll
excites a piston mode of water motions in the proximity gap. Synchronous sway or roll induces sloshing. The close relationship between gap
resonance and rapid water exchange in and out of the gap is confirmed. Vortices within the gap drive water exchange and influence the gap
wave elevation. Their impact is determined by both spatial and temporal distributions.

VC 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0180027

I. INTRODUCTION

The motion of water in a semi-restricted space, such as a narrow
gap, may lead to large amplitude oscillations at certain frequencies of the
exciting incident wave. The phenomenon is normally named gap reso-
nance. The semi-restricted space is characterized by vertical walls that
impede fluid flow and openings and allow radiated waves to escape.
Examples of application to maritime operations include the berthing of
an oil tanker alongside an FPSO (floating production storage and off-
loading) unit, replenishment at sea operations, and channels within large
ice floes. The problem has drawn significant research attention because
of its potential to induce large amplitude motions in the proximity of
two floating bodies as well as variations in hydrodynamic pressures.

A pioneering study on the subject is presented by Molin1 who
proposed quasi-analytical approximations to calculate the natural fre-
quencies associated with gap resonances for the case of a moonpool.
This work revealed that the frequency associated with a longitudinal
sloshing mode increases as the width and draft of the moonpool
decrease. In a seminal study, Faltinsen et al.2 demonstrated that

nonlinear resonant motions can be approximated by linearized
surface-wave analysis. Generally, research studies using linear potential
flow theory suggest that a gap resonance exhibits piston-like sloshing
modes, akin to standing waves within the gap, while wave amplitudes
are overestimated.3,4 Notwithstanding this, revisiting the fundamentals
of the problem reveals that the response amplitude of a mass-spring
system may be sensitive to the damping at the resonant region.5

Hence, the linear potential flow theory, which considers only radiation
damping, may not always provide accurate predictions. There are two
additional physics-based mechanisms that contribute to the damping
of water motions in the resonance gap, namely, (a) the nonlinear free
surface condition expressing the way wave energy transfers between
different modes6 and (b) the viscosity of water, which constrains water
in the boundary layer along the wall and causes flow separation at the
corners of the gap. To address these issues, researchers proposed the
introduction of artificial damping.7–11 However, since the choice of
damping factor is empirical, it should be validated by experiments.12–17

An alternative is the vortex tracking method that may be used to
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account for the influence of flow separation effects.5 Zhao et al.18 intro-
duced an approach to scale viscous damping across different gap widths
by utilizing measured viscous damping at each specific gap width. Their
method effectively reduces the experimental studies workload.

In theory, viscous models can provide more accurate evaluations as
compared to the potential flow analysis and hence, computational fluid
dynamics (CFD) have been employed to better idealize the dynamics of
two-dimensional gap resonances.19–24 In their majority, CFD methods
focus on understanding the hydrodynamic characteristics of gap reso-
nances between fixed bodies25,26 and therefore, investigations specifically
examining the influence of motions are limited. For example, Li and
Teng27 studied the coupling effects of fluid resonance and roll motion of
two rectangular barges in waves. Gao et al.28 investigated the influence of
the motion of the upstream box on the hydrodynamic behavior of fluid
resonance in a proximity gap. Ding et al.29 studied the coupling between
the piston-mode fluid response and heave motions of two barges. These
research studies demonstrated that multibody interactions induce radia-
tion effects on the surrounding fluid, and hydrodynamic phenomena
may become more complex due to simultaneous influences with diffrac-
tion. The latter is also confirmed byMcIver30 who demonstrated that the
coupled radiation and diffraction problem exhibits different behavior
from the pure radiation or diffraction problem, with the extent of dis-
crepancy dependent on the constraints imposed by motions.

Lu et al.31 demonstrated the significant influence of mooring stiff-
ness on gap resonance, thus indicating a potential role of radiation in
shaping the proximity gap. However, it remains unclear how motions
may affect gap resonances and whether each motion mode exerts a
unique impact. To date, the application of viscous fluid models to sys-
tematically investigate the radiation and diffraction effects of floating
bodies on the surrounding wave elevation has not been systematically
explored. This paper aims to enhance existing knowledge by compre-
hensively studying gap wave elevation under the coupled influence of
radiation and diffraction. It is envisaged that findings may shed light
on the impact of motions on wave elevation.

The simulations presented are based on results from a two-
dimensional (2D) numerical wave tank (NWT) idealizing fluid
dynamic interactions according to Reynolds averaged Navier–Stokes
(RANS) equations. In many gap resonance scenarios, the dominant
flow components are aligned within the sectional plane of the gap.
This makes it possible to capture the essential features of the resonant
phenomena and to understand the fundamental mechanics using 2D
modeling. The objective is to investigate the response of wave elevation
in the gap, as well as at the upwind and downwind sides, under diverse
modes of forced box motions in calm waters, as well as fixed and free-
heaving boxes in regular waves. The numerical setup involves placing
two identical square boxes floating side-by-side. The research method
attempts to understand fluid physics of relevance to radiation, diffrac-
tion, and their combined influences as follows:

(1) One or both boxes are subject to forced oscillations with specific
frequencies and amplitudes in calm water. The aim is to exam-
ine the physics of pure radiation on wave elevation.

(2) Both boxes remain fixed while being exposed to a series of regu-
lar waves. The aim is to study the influence of pure diffraction
effects on wave elevation.

(3) Both boxes are subject to regular waves and free heave motions.
The aim is to understand how motions influence fluid behavior
in the proximity gap in waves.

By comparative analysis, the study unveils a significant corre-
lation between the intensity of gap resonance and the exchange of
water in and out the gap. In calm waters, if motions fail to induce
rapid water exchange, gap elevation will be mild. The presence of
substantial vortex formations near the gap’s inlet may impact the
strength of gap resonance by hindering the water exchange process.
These vortices, distinguished by their notably larger dimensions
and extended durations, exhibit distinct characteristics from those
attached to the corners, which have been previously investigated by
researchers.24,31

The remaining sections of the paper are structured as follows.
Section II provides a brief description of the mathematical formulas
used in the numerical model, following the instructions outlined in
Sec. I. The setup of the numerical wave tank is detailed in Sec. III.
Section IV presents the numerical results obtained from the simula-
tions and includes relevant discussions. Section V draws conclusions.

II. MATHEMATICAL FORMULATION

To accurately capture the water flow characteristics, especially the
vortices induced by water viscosity, a Reynolds averaged Navier–Stokes
(RANS) model embedded in STAR-CCMþ is utilized. The key steps of
the 2D NWT simulation are outlined in Fig. 1. The following sections
highlight the physics of key fluid modeling principles.

A. Governing equations

According to Navier–Stokes assumptions, the fluid is considered
incompressible. The continuity and momentum conservation equa-
tions are expressed as ð

S
qv � ndS ¼ 0; (1)

d
dt

ð
V
quidV þ

ð
S
quiv � ndS¼

ð
S
sijij � piið Þ � ndSþ

ð
V
qgiidV ; (2)

where q is the fluid density, v is the velocity vector of the fluid, S is the
bounding surface, n is the unit vector normal to S and pointing out-
ward, t is the time, V is the fluid control volume, ui is the Cartesian
components of v with i denoting x axis, pointing rightward, and j
denoting y axis, pointing upwards, ii is the unit vector of direction xi, p
is the pressure, g is the gravity acceleration, and sij are the components
of viscous stress tensor. For a 2D fluid domain, the viscous stress ten-
sor sij may be described as

sij ¼ l
@ui
@xj

þ @ j

@xi

 !
; (3)

where l is the fluid dynamic viscosity.

B. Free surface capture

The free surface is captured by the volume of fluid (VOF)
method. Accordingly, a volume fraction factor a is used to indicate
the volume fraction of water and air in a cell. If water is designated
as the tracked phase, the cell is full of air for a ¼ 0, full of water for
a ¼ 1, while for the water/air interface, 0 < a < 1. On this basis, the
density q and dynamic viscosity l in partial cells can be calculated as

q ¼ aqw þ 1� að Þqa; l ¼ alw þ 1� að Þla; (4)
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where w and a, respectively, represent the water and air phase.
When the VOF method is employed, to achieve conservation, the vol-
ume fraction factor a is distributed according to the transport
equation,

d
dt

ð
V
adV þ

ð
S
av � ndS ¼ 0: (5)

C. Wave generation and absorption

The method proposed by Peric and Abdel-Maksoud32,33 suggests
that the wave is generated by using the mass source added to a specific
area in the water domain and damped by using the additional momen-
tum source in damping zones. Accordingly, the governing equations
are modified as follows:

FIG. 1. Flowchart of CFD methodology.
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d
dt

ð
V
qdV þ

ð
S
qv � ndS ¼

ð
V
qqcdV ; (6)

d
dt

ð
V
quidV þ

ð
S
quiv � ndS ¼

ð
S
sijij � piið Þ � ndSþ

ð
V
qgiidV

þ
ð
V
qidV; (7)

where qc is the additional volumetric source term for wave generation,
and qi is the additional momentum source term for wave damping.
The value of qc is defined as

qc ¼ 2c
A
g tð Þ; (8)

where c is the phase velocity of wave, A is the area of source region,
and g is the wave elevation above the wave generating area. The damp-
ing zone is used to minimize the wave reflection, where the strength of
qi should gradually increase from zero along with the horizontal
dimension of the damping zone to avoid the wave reflection in front of
the damping zone. Therefore, the coordinate xi should be included in
the function to define qi with the vertical fluid velocity uj,

qi ¼ q f1 þ f2 ujj j
� � ej � 1

e� 1
uj; (9)

j ¼ xi � xi; sd
xi; ed � xi; sd

� �n

; (10)

where f1 is the linear damping constant, f2 is the quadratic damping
constant, n is the character of blending functions, xi; sd is the start coor-
dinate of the damping zone, and xi; ed is the end coordinate of the
damping zone.

D. Body motions andmesh morphing

When the Navier–Stokes equations are solved, the pressure on
the body surface and velocity gradient around the body can be
obtained. Then, the normal pressure force and the tangent frictional
force can be calculated on the body surface. The fluid force F and
momentM can be calculated as

F ¼ �
ð
S
p � ndsþ

ð
S
l
@vs
@n

ds ¼
ð
S
fpdsþ

ð
S
f sds; (11)

M ¼
ð
S
xf � x0ð Þ � fp þ f sð Þds; (12)

where vs is the velocity component tangent to the body surface, S is
the body surface, xf is the centroid of cell face f , and x0 is the specified
origin vector. If the body is rigid, motions are calculated by Newton’s
second law. Thus, the translation and rotation of body can be formu-
lated as

M
dv
dt

¼ F; (13)

M
dx
dt

þ x�Mx ¼ Mo; (14)

where M is the inertia matrix, v is the translational velocity, and x is
the angular velocity.

The mesh next to the body surface should move with the body
motion to rebuild the fluid domain. Herein, the morphing technique is

adopted to treat the small-amplitude motion. The method uses a set of
mesh vertices on the moving boundary as control points. The displace-
ments of control points are used to calculate the displacements of all
mesh vertices. Thus, the displacement of the moving boundary is
transmitted to the mesh vertices in the vicinity of the body.

E. Numerical implementations

The finite volume method (FVM) is employed to discretize the
Navier–Stokes equations in space and time. This is achieved by trans-
forming the mathematical expressions described in the above-
mentioned sections into algebraic equations.34 The convective flux is
discretized with the second-order upwind scheme. The segregated flow
solver is utilized to solve the integral conservation of mass and
momentum so the variables in the governing equations are solved
sequentially. Hence, a pressure–velocity coupling algorithm is neces-
sary for the solution. The PISO algorithm (pressure-implicit with split-
ting of operators) is used to correct the mass flux and velocity.35

Herein, the SST k� x, developed by Menter,36 is used to treat the
transport of turbulent shear stress in the RANS approach. All yþ wall
treatment is used to deal with the boundary layers around no-slip wall
boundaries, where blended wall functions are used to approximate the
velocity and turbulence quantities with continuous functions in all
three sublayers of the boundary layer. The time increment should sat-
isfy the Courant–Friedrichs–Lewy condition to maintain stable
numerical simulation37 as follows:

Dt ¼ Crmin

ffiffiffiffi
Sc

p
Ucj j

( )
; (15)

where Cr is the Courant number, Uc is the absolute velocity in a cell,
Dt is the computational time step, and Sc is the cell area.

III. NUMERICAL MODEL SETUP
A. 2D numerical wave tank and boundary conditions

The gap resonance and wave elevation are investigated by sub-
jecting two side-by-side boxes in a 2D NWT with a length of at least
twenty times wavelength (see Fig. 2). The water depth h is maintained
constant and equal to the longest wavelength kmax used in this investi-
gation. Accordingly, kh � 2p for all cases, where k is the wavenumber.
The water depth effect can be disregarded since it satisfies the deep-
water condition, kh � p.38 To generate waves, a mass-source-based
wave generator, following the theory of Peric and Abdel-Maksoud,32 is
positioned in front of the left damping zone. The latter ensures suffi-
cient distance from the boxes located at the center of the NWT. To
minimize wave reflections from the left and right sides of the NWT,
damping zones are placed adjacent to these sides. According to Peric
and Abdel-Maksoud,33 each damping zone has a length equal to 2.5
times the wavelength. Hence, the NWT is established based on the
Cartesian coordinate system, with the origin set at the midpoint of the
NWT still-water line (SWL). The horizontal x axis points rightward,
and the vertical y axis points upward. The boundary conditions of the
NWT are featured as: (1) the bottom, left side, and right side have a
no-slip wall condition (resembles the bottom and end walls of the
wave flume) and (2) the top is set as a pressure outlet (resembles the
open atmosphere surface). The boundary condition for the surface of
the boxes is also a no-slip wall condition.
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B. Dimensions and scheme of boxes

The numerical setup consists of two square boxes with identical
dimensions symmetrically positioned on both sides of the origin (see
Fig. 2). The beam of box B is 0.4m. The draught of each box and the
gap width are equal to B/2. To measure the wave elevation, five wave
gauges, labeled as G1–G5, are installed. G1 and G5 are positioned at
B/10 from the vertical wall of the boxes to measure the upwind and
downwind wave elevation, respectively. G2–G4 are evenly distrib-
uted within the gap to measure the wave elevation within the gap
itself.

This paper explores the influence of fluid flow physics and rigid
body dynamics on side-by-side boxes. The analysis presented explores:
(1) radiation effects (boxes subjected to forced sway, heave, or roll
motions in calm water); (2) diffraction effects (boxes fixed in regular
waves), and (3) combined radiation and diffraction effects (boxes free
to heave in regular waves). Special focus is attributed on wave elevation
and gap resonance.

To study the radiation effects on the wave elevation and gap reso-
nance, two different setups are considered in calm water, as follows:

(1) Oscillating-fixed: In this setup, box 1 is subjected to forced
oscillations, while box 2 remains fixed at SWL.

(2) Oscillating-oscillating: In this setup, both boxes 1 and 2 are sub-
jected to forced oscillations with the same frequencies, ampli-
tude, and phase.

In setup 1, the radiation effect is solely induced by box 1, while
box 2 remains fixed and does not contribute to radiation. On the
other hand, in setup 2, both boxes 1 and 2 induce radiation and
mutually influence each other. The boxes move in three degrees of
freedom, namely, sway, heave, and roll. The oscillations are imposed
with displacement xj tð Þ ¼ gjsin xtð Þ; j ¼ 2; 3; 4, where x is the
angular frequency, and gj is the oscillation amplitudes identical at
both settings, measuring g2 ¼ 0:01 m for sway, g3 ¼ 0:01 m for
heave, and g4 ¼ 0:05 rad for roll. Table I illustrates the frequency
series, identical for both setups, where the angular frequency is non-
dimensional as

x� ¼ x

ffiffiffiffiffi
B
2g

s
; (16)

where x� is the non-dimensionalized angular frequency.
To study the diffraction effect on the wave elevation and gap reso-

nance, boxes 1 and 2 are assumed to be fixed in regular waves with an
amplitude of g0 ¼ 0:01 m (i.e., the same amplitude as the forced oscil-
lation amplitude used in the radiation study). The frequency series
used to idealize the influence of diffraction are also identical to those
used in the radiation study. To explore the combined effects of radia-
tion and diffraction, boxes 1 and 2 are subject to regular waves while
having the freedom to move in heave. Thus, the boxes can be moved
in heave by incoming waves. To ensure stable and accurate simula-
tions, it is imperative to adhere to the Courant–Friedrichs–Lewy con-
dition, as detailed in Sec. II E. The time step varies from 5� 10�4 to
2� 10�4 s for Cr � 0:1. Table II provides a comprehensive overview
of the time steps and their corresponding Courant numbers associated
with different wave frequencies.

C. Mesh and mesh convergence test

The fluid domain in the 2D NWT is discretized by a structured
grid, and the mesh is refined within the region adjacent to the boxes.
The dimension of the refined mesh zone is approximately 10B in
width and 7B in height with the cell size approximate 2% of the box’s
beam. The mesh is refined in the vicinity of free surface, where the cell
height is 10% of the wave amplitude and the horizontal size of cell is
refined to ascertain minimally 200 cells in a wavelength. Thus, the

FIG. 2. Arrangement of boxes and wave gauges in the 2D numerical wave tank.

TABLE I. Angular frequencies used in the radiation, diffraction, and joint research.

x�

Radiation 0.5 0.6 0.7 0.8 1.0
Diffraction 0.5 0.6 0.7 0.8 1.0
Joint 0.5 0.6 0.7 0.8 1.0
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mesh is sufficiently refined to capture the wave elevation at the free
surface with a high level of accuracy. The boundary layer is 0.03m
thick with 12 prism layers to obtain sufficiently small distance between
the first node of cell and the wall, resulting in yþ < 2 (in average).
Then, uþ can be properly calculated with the wall function to avoid
the buffer layer. Figure 3 shows the mesh configuration in the vicinity
of boxes with the refinement in way of the proximity of the two float-
ing bodies.

A mesh convergence test accounting for four mesh sizes (meshes
1–4) is carried out to study the influence of mesh refinement on two
boxes undergoing synchronized heave oscillations at a frequency of
x� ¼ 0:7 (see Table III). To precisely capture the free surface, there
should be enough cells in way of the free surface, leading to the mesh
refinement in the vicinity of the free surface. The amplitude of wave
elevation at the midpoint of the gap was obtained by a fast Fourier
transform (FFT) and compared among the four meshes. Figure 4
shows that the difference between meshes 1 and 4 is approximately
8.1%, the difference between meshes 2 and 4 is approximately 2.3%,
and the difference between meshes 3 and 4 is approximately 0.2%.
Figure 5 illustrates the time history curve of non-dimensional wave ele-
vation measured on G3. This comparison indicates that the calcula-
tions can be considered independent of the mesh refinement when
using mesh 2. The convergence test confirms that the selected mesh
provides sufficiently accurate results.

IV. RESULTS AND DISCUSSION

The research method involves four parts: (1) the CFD simulation
is validated against experimental data; (2) the impact of motions,
referred to as the radiation effects, is examined on the free surface ele-
vation in way of the gap and at both sides of the box–box configuration
in calm waters. The results are presented for three motions, namely,
sway, heave, and roll; (3) the diffraction effects of the fixed box–box
system are studied in relation to the wave elevation in the gap and at
both sides. This may be used to analyze the coupling of radiation and
diffraction; (4) special emphasis is attributed on how motions may
influence fluid behaviors in was of the resonance gap in waves. As a
part of this study, the results are compared against pure diffraction.

A. Model validation

The CFDmodel used in this study is validated against experimen-
tal measurements conducted by Faltinsen et al.2 and compared with
the results from the linear potential flow theory. The experimental
setup involved two identical boxes positioned in parallel and separated
by gaps measuring 50% and 100% of the box width. The study
assumed that the system was prone to forced heaving at different fre-
quencies corresponding to small amplitudes. The gap wave elevation
was measured by using five probes (G1–G5), with one probe situated
at the midpoint of the gap. Faltinsen’s experimental investigation
focused on the piston mode resonance in the gap between two boxes
undergoing forced heave oscillations, and it is accordingly mirrored in
the setup employed by the present CFD model. Validation is carried
out by comparing the wave elevation at the midpoint of the free sur-
face in the gap (see Fig. 6). The amplitude of wave elevation gg is non-
dimensionalized by the amplitude of forced heave oscillation g3.
Comparison between experiments and linear potential flow theory
reveals that the prediction of the wave elevation in the gap is good,
except for the resonant region where it significantly overestimates the
amplitude. On the other hand, the CFDmodel compares well to exper-
imental data within the resonant region. The maximum deviation

TABLE II. Time steps and corresponding Courant number.

x� 0.5 0.6 0.7 0.8 1.0

Time step (s) 5� 10�4 5� 10�4 4� 10�4 3� 10�4 2� 10�4

Courant number 0.07 0.09 0.1 0.1 0.1

FIG. 3. Mesh configuration adjacent to the side-by-side boxes.

TABLE III. Configurations of meshes 1–4 used in the mesh convergence test.

Cases Mesh 1 Mesh 2 Mesh 3 Mesh 4

Total cell no. 109 392 211 049 408 432 826 016
Cell no. per wavelength 128 214 214 320
Cell no. per wave height 10 20 20 30
Cell no. per box breadth 26 50 100 150
Cell no. per gap breadth 13 25 50 75

FIG. 4. Influence of mesh refinement on the gap wave elevation (line with circle
markers) and difference in percentage to the finest mesh (Bar) at x� ¼ 0:7, gg is
the gap wave elevation amplitude, and g3 is the amplitude of forced heave
oscillation.
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between CFD predictions and experimental measurements is �11.3%
and is observed at the peak of the response. It may be attributed to
strong resonance effects, thus making it challenging to achieve precise
agreement.29,31 The average deviation stands at �1.2%, indicating a
satisfactory overall agreement between CFD results and experimental
data. It also exhibits good agreement with the linear theory beyond the
range of experimental measurements. Kristiansen and Faltinsen5

pointed out that significant flow separation occurs at the corner of the
box during gap resonance. This phenomenon, not accounted for by
the linear potential flow theory, results in energy dissipation and a
reduction in wave elevation within the gap. Therefore, the linear theory
tends to overpredict the intensity of gap resonance as compared to
CFD simulations, which align more closely with experimental observa-
tions. The consistency in phase shift among the three sources demon-
strates the quality of the validation process [see Fig. 6(b)]. Based on
this comparison, it can be concluded that the present model is capable
of accurately predicting the wave elevation.

B. Radiation effects

Figure 7 displays the non-dimensionalized harmonic amplitudes
of sway-induced wave elevation measured by gauges G1–G5. The har-
monic amplitudes are obtained by transforming the time history
curves of the measured wave elevation using the FFT. For each har-
monic analysis, a minimum of fifteen steady state cycles are used to
evaluate the harmonic amplitudes. Columns (a) and (b) in Fig. 7 repre-
sent the harmonic amplitudes from the oscillating–oscillating model
and oscillating-fixed model, respectively. These spectra provide infor-
mation about the frequency and amplitude of the zero, first, second,
and higher-order harmonics of the wave elevation. It is observed that
the wave elevations at all five gauges are primarily dominated by their
first harmonics for those imposed oscillations are linear and of small
amplitude. However, the zero harmonics, representing the mean water
surface, are non-negligible for certain cases, e.g., in way of 0.8 at
x� ¼ 0:7 in the oscillating-fixed model. Hence, they account for more
than 10% of the total wave elevation. As shown in Fig. 7(b), the large

FIG. 6. Non-dimensionalized wave elevation and phase shift in way of the gap: present CFD model (circle) compared against experiment (diamond) and linear potential flow
theory (solid curve).

FIG. 5. Time history curve of non-dimensional wave elevation measured by G3 at x� ¼ 0:7.
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amplitude of wave elevation suggests that the frequency is within the
range of gap resonance. Hence, the large zero harmonics could be
attributed to the gap resonance. It is noted that Figs. 7(b1)–7(b5) also
exhibit notable second harmonics when the gap resonance happens,

while the second harmonics are much smaller without the gap
resonance.

Figure 8 demonstrates that the large-amplitude gap resonance
only occurs in the oscillating-fixed model, while no gap resonance is

FIG. 7. Non-dimensionalized harmonic
amplitudes of wave elevation at G1
(upwind), G2 (gap left), G3 (gap center),
G4 (gap right), and G5 (downwind)
induced by sway oscillation. g is the wave
elevation, g2 is the amplitude of forced
sway oscillation, f is the frequency of
wave elevation, and f2 is the frequency of
forced sway oscillation. (a1)–(a5)
Oscillating–oscillating model and
(b1)–(b5) oscillating-fixed model.
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observed when the twin boxes oscillate in sway with the same fre-
quency and phase (oscillating–oscillating model). In the oscillating–
oscillating model, the volume of the gap remains constant during
sway. However, in the oscillating-fixed model, the volume of the gap
continuously changes due to the sway of box 1. This leads to the
exchange of water in and out of the gap. Therefore, resonance occurs
when the frequency at which water is exchanged is close to the natural
frequency of the water volume between the two floating bodies. The
mechanism could be more clearly revealed while going deep into the
velocity field of water flowing in and out of the gap (see Fig. 9). In the
oscillating–oscillating model, a small volume of water is exchanged at
two corners due to flow separation [see Fig. 9(a)]. The water exchanges
at these corners have opposite directions, resulting in approximately
zero net exchange in and out of the gap, so they do not influence the
water volume in way of upper gap. On the other hand, a strong water
exchange is observed at the bottom of the gap in the oscillating-fixed
model, which induces the oscillation of whole water volume in the gap
[see Fig. 9(b)]. The small exchange in the oscillating–oscillating model
also leads to milder wave elevation within the gap as compared to out-
side the gap (see probes G1 and G5), while the strong exchange in the
oscillating-fixed model leads to more violent wave elevation within the
gap (see probes G2–G4). As shown in Fig. 8(a), the wave elevation in
the gap is much smaller than that at the upwind and downwind
gauges. Additionally, the wave elevations at G2 and G4 are close and
noticeably higher than G3. This implies sloshing mode hydromechan-
ics. Conversely, in Fig. 8(b), the wave elevations at G2, G3, and G4 are
quite similar, indicating a piston mode of water motion within the gap.

Figure 10 displays the non-dimensionalized harmonic amplitudes
of wave elevation measured by gauges G1–G5, which are induced by
heave motions. Columns (a) and (b) in Fig. 10 represent the harmonic
amplitudes from the oscillating–oscillating model and oscillating-fixed
model, respectively. Like the case of sway motion, the wave elevation
induced by heave motion is predominantly dominated by the first har-
monic. However, the presence of gap resonance can enhance the
zeroth harmonic of wave elevation in the gap. For example, as demon-
strated in Fig. 10(a3), the zeroth harmonic of gap wave elevation
is approximately 0.5, which is comparable to the amplitude of the
first harmonic in Fig. 10(a1). There are small peaks at f =f3 ¼ 2 in

Figs. 10(a3), 10(a4), 10(b3), and 10(b4), which indicate that the gap
resonance can also intensify the second harmonic. The spectra of
wave elevation at gauges G2–G4 overlap with each other in both the
oscillating–oscillating and oscillating-fixed models. This suggests that
the wave elevation synchronously fluctuates at these three points, indi-
cating a piston mode of oscillation within the gap under the influence
of heave motion.

Figure 11 illustrates the total wave elevation amplitude in non-
dimensionalized (by heave amplitude) format at G1–G5. The large
peaks in the wave elevation curves, within the gap for both the
oscillating–oscillating and oscillating-fixed models, indicate the occur-
rence of gap resonance in both cases. Figure 12 demonstrates that the
water exchange occurs both in the oscillating–oscillating and
oscillating-fixed setups under heave. Whereas this complies with the
observation of gap resonance, it is different from the forced sway oscil-
lation case, where gap resonance is only observed when one box oscil-
lates. The peak height in the oscillating–oscillating model is higher as
compared to the oscillating-fixed model. This can be attributed to the
fact that twin box oscillations convey more kinetic energy and hence
more energy into the water. The coupling of the two boxes’ heave radi-
ation can induce a more severe gap resonance. From a standpoint of
multiple scattering, the waves generated by one box undergo scattering
by the other box, resulting in a constructive contribution to the gap
waves. Furthermore, in the oscillating–oscillating model, each box
effectively assumes a mirroring role, thus causing the amplitudes in
Fig. 11(a) to be approximately twice as large to those presented in
Fig. 11(b). The observations of relevance to heave and sway motions
confirm the strong relationship between the gap resonance and water
exchange in and out of the resonance gap. Figure 11(a) shows that the
amplitude of wave elevation in the gap is higher than that at the
upwind and downwind sides, even when the frequency is outside the
resonance region. In contrast, if the oscillation frequency is outside the
resonance region in the oscillating-fixed model, the wave elevations
have similar amplitudes at both sides of the oscillating box (e.g., G4
and G5) [see Fig. 11(b)]. Hence, coupling of heave radiation from the
two boxes increases the wave elevation within the gap.

The behavior of wave elevation induced by roll is like that
induced by sway motion of the boxes. The gap resonance only occurs

FIG. 8. Non-dimensional wave elevation at G1 (upwind), G2 (gap left), G3 (gap center), G4 (gap right), and G5 (downwind) induced by sway oscillation. (a)
Oscillating–oscillating model and (b) oscillating-fixed model.
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FIG. 9. Variations of the fluid velocity vector field in way of gap bottom induced during sway oscillations at x� ¼ 0:7: (a) oscillating–oscillating model and (b) oscillating-fixed
model (the black rectangles denote that the boxes are temporarily stationary, and the horizontal arrows indicate the direction of sway motions).
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in the oscillating-fixed model, where the wave elevation is more pro-
nounced and exhibits resonance. Conversely, in the oscillating–
oscillating model, the wave elevation is milder, and no resonance is
observed. Figure 13 displays the non-dimensionalized harmonic

amplitudes of roll induced wave elevation measured by gauges G1–G5.
Figure 14 shows the water swap behavior induced by roll motion. In
the oscillating–oscillating model, the water swap is weaker and occurs
primarily at two corners of the gap due to flow separation. The flow

FIG. 10. Non-dimensionalized harmonic
amplitudes of wave elevation at G1
(upwind), G2 (gap left), G3 (gap center),
G4 (gap right), and G5 (downwind)
induced by heave oscillation. g is the
wave elevation, g3 is the amplitude of
forced heave oscillation, f is the frequency
of wave elevation, and f3 is the frequency
of forced heave oscillation. (a1)–(a5) are
from oscillating–oscillating model and
(b1)–(b5) are from oscillating-fixed model.
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directions at these corners are opposite for water entering and leaving
the gap. In contrast, the oscillating-fixed model exhibits a stronger
water swap at the bottom of the gap. The observation furtherly con-
firms the relationship between the gap resonance and water exchange
in and out of the gap.

The total wave elevation in a non-dimensional format by the
product of roll amplitude and box breadth at five gauges is shown in
Fig. 15. Observations align with those in the sway motion case, i.e., the
gap wave elevation is smaller than that on the upwind and downwind
sides in the oscillating–oscillating model, while the opposite is
observed in the oscillating-fixed model. The wave elevation in the
oscillating–oscillating model is dominated by the first harmonic, like
the sway motion case. However, the influence of roll motion on the
wave elevation is weaker, resulting in smaller amplitudes compared to
sway motion. The water in the gap oscillates with a sloshing mode in
the oscillating–oscillating model, while a piston mode of gap water
oscillation is observed in the oscillating-fixed model. This complies
with the fluid flow in the vicinity of free surface, as shown in Fig. 14,
where the water flows horizontally in the oscillating–oscillating model
but vertically in the oscillating-fixed model.

C. Diffraction effects

Figure 16 displays the harmonic amplitudes of wave elevation at
gauges G1–G5, normalized by the incoming wave amplitude. These
amplitudes are then utilized to derive the total wave elevation ampli-
tudes, along with their first and second harmonic components (see
Fig. 17). The first order harmonics predominantly contribute to the
wave elevation. This is reasonable, given the linearity of the incoming
waves. The second order harmonics generally constitute less than 10%
of the total wave elevation, except for cases where the second harmonic
component of wave elevation on the upwind side exhibits a higher con-
tribution because of the interaction between incoming and reflected
waves (e.g., between 10% and 20% for x� ¼ 0:6; 0:7; and 0:8).
Whereas the second harmonic of wave elevation in the downwind side
of the gap is weak [see Fig. 17(c)], at x� ¼ 0:7, it becomes significantly
amplified, possibly due to the presence of pronounced gap resonance
with a large amplitude (see Fig. 16). Figure 17(a) demonstrates that the

wave elevation measurements in the gap align closely with one another.
The consistency implies a piston mode oscillation of the free surface in
the gap. The pronounced peak in the curve highlights the occurrence of
gap resonance at x� ¼ 0:7, where the amplitude of wave elevation
could reach four times amplitude of incoming waves. In contrast, the
wave elevation is notably lower at the other frequencies, particularly at
x� ¼ 1:0, suggesting limited diffraction of the short-wavelength waves
through the upwind part of the box.

The wave elevation in front of the upwind box exhibits a signifi-
cantly higher amplitude as compared to the incoming waves, ranging
approximately from 1.4 to 2.2. This increase can be attributed to the
waves reflected. Goda and Suzuki39 proposed a formula to express the
wave elevation in front of a fixed structure as follows:

A ¼ g0cos kx1 � xtð Þ þ Krg0cos kx1 þ xtð Þ

¼ g0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2Kr cos 2kx1 þ K2

r

q
cos xt � �ð Þ; (17)

where g0 is the amplitude of incoming waves, k is the wave number, x1
is the distance between the wave gauge and the box wall, Kr ¼ gr=g0 is
the reflection coefficient, gr is the amplitude of reflected waves, and �
can be considered as a phase angle affected by the incoming and
reflected waves. In accordance with the conservation of energy, the
value of Kr should be between 0 and 1, indicating that the amplitude
of the wave in front of the upwind box should be greater than the
amplitude of the incoming waves but less than two times the ampli-
tude of the incoming waves. It is important to note that Eq. (16) is
based on the linear wave theory and does not consider the higher-
order effects of waves. Therefore, the first harmonic components of
the upwind wave elevation, as shown in Fig. 17(b), are all within the
range of less than two times the amplitude of the incoming waves, in
agreement with Goda and Suzuki’s formula. However, the total wave
elevation values, as shown in Fig. 17(a), exceed 2 at certain frequencies.
This could be attributed to the contribution of higher-order harmonic
components. Theoretically, the diffracting capability of waves
decreases as the frequency increases. Consequently, the amplitude of
the downwind wave elevation should decrease with increasing fre-
quency. Considering that the total amplitude curve exhibits a small

FIG. 11. Non-dimensional amplitude of wave elevation at G1 (upwind), G2 (gap left), G3 (gap center), G4 (gap right), and G5 (downwind) induced by heave oscillation. (a) is
from oscillating–oscillating model and (b) is from oscillating-fixed model. Figure 13 displays the non-dimensionalized harmonic amplitudes of roll induced wave elevation mea-
sured by gauges G1–G5.
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FIG. 12. Variations of the fluid velocity vector field in way of the gap bottom induced during heave oscillations at x� ¼ 0:7: (a) oscillating–oscillating model and (b) oscillating-
fixed model (the black rectangles denote the boxes are temporarily stationary and the vertical arrows indicate the direction of heave motions).
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FIG. 13. Non-dimensionalized harmonic
amplitudes of wave elevation at G1
(upwind), G2 (gap left), G3 (gap center),
G4 (gap right), and G5 (downwind)
induced by roll oscillation. g is the wave
elevation, g4 is the amplitude of forced roll
oscillation, B is the beam of box, f is the
frequency of wave elevation, and f4 is the
frequency of forced heave oscillation.
(a1)–(a5) are from oscillating–oscillating
model, and (b1)–(b5) are from oscillating-
fixed model.
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FIG. 14. Variations of the fluid velocity vector field in way of the gap bottom induced during roll oscillations at x� ¼ 0:7: (a) oscillating–oscillating model and (b) oscillating-
fixed model (the black rectangles denote the boxes are temporarily stationary, and the curved arrows indicate the direction of roll motions).
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peak at x� ¼ 0:7x, and this coincides with the location of the gap res-
onance, it is suggested that the amplification of the downwind wave
amplitude may be due to the gap resonance. At x� ¼ 0:8, the water
oscillation in the gap is less pronounced, resulting in a weaker influ-
ence on the downwind wave. As a result, the amplitude of the down-
wind wave becomes very small due to the blocking effect of the boxes.

D. Combined radiation and diffraction effects

Figure 18 depicts the non-dimensionalized harmonic amplitudes
of wave elevation measured at G1–G5 around free-heaving boxes in
regular waves. It reveals that the dominant component in the wave ele-
vation at all locations is the first harmonic. Additionally, small peaks
representing weak second harmonic components are observed at
f =f0 ¼ 2 in Figs. 18(b)–18(d), with heights below 0.1. The second har-
monic components are induced by the interaction between the incom-
ing and reflected waves. The wave elevation measurements are
primarily influenced by the linear characteristics of the incoming
waves. Since the incoming waves are linear, it is expected that the wave
elevation response would primarily exhibit linear behavior. The heave
motion of the boxes also contributes to the measured wave elevation.
Figures 19(a)–19(e) present the spectra of the heave motion for the
side-by-side boxes. This demonstrates that the heave motions of both
boxes are predominantly linear across all frequencies. Therefore, the
linear response of the waves around the boxes aligns with expectations.
Figure 19(f) compares the heave response amplitude operators (RAOs)
of the upwind and downwind boxes induced by the incoming waves
obtained from the CFD method and linear potential flow theory. Good
overall agreement is observed between the two methods.

Figure 20 presents the non-dimensional amplitude of wave eleva-
tion measured at G1–G5 around free-heaving boxes. It reveals that the
amplitude of upwind waves increases with increasing wave frequen-
cies, while the amplitude of downwind waves decreases with increasing
wave frequencies. The observation matches the diffraction theory that
the diffracting capability decays along with the increasing frequency.
Regarding the wave elevation in the gap, the overlapping curves of
wave elevation measured at G2–G4 (see spectra in Fig. 18 and ampli-
tudes in Fig. 20) suggest that the water in the gap oscillates in a piston

mode, similar to the fixed–fixed model and forced heaving model.
Thus, the coupling of radiation and diffraction does not alter the oscil-
lation mode of water in the gap.

Figure 21 presents a comparison of the wave amplitude between
the fixed–fixed and free-heaving model. In general, the heave motion
moderates the wave elevation on the upwind side while intensifying the
wave elevation in the gap and on the downwind side. This could be
attributed to radiation effects, which decrease the wave reflection on the
upwind box while increasing the transmission of incoming waves. An
interesting observation is that the large amplitude wave elevation in the
gap is not observed in the free-heaving model. Conversely, the ampli-
tude at x� ¼ 0:7, where the gap resonance occurs in the fixed–fixed
and forced heaving models, is smaller than that at neighboring frequen-
cies. The relatively mild water oscillations can be attributed to the cou-
pling of diffraction and radiation effects of the boxes.

Figure 22 presents the velocity field in the gap. It indicates that
the coupling of incoming waves and the motions of the upwind box
generate a large-scale vortex in the gap, with a maximum diameter of
approximately 60% of the gap width. This large-scale vortex hinders
the flow in and out of the gap, leading to a mild oscillation of water.
Figure 23 illustrates the vorticity contour in the gap during a wave
period, showing that the large-scale vortex continuously exists with
fluctuating strength and dimension. The relative acceleration between
the upwind box and surrounding water periodically generates strong
vortices at the left corner of the gap, which shed from the box wall and
merge into the large-scale vortex, maintaining its presence. In contrast,
Fig. 24 illustrates the velocity field in the gap of the fixed–fixed model
at x� ¼ 0:7, where the gap resonance occurs. It demonstrates that
large vortices only emerge when the flow changes direction and their
duration is less than 0.08 period of incoming waves. Furthermore, the
intensity of these vortices is much smaller, as shown in Fig. 25. Hence,
the influence of flow separation on the water exchange is much weaker
in the fixed–fixed model. The acceleration of the downwind box also
generates strong vortices at the right corner of the gap, but these vorti-
ces slide along the vertical wall of the downwind box and only affect a
small region of the gap adjacent to the downwind box. The continuous
large-scale vortex restricts the exchange of water in and out of the gap,

FIG. 15. Non-dimensional amplitude of wave elevation at G1 (upwind), G2 (gap left), G3 (gap center), G4 (gap right), and G5 (downwind) induced by roll oscillation: (a) oscilla-
ting–oscillating model and (b) oscillating-fixed model.
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resulting in a tamed wave elevation. This observation emphasizes that
the influence of the vortex is not solely dependent on its spatial distri-
bution but also on its temporal distribution.

The continuous presence of the large-scale vortex in the gap
results in the consumption of a significant amount of kinetic energy,

leading to mild oscillations. Within the context of 2D incompressible
flow assumptions, the vorticity transport equation can be expressed as

Dx
Dt

¼ �r2x; (18)

FIG. 16. Non-dimensionalized harmonic amplitudes of wave elevation at G1 (upwind), G2 (gap left), G3 (gap center), G4 (gap right), and G5 (downwind) around fixed–fixed
boxes in regular waves. g is the measured wave elevation, g0 is the amplitude of incoming regular waves, f is the frequency of wave elevation, and f0 is the frequency of
incoming waves.
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FIG. 17. Non-dimensional amplitude of wave elevation at G1 (upwind), G2 (gap left), G3 (gap center), G4 (gap right), and G5 (Downwind) around fixed–fixed boxes in regular
waves: (a) total elevation, (b) first harmonic, and (c) second harmonic.

FIG. 18. Non-dimensionalized harmonic amplitudes of wave elevation at G1 (upwind), G2 (gap left), G3 (gap center), G4 (gap right), and G5 (downwind) around oscillating–o-
scillating boxes in regular waves. g is the measured wave elevation, g0 is the amplitude of incoming regular waves, f is the frequency of wave elevation, and f0 is the frequency
of incoming waves.
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where x is the vorticity, � is the kinematic viscosity, and r2 is the
Laplace operator. The term on the right-hand side of Eq. (17) expresses
the viscous diffusion. It indicates that the rate of kinetic energy con-
sumption in the flow is proportional to the vorticity. According to

Stokes’ theorem, the circulation CA can be calculated with the surface
integral of vorticity as

CA ¼
ð
A
xdA; (19)

FIG. 19. Non-dimensionalized harmonic amplitudes of heave of upwind and downwind boxes in regular waves (a)–I and non-dimensional heave amplitude compared with linear
potential flow theory prediction (f). g3 is the amplitude of heave, g0 is the amplitude of incoming regular waves, f3 is the frequency of heave, and f0 is the frequency of incoming
waves.
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FIG. 20. Non-dimensional amplitude of wave elevation at G1 (upwind), G2 (gap
left), G3 (gap center), G4 (gap right), and G5 (downwind) around oscillating–oscillat-
ing boxes in regular waves.

FIG. 21. Comparison of measured wave elevation amplitude between the fixed–-
fixed model (fixed) and oscillating–oscillating model (floating).

FIG. 22. Variations of the velocity field in
way of gap for free heaving model. The
demonstration assumes wave period with
T/5 interval at x� ¼ 0:7 (t¼ time,
T¼ period of incoming waves, the black
rectangles denote that the boxes are tem-
porarily stationary, and the vertical arrows
indicate the direction of heave motions).
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FIG. 23. Vorticity contours in way of gap of the free heaving model during a wave period with T/5 interval at x� ¼ 0:7(t¼ time, T¼ period of incoming waves, the black rectan-
gles denote the boxes are temporarily stationary, and the vertical arrows indicate the direction of the heave motions).

FIG. 24. Velocity field in way of gap during a wave period with 0:08T interval at x� ¼ 0:7 in the fixed–fixed model, where t is the time.
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where A is the area of a vortex. This suggests that the kinetic energy
contained in a vortex is proportional to its area. As depicted in Figs. 22
and 23, the area size of the large-scale vortex is approximately equal to
40% of the gap area. It could therefore be concluded that a consider-
able amount of energy is consumed by the rotation of water at the
lower part of gap. Consequently, the energy available for the vertical
transport of water during free oscillations is relatively smaller as com-
pared to the fixed–fixed model. The result is a reduced amplitude of
wave elevation in the gap of the free-heaving model.

V. CONCLUSIONS

The paper investigated the wave elevation around two side-by-
side boxes by three different models, namely, (1) forced oscillating
side-by-side boxes in calm water, (2) fixed side-by-side boxes in regular
waves, and (3) free heaving side-by-side boxes in regular waves.
Numerical simulations are conducted using a 2D NWT and a CFD
RANS method. Five wave gauges are positioned at the upwind side, in
the gap, and at the downwind side to measure the wave elevation. The
aim is to examine the influence of radiation, diffraction, and their com-
bined effects on the wave elevation around two side-by-side boxes. The
following main conclusions can be drawn:

(1) The occurrence of gap resonance may be attributed to the rapid
exchange of water in and out of the gap, which is synchronized
with its frequency. The intensity of gap resonance can be miti-
gated by reducing the speed of water exchange. Vortices gener-
ated by the relative acceleration between the box and water flow
play a role in reducing wave elevation within the gap and by
impeding the water exchange process. It is important to note
that the influence of vortices is not only spatial but also tempo-
ral. If the duration of vortices is significantly shorter than the
period of wave elevation within the gap, their impact on the
wave elevation will be relatively weak.

(2) The wave elevation in the gap exhibits different sensitivities to the
motions of the boxes in various modes. According to the intensity
of gap resonance induced by various modes of forced oscillations,
the heave motion has the highest influence on the gap wave eleva-
tion, while the roll motion has the least impact. The gap resonance
can be induced by the heave motion of a single box or the synchro-
nous heave motion of both boxes. On the other hand, the gap reso-
nance occurs only when one box oscillates in sway or rolls. When
both boxes sway or roll synchronously, the wave elevation in the

gap is mitigated, hence resulting in smaller wave amplitudes as
compared to those on the upwind and downwind sides.

(3) When the boxes undergo synchronous oscillations in sway or
roll, the water within the gap exhibits a sloshing mode of
motion. However, when only one box oscillates in sway or roll
or when one or both boxes oscillate in heave, the water within
the gap moves in a piston mode.

(4) The heave motion of the boxes has contrasting effects on the wave
elevation in regular waves. It decreases the amplitude of wave eleva-
tion at the upwind side, while increasing the amplitude at the
downwind side. The heave motion generally leads to an increase in
the amplitude of wave elevation in the gap. However, the influence
of heave motion is significantly influenced by the spatial and tem-
poral distribution of vortices within the gap, which can modify the
overall impact on the gap wave elevation.

The results presented are based on a 2D modeling and simulation
method. Thus, they are limited to the analysis of sway, heave, and roll
motions. Such idealizations cannot fully replicate the complexities of
flow physics in way of the gap’s horizontal openings. It is therefore rec-
ommended that future research will focus on the exploration of the
influence of surge, pitch, and yaw motions as well as the fluid flow fea-
tures associated with gap resonance by three-dimensional simulations.
Given that the vortices induced by flow separation at the lower corners
of the gap play a significant role in the occurrence of gap resonance, in
the future it may be valuable to investigate the influence of different
gap geometries, e.g., draft and width. The variations in gap draft and
width are additional factors that may alter the relative positions of the
corners within the gap and consequently affect the distribution of vor-
tices and their impact. Considering the close connection between the
gap resonance and the water exchange mechanisms within the gap, it
may be worthwhile to investigate the restriction of water exchange and
its impact on practical design applications.
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