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Abstract

Topic modeling is gaining traction in Information Systems (IS) research as more textual
material becomes accessible online and computational tools for analyzing large textual
datasets are getting more powerful. This paper advances a new two-step correlation
explanation topic modeling (Corex) method with prior domain knowledge to improve the
interpretability of topic modeling to meet the needs of current IS research. The proposed
method combines the traditional Latent Dirichlet Allocation topic model and the
Anchored correlation explanation topic model. In the first step, the approach allows for
the rapid and maximum acquisition of topic words related to domain knowledge. These
anchor words are then inputted into the second-step CorEx topic model. We further
applied and verified the effectiveness of the two-step Corex method to a textual dataset
containing 4,290,484 users’ personal profiles, thereby illustrating the utility of applying
this innovative topic-modeling method in information systems research.

Keywords: Topic modeling, Latent Dirichlet Allocation, Anchored Correlation Explanation, two-
step CorEx topic model

Introduction

The rise of social media and content generation platforms has increased the amount of user-generated text
data available for analysis, such as vast amounts of tweets posted by users on social media (Twitter, 2023),
large number of comments posted by consumers on various service or product consumption platforms such
as Amazon.com (Jeong, 2023) and TripAdvisor.com (Olorunsola et al., 2023), and descriptions of service
products. These textual data bring more opportunities for information systems (IS) researchers, and
massive text data make IS researchers rely more and more on automatic text analysis methods, especially
topic modeling. This method aims to determine the structure of the underlying document collection,
making it possible for scholars to understand the large amount of text content in information systems.
Examples available are for example retrieving aspects from online comments (Jabr et al.,, 2018b) or
identifying opinions from social media (Mukkamala & Beck, 2018). Mining these text data can help
researchers explore the hidden content in the text data, including people's emotions, opinions, and attitudes
on digital platforms. In addition, it helps people explore how these factors relate to each other and why they
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behave in certain ways, which helps to identify factors or structures that can be further used in developing
theoretical models of information systems (Kar & Dwivedi, 2020). Although massive text data brings more
possibilities to IS research, it also brings significant challenges.

As the source and quantity of text data become more and more abundant, the method of extracting text
information through manual coding has become more and more challenging to meet the current demand
(Lee et al., 2010). It has become an important topic in information system research to use text mining
method to automatically extract the characteristics of text data. Topic models such as LDA and LSA, as
common text mining techniques, have become increasingly popular because they can quickly obtain the
topic overview of the content involved in a large amount of text information (Maier et al., 2018), have very
mature implementation tools and evaluation methods (Debortoli et al., 2016), and can quickly identify
potential semantic connections, containing multiple topics (Grimmer & Stewart, 2013). Especially in IS
research, many studies have applied it to understand the representative and significant topics behind the
massive amount of text information. For example, extracting different aspects of the service from the online
service comments, identifying the potential topic mentioned in the disaster-related tweets, etc. Based on
our review of extant literature, we discovered that the purpose of using topic modeling methods in most IS
research is to explore the impact of digital content and the role of topic modeling is largely descriptive in
nature. Under such circumstances, the topic model is required to have high interpretability (Debortoli et
al., 2016), which in turn calls for a need to bolster the interpretability of topic modeling.

However, unsupervised topic models such as LDA, commonly used at present, show some weaknesses in
model interpretability. Specifically, the first problem is topic overlap (Boschetti, 2015). That is, different
topics have the same topic words, which makes it difficult for researchers to summarize each topic
accurately, and the interpretation of the topic model is weak. Secondly, there may be some topics that
cannot be summarized or are challenging to explain (Debortoli et al., 2016), thus weakening the
interpretability of the topic model. Third, an unsupervised topic model may not generate the topics we
expect to occur because the distribution characteristics of vocabulary cannot be controlled. However, if
some uncommon words are deleted directly from the text analyzed, or the weight of some keywords related
to the relevant topic is changed, the quality of other topics may be damaged (Debortoli et al., 2016; Denny
& Spirling, 2018). In addition to the issues of interpretability, the current generic topic model cannot
generate topics driven by domain knowledge. IS researchers encourage the topic model to identify different
aspects of the service in the comment (Titov & McDonald, 2008), such as different aspects of the service in
the comment and different aspects of the tweet related to the disaster. The expected topic modeling results
of these studies are required to have strong domain characteristics. For example, in our example, the former
requires the output of service-related topics, while the latter requires the output of disaster-related topics.

In this context, we focus on providing an improved CorEx method towards the above challenges that IS
researchers working on text analysis face. To solve the limitations of the current topic models in IS research,
this paper proposes a two-step CorEx topic model with prior domain knowledge applied to IS research. We
developed a new method to deal with this significant problem:

Research Question: How does the two-stage CorEx approach improve interpretability and
achieve domain-knowledge driving?

This article focuses on a correlation explanation topic modeling method called CorEx that can efficiently
run as a semi-supervised model. In this model, the probability distribution of topic words is improved by
providing some anchor words that are notified before the model (Gallagher et al., 2017). CorEx's anchored
words are typically generated using the automated method proposed by Jagarlamudi et al.(2012), which
identifies words with the highest interactive information with tags. However, considering that the
generation of anchor words cannot integrate domain knowledge comprehensively, we improve the method
of generating anchor words. Specifically, we first use the traditional LDA model for unsupervised topic
modeling, and then based on the generated topic words, researchers can spontaneously summarize
different categories and corresponding anchor words based on domain knowledge. On this basis, CorEx
correlation explanation topics are modeled to generate topics. This two-step CorEx topic model can
effectively construct a topic model embedded with prior domain knowledge. As a result, this two-step CorEx
topic model can solve the interpretability problem of the current topic model for the IS domain and generate
domain knowledge-driven topics. We apply this two-step CorEx topic model to an online user-generated
self-description corpus to generate topics with prior domain knowledge. Finally, we evaluate the semantic
consistency and validity of this model carefully.
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The structure of this paper is as follows. In the second section, we summarize the methodology and
application of topic modeling in the relevant IS research and discuss the limitations of these studies. In
Section 3, we describe the source and structure of the data set used in this article and our approach to the
two-step CorEx topic model. Next, we show the application of this approach to a user-generated data set
obtained from Zhihu.com and examine the semantic coherence and total correlation score of the topic
model. Then, we summarized the results of the research. On this basis, we discuss the significance of this
study. Finally, we discuss the limitations of this paper and possible future research directions based on this
study.

Research Background

The probabilistic topic model is a general textual analysis method in IS research. This unsupervised learning
method has become popular in IS research because it only relies on a few assumptions and has the lowest
cost of data analysis (Debortoli et al., 2016). In addition, this unsupervised learning method has many
mature software libraries in Python and R (Debortoli et al., 2016), so it is very convenient for IS researchers
to implement without requiring additional NLP research background. The basic idea of the unsupervised
learning method comes from the assumption of text distribution (Harris, 1954), and the most commonly
used text distribution methods in IS research include Latent Semantic Analysis (LLSA) and Latent Dirichlet
Allocation (LDA) (Debortoli et al., 2016).

LSA is used to identify the topic-based semantic relationship between text and words through matrix
decomposition, but the factor load calculated by LSA has no clear interpretation, which results in low
interpretability (Debortoli et al., 2016). Then, LDA methods were developed to improve this issue (Blei et
al., 2003). In this method, the topic of each document is given in the form of a probability distribution.
However, the LDA approach is not perfect. One of its major drawbacks is topic overlap (Boschetti, 2015),
meaning that the same word can be found on multiple topics. Therefore, the topics generated by LDA are
not independent and orthogonal, which weakens the interpretability of the topics. Another major
fundamental problem with LDA is the inefficiency of LDA on complex text. When analyzing very messy
textual data, such as video bullet screen comments and personalized self-description texts, LDA results are
highly inaccurate and unreproducible (Lancichinetti et al., 2015).

We refer to the literature on topic modeling in management information system research summarized by
Eickhoff and Neuss (2017) and focus on the methodology and application of topic modeling in IS research.

Methodological Research on Topic Modeling within Information Systems

In this section, we summarize extant literature on topic modeling in IS research and list their research
modes and specific topic modeling methods in Table 1. Based on an analysis of this literature, we observe
that there is not much research on topic modeling methodology in IS research. Most topic model research
discusses probabilistic models such as LSA and LDA, which are mainstream topic modeling models in IS
research. As we discussed earlier, an important reason is that these models already have easy-to-use
software or mature model libraries (Debortoli et al., 2016) that are easy for IS researchers to implement.
However, the traditional probability model has become increasingly challenging to meet the current
demand.

e Research Topic Modeling

Key Contribution Approach Method
Overview of LSI/LSA (Dumais, 2004) Model LSA/LSA
Two hierarchical agglomerative clustering (HAC)
techniques (Wei et al., 2006) Model HAC
Sgg;[;arlson of structured priors for LDA (Wallach et al., Comparative LDA
Sglllcl)[))arlson of four topic modeling methods (Lee et al., Comparative LSA/PLSA/LDA/CTM
i]:gl)ed LDA for tweet user characteristics (Ramage et al., Model LDA
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Methodological recommendations for LSA studies

(Evangelopoulos et al., 2012) Model LSA
Interval semi-supervised topic model (ISLDA) and Model & ISLDA
coherence metric (Nikolenko et al., 2017) Validation

Deconstruct reviews into the aspects to evaluate the
temporal evolution of user satisfaction with these aspects at | Model LDA
a granular level (Jabr et al., 2018b)

Using topic labeled gold-standard sets to evaluate topic

modeling interpretability (Palese & Piccoli, 2020) Validation LDA

Using an semi-automated approach to perform systematic

literature reviews (Denzler et al., 2021) Model LDA

Table 1. Methodological Research in Information Systems

To enhance the interpretability of topic modeling, avoid topic overlap, and generate anchor word-driven
topics, IS scholars have tried to optimize the traditional probabilistic topic model in different ways. For
example, Nikolenko et al. (2017) proposed an interval semi-supervised LDA topic model to dig specific
topics in qualitative research and guide specific words to be sown to a given topic by fixing the Z-values of
some keywords related to relevant topics. Nevertheless, one problem with this setup is that the choice of
anchor words is complicated because it takes extra effort to determine when words with different meanings
appear. Andrzejewski et al. (2009) proposed using logical constraints to enforce separability between topics
but this approach still does not solve the problem of how to anchor vocabulary. In addition, Jabr et al.
(2018) proposed some improved LDA algorithms to identify various aspects of product reviews. This
approach seems to improve the interpretability of the topic model, but this approach requires additional
deletion and lexical extraction of the original corpus, which may affect the quality of the generated topics.

?

Application Research on Topic Modeling within Information Systems

Second, we summarize the literature on applying topic modeling in IS research. We list their specific
application scenarios and topic modeling methods in Table 2. According to our summary of the applied
research literature, it can be found that the unsupervised probabilistic topic model is the most commonly
used method in IS, such as LDA. The purpose of using the probabilistic topic model is mainly to extract the
different aspects involved in the text. We can find a common feature of topic models in these research,
which all need to extract topics from the corpora of specific events or domains. For example, for the text
content of an online product, the various aspects related to the online product need to be extracted (Titov
& McDonald, 2008). For hotel services, it is required to extract all aspects related to hotel services (TIo &
Lee, 2020). Moreover, it is required to extract the disaster-related aspects of disaster-related tweets
(Mukkamala & Beck, 2018). And these aspects or anchor words representing the underlying topic in the
corpus of events or domains are called prior domain knowledge. Incorporating domain knowledge into the
basic topic model can be used to investigate embedded topics in textual data from different domains. This
method directs the topic model, making it easy to explore how the text relates to a particular domain, such
as disaster or service.

Purpose of Topic Topic Modeling
Modeling Method

Extract aspects from product reviews using Multi-Grain | Extract review aspects MG-LDA
LDA (Titov & McDonald, 2008)

Description

Review helpfulness and emotions shown in review Measure emotions LSA
(Ahmad & Laroche, 2015)

Call for use of LDA for theory generation (Rai, 2016) Theory generation LDA
Extract different aspects of satisfaction from reviews on |Extract review aspects LDA

shopping websites (Jabr et al., 2018b)
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Understand if Amazon reviews discuss different product | Extract review aspects LDA
aspects at different points in time. (Jabr et al., 2018a)

Identify topics of natural disaster tweets on social media | Identify underlying topics [ LDA
and manually summarize them (Mukkamala & Beck,

2018)

Analyze reactions to the news that robots are replacing | Extract perceptions of LDA
human services from hotel reviews (Io & Lee, 2020) robots

Systematic literature review using semi-automatic Identify underlying topics | LDA

methods (Denzler et al., 2021)

Examine the determinants of the Top 500 companies Interpret factors -
(Banker et al., 2022)

Table 2. Applied Topic Modeling in Information Systems Research

We believe that there is still space for a new topic model approach. First, considering the difficulty of the
current method to obtain anchor words, IS researchers need a new topic model approach to easily identify
anchor words and anchor these words to various topics, thus strengthening the separation between topics
and improving the interpretability of topic models. IS research usually uses unsupervised probabilistic topic
modeling to extract topics. However, considering the coarse granularity of unsupervised topic classification,
it may not be able to generate topics that researchers want to appear and may generate topics that are
difficult to explain.

Second, to meet the needs of topic extraction from texts in different fields in IS research, this new topic
model should be embedded with prior domain knowledge. Semi-supervised topic modeling, which is
modeled by correlation interpretation, can effectively solve this problem. Correlation Explanation does not
make any structural a priori assumptions about the data generation but instead is similar to information
gain (Steeg & Galstyan, 2014), using the difference between total correlations to find the topic that best
explains the correlation of the data.

Development of New Topic Modeling Approach
In this section we develop the idea of the new topic modeling approach named two-step CorEx topic model.
Two-Step CorEx Topic Modeling

We propose a two-step CorEx topic model to identify aspects of personal information disclosed in text
descriptions. Specifically, by anchoring vocabulary and information bottlenecks (Gallagher et al., 2017), a
highly interpretive distribution of topics is obtained. This study develops a two-step CorEx topic modeling
followed by semi-supervised topic modeling. Step 1, we obtain multiple topic words through traditional
LDA topic modeling. LDA is used to find anchor words due to its efficiency in the fast identification of
hidden topics and their distribution from many documents. Therefore, this method can maximize and
quickly acquire merged anchor words, such as hobby, game, and run music (examples are provided in Table
5), which are representatives of underlying topics in the corpus and therefore also known as domain
knowledge. Researchers then determine topic classifications based on their domain knowledge and
research objectives, map these anchor words into corresponding categories, and input them into the
Correlation explanation semi-supervised topic model in step 2, and then output the anchored word-driven
topic. The graphical structure of the two-step CorEx topic model is shown in Figure 1.
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LDA Topic Modeling CorEx Topic Modeling

|« Step 1 >l Step 2 >

o0 O

q,:k ‘;@ ’f:':r:t: (ykIxiH-{matrix o
~
T
Domain
Knowledge

Figure 1. Two-Step CorEx Topic Model

3

gj k = 5j k.

We use the LDA model to generate words that may contain domain knowledge. LDA applies probabilistic
cryptic meaning analysis based on the Bayesian inference mechanism (Hofmann, 1999) and Dirichlet
distribution is a probability distribution of multiple continuous random variables. Using LDA for topic
analysis is to infer all model parameters by estimating a posterior probability distribution for a given text
set to learn the topic distribution of each text and the word distribution of each topic. LDA believes that
each topic will correspond to a lexical distribution, and each document will correspond to a topic
distribution. LDA can give each topic in the form of a probability distribution to conduct topic clustering or
text classification by analyzing the distribution of topics in the document. For example, if a given document
contains keywords such as "basketball," "football," "tennis," and "Biden," there is a 3/4 probability that the
document is "sports" and a 1/4 probability that it is "politics," so the LDA model would mark the document
as "sports."

Next, we discussed how the LDA works. Suppose God had two POTS of dice, one containing topic-word dice
and the second containing doc-topic dice. LDA topic modeling involves two steps. In the first step, for each
document m € {1..., M}, generates a topic distribution vector 9n ~ Dirichlet (a). Specifically, God randomly
draws a doc-topic dice from the first jar and rolls the doc-topic dice to generate the topic number Z,,,,, for
the N, word in the document.

The Dirichlet prior distributions of the hyperparameters a is as follows (Bao et al., 2023):

P(@a) = %Hﬂlﬁ“m—l ()

Then, for each topic k € {1..., K}, generates a word distribution vector ¢, ~ Dirichlet (p). Specifically, God

randomly draws k topic-word dice ¢, independently from the second jar. Then choose k topic-word dice
numbered Z,,,,, from ¢, to roll, thus generating vocabulary w,,,, .

The Dirichlet prior distributions of the hyperparameters f3 is as follows (Bao et al., 2023):

F(Ek Bk‘,) Br—1

P@IB) =mg—=s| | @

Mmr@ol L )
As a result, we extract words that represent or are related to domain knowledge from the set of topic words
generated by the LDA topic modeling and then anchor these selected topic words to multiple topics that we
expect to occur. For example, we can anchor "doctor," "teacher," and "programmer" to a topic. Anchor
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"medicine," "computer science," and "economics" to another topic to help separate and merge discussion
of the "career" topics and "major" topics.

After preparing the anchor words, we proceed to the second step, the domain knowledge-driven correlation
explanation topic model (CorEx topic model). The core principle of the second step is to improve the topic
word probability distribution by providing some anchor words integrated with domain knowledge before
the model. Unlike previous practice, the anchor words incorporated in this paper are not those with the
highest interactive information with tags but the most apparent topics-related topic words generated by the
unsupervised topic model result combined with the domain knowledge experience and research objectives.
Merged anchor words can enhance the document topic distribution by favoring the document to draw topics
related to the anchor words it contains (Jagarlamudi et al., 2012). Furthermore, by setting the anchoring
intensity, this method changes the degree to which the anchoring words affect the topic model. Anchor
strength controls how much weight the CorEx topic model maximizes on the multivariate mutual
information between anchoring words and their respective topics (Gallagher et al., 2017). The greater the
intensity, the greater the influence of anchor words on the topic model. Generally, when anchor strength is
set to a value less than 5, the effect is not mandatory but encourages topic word distribution to be generated
according to the topic related to the anchor word.

We then explained the implementation of the CorEx topic model. First, we use the form of KL divergence
to define Total Correlation (TC) or multivariate mutual information (Kraskov et al., 2005) as:

HP(X;')) (3)

ieG

TC(X) = ) H(X) — H(X;) = D, (P(XG)

iEG
, where H(X) is the entropy of the discrete random variable X, and G is a subset of X.

In simple terms, it is the sum of the entropies of each random variable in the subset minus the joint
entropies of the subsets. At the same time, TC can be regarded as the KL divergence between the joint and
edge distribution multiplicative (Steeg & Galstyan, 2014). Then, when TC is zero, KL divergence is zero, and
the joint distribution is equal to the edge distribution multiplicative, meaning that the correlation within
the data is zero, and the variables are independent.

Then the conditional TC is defined as follows:

TC(X]Y) = ZH(XEIY)—H(XIY) (@

iEG
After this, we can measure how much Y explains the correlation of X:

TC(X;Y) = TC(X;) — TC(X|Y) (5)

If TC(X]Y) is equal to zero, TC(X; Y) will get the maximum value, which means that Y explains all the
correlations of X. In order to maximize the TC value of the document to improve the representation of topics,
the CorEx algorithm will be re-started multiple times and perform the run with the highest TC value.

CorEx topic model defines a topic by P(Y|X). That is to say, it is only defined as a discrete random variable
that can affect X, and the value range is k possibility. At initialization, we randomly set a and the topic
distribution P (Y|X) of the documents. Semi-supervised is achieved by fixing some values of the connectivity
matrix. Normal a is between (0, 1) interval, and the anchoring word i to topic k can make a;; = ;. , where
& is the strength of anchoring (Gallagher et al., 2017). Then through iteration, LDA constantly updates the
topic assigned for each word, thus indirectly obtaining the topic distribution of the document and the topic
word distribution. At the same time, CorEx topic model continuously updates the probability of each topic
P(3), the topic distribution P(y, |x;) of each word, the distribution matrix a of words to topic sub-sets, and
the topic distribution P(y, |x) of each document according to the formula.

To conclude, we discuss the advantages of this approach over general probabilistic topic models. First,
unlike LDA methods, no structural assumptions are required on the data, so CorEx topic model has fewer
hyperparameters than LDA. In addition, CorEx can be generalized to hierarchical models and semi-

Pacific Asia Conference on Information Systems, Nanchang 2023
7



Topic Modeling with Domain-Knowledge in Information System Research

supervised models without structural modification of the model, which can effectively meet the higher fine-
grained requirements in IS subject research. Third, the trained topic model can be adapted to the domain
through the unsupervised generation of anchor words. Most importantly, the words between topics in
CorEx are disjointed, and there will be no repeated topics, which perfectly solves the problems of topic
interpretability and separation.

IMlustrative Case

To verify whether our proposed two-stage Corex topic modeling approach can be effectively applied to
information systems research, we conducted an illustrative case study using 4,290,484 user-generated
personal descriptions datasets on a representative online platform Zhihu.com. There are two reasons why
we choose Zhihu as the research platform. First, we need enough texts to build a corpus, and Zhihu, one of
China's largest online question-and-answer platforms, can meet this condition. Another reason is that we
hope that the fields covered by the corpus are less studied to verify our two-stage model. Personal profile
information on Zhihu is related to personal expression. This kind of information is less considered in
traditional topic modeling because it is prone to problems of low interpretability and overlapping topics.
Specifically, we use the LDA unsupervised topic modeling method to extract the topic words involved in the
personal descriptions of Zhihu's four million users and use them to build a set of anchor words. We then
embed these integrated anchor words into the Corex topic model for modeling. Finally, we summarize the
topic modeling results to verify the topic separation and compare the interpretability of the two-stage Corex
model with that of the Corex model.

Data Collection and Pre-processing

We collected personal disclosure text information (as shown in Figure 2) from Zhihu.com, the largest
Chinese online question-and-answer community. To obtain as much user data as possible, we use a
recursive crawl method. Specifically, we first found a user with many followers. After capturing this user's
information, we obtained the information of all the users in his following list and fan list. We then crawl
these users' their fan list and following list. And using this method, the data of 4,376,500 users had been
captured by July 10, 2017. After data cleaning, such as encoding, sorting, replacing missing values, and
deleting duplicate values, 4,290,484 clean records were obtained. Finally, in addition to name and profile
picture, the user can provide some standardized information such as gender, residence, industry, career
experience, educational experience, and personalized information: personal profile, as shown in Table 3. A
profile comprises a short text description that allows users to describe themselves. For example, the text
could disclose where they live or more private information such as their social accounts on other platforms,
hobbies, personality, and physical appearance. Next, we pre-processed the text data. First, stop words are
filtered out. Next, we delete all symbols except Chinese characters since we study the single-language text.
Finally, we have a word segmentation operation.

vagus
industry

Personal Don't squander the gold of your days, listening to the tedious,
profile trying to improve the hopeless failure, or giving away your life

to the ignerant, the commen, and the vulgar.

Figure 2. User Interface on Zhihu.com

Field Name Field Explanation Example

Gender Gender information disclosed by the user Female
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Place of Residence |Location information disclosed by the user Nanchang, China

Career Experience | Employment information disclosed by the user |Programmer

Educational Education information disclosed by the user Nanchang University

This is a programmer in

Personal Profile User-generated text describing oneself
Nanchang

Table 3. Data Structure

Step 1-Latent Dirichlet Allocation Topic Model

There are two metrics to select the best number of topics: perplexity and coherence. However, the coherence
eigenvalue could be a better proxy for the comprehensibility of topic headings compared to the perplexity.
UMass is one of the methods to calculate coherence score, so we use UMass to calculate semantic
consistency.

First, we find the optimal number of LDA topics by calculating the UMass Coherence score, the calculation
formula is as follows (Mimno et al., 2011).
M m-1

D,y ™) +1
Csv®) = > > log ( m)) ©)

m—2 1=1

This score represents the ratio of the frequency of one word and the frequency of another word contained
in the words of all topic M under a certain topic k. Then the logarithm of this ratio and the normalization
operation is taken. This is the conditional likelihood of co-occurrence between words because people's
understanding of the topic model is more inclined to the frequency of co-occurrence of words belonging to
the same topic in the corpus. UMass is a negative value; the closer it is to zero, the better the topic has been
learned. We draw the coherence score curve as shown in figure 3, and it can be found that when the number
of topics is 9, the learning effect of the LDA model is the best.

-18.2 1

-18.4 1

-18.6 1 /'
-18.8 1 \/

-19.0 A

Coherence score

T T T T T

2 4 6 8 10 12 14
Number of topics

Figure 3. The Relationship between Coherence Score
and the Topic Number

We listed the top 8 words contained in the g topics generated by the LDA in table 4.
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Topic | word1 | word2 |word3| word4 | words [word 6 word 7 word 8
Topic1 |student |major college [senior year |design hobby computer engineert
/ science ng
Topic2 |study undergrad |jurispru | graduate master | 2°O" | 1 edical science | doctor
uate dence [student ing
Topic 3 |software |machinery develop car architect design |Sales technolog
- |ment ure vy
Topic 4 |designer |product game [manager |future car software product
Topic5 |hobbyist Ehotograph movie [fitness music game |history travel
college engineerin |startu take part in the
Topic 6 8 at school [major ginee P study postgraduate | hobby
student g business ?
entrance exams
Topic7 |like music travel E Eotograp world study | history movie
Topic 8 |life strive world |dream work f:;%do music design
Topicg |finance |Internet Iugrant accounting (industry practiti |\ vestment product
worker 7 |oner
Table 4. Result for Step 1 — LDA Topic Model

Then, based on these generated keywords and the domain knowledge about personal introduction in social
media, we determined this paper's anchor words and corresponding categories. First, we remove the
repetitive words that lead to topic coverage, such as "study," "major," and "design." Then, we look for words
with category meaning from the topic words of LDA, such as "major," "hobby," "industry," and "study," and
map other subject words into corresponding categories. Finally, a manual summary is made for the
remaining topic words. For example, "interesting," "friendly," and other words are summarized into
"personality." In addition, if a set of topic words is domain-related features, but the keywords do not appear
in the LDA results, we can generate a set of anchor words based on the corpus. In this research, "account”
is a set of anchor words that we generate manually. This kind of vocabulary comes from the corpus but is
not shown in the LDA results. The reason is that this group of words does not own a high weight because
they do not appear frequently in the corpus. Finally, we determined the anchor words of seven categories
of topics and input them into the correlation explanations topic model. The anchor words are shown in

Table 5.

Anchored Anchored Anchored Anchored
Word 1 Word 2 Word 3 Word 4

Industry industry practitioner manager doctor
Education Study undergraduate college master
Major major accounting finance software
Hobby hobby game music travel
Personality personality interesting friendly extroverted
Account WeChat microblog public account contact
Appearance |cute good-looking beautiful handsome
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Table 5. Anchor Words Generated by LDA

Step 2- Anchored Correlation Explanation Topic Model

We input the anchor words shown in Table 5 into the CorEx topic model according to the corresponding
category, and the model reaches convergence after 20 iterations, as shown in figure 4.

Convergence

250 A

200 A

150 A

100

504

25

50 75

100

125 150

number of iterations

175

200

Figure 4. Iteration and Convergence

We output the final topic modeling results in Table 6, containing the top five topic words and the
multivariate mutual information values with topics. These topic words are those with the highest
multivariate mutual information with the topic, not the words with the highest within-topic probability as
in LDA. For example, the topic words "Design," "engineering," "financial," "programming," and "Internet"
can effectively summarize topic 1: Industry. We found that the two-step CorEx topic model generated the
corresponding topics according to the seven categories we had set in advance. Moreover, there is no
repetition of words between topics, which solves the problem of model interpretability and topic

coincidence.

Topic Word 1 Word 2 Word 3 Word 4 Word 5
. design engineering financial programming |internet

Topic 1: Industry

0.447 0.444 0.221 0.157 0.114
. . study college senior high undergraduate | doctor

Topic 2: Education school
0.606 0.534 0.148 0.146 0.120
medical . . computer

) ) . accounting psychology jurisprudence .

Topic 3: Major science science
0.213 0.194 0.107 0.099 0.083
hobb; hotography |music fitness ame

Topic 4: Hobby Y e S §

0.720 0.197 0.170 0.158 0.138
. ) strive interesting friendly optimism extrovert

Topic 5: Personality
0.171 0.085 0.012 0.011 0.006

Topic 6: Account WeChat microblog public account private account

message number
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0.288 0.056 0.024 0.024 0.015
. cute good-looking |beautiful pretty appearance
Topic 7: Appearance
0.057 0.016 0.007 0.007 0.006
Table 6. Result for Step 2
Evaluation Results

We compare the total correlation between the two-step CorEx topic model and CorEx topic model. Since
CorEx topic model is not a generative but a judgmental model, traditional measures such as perplexity will
no longer apply to the topic modeling approach in this paper. Perplexity only computes maximum
likelihood and does not consider context (Chang et al., 2009), so we employ topical coherence scores to
compute semantic coherence. Considering our model is quite different from the traditional LDA model, and
the Corex model still lacks a mature Python package for corresponding consistency calculation, we need to
improve the corresponding consistency calculation formula to generate the calculation code. In this paper,
we choose the C_V metric to calculate coherence, which uses a sliding window and a window size of 110 to
retrieve a co-occurrence count for a given word. And the reason we choose C_V is that its expected value is
between o and 1, which makes it easier for us to generate the corresponding computational. At the same
time, larger values of TC indicate better training of the CorEx topic model, as the model generates more
topics of information about the document.

As shown in Table 7, the total correlation value of the CorEx topic model is 2.984, while the TC value of the
two-step CorEx topic model is 8.331, indicating that the two-step CorEx topic model generates more topics
about document information. And superior to the CorEx topic model. In addition, we found that the
coherence score of the two-step CorEx topic model is greater than that of the CorEx topic model, which
indicates that the topics generated by our proposed two-step CorEx topic model are more meaningful and
semantically coherent and have better aspect interpretability. Moreover, we found that C_V values are close
to 0.7 for both the two-step CorEx topic model and the CorEx topic mode] indicating that both models are
very nice and have strong interpretability and semantic coherence.

CorEx topic model Two-step CorEx topic model
Topic CV T C CV T C
(Coherence Score) | (Total Correlation) | (Coherence Score) |(Total Correlation)
Average 0.681 2.08¢9 0.686 8.331
Topic 1 0.694 0.436 0.677 0.638
Topic 2 0.703 0.384 0.711 2.164
Topic 3 0.682 0.356 0.658 1.494
Topic 4 0.708 0.209 0.663 0.923
Topic 5 0.674 0.277 0.706 2.109
Topic 6 0.651 0.187 0.673 0.686
Topic 7 0.658 0.151 0.713 0.318
Table 7. Comparative Analysis Result

Conclusions

We found that the LDA model effectively generates vocabularies related to prior domain knowledge. This
operation is fast on a large data set containing 4,290,484 personal profiles. More importantly, these
generated vocabularies can help us quickly understand the overview of the aspects contained in the text so
that we can quickly organize the topic categories we want to generate and the corresponding vocabulary.
We then fed these anchor words into the CorEx topic model, and after 20 iterations, the model reached
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convergence. We output the topic words corresponding to 7 topics and found that these words can explain
the topics we expected to generate, as shown in Table 6.

Our two-step prior domain knowledge topic modeling also passed the validity test. First, the total
correlation of the two-step CorEx topic model is greater than that of the CorEx topic model, indicating that
the anchor words constructed by combining the topic words generated by LDA and the researchers' domain
knowledge are better than anchor words with the highest multivariate mutual information with the label,
the former generates more topics about document information. Additionally, we compare the coherence
scores of the two-step CorEx topic model and the CorEx topic model. The result indicates that our proposed
topic model has better aspect interpretability and semantic coherence.

As a result, the two-step method can extract domain knowledge-driven categories easily and quickly and
make up for the shortcomings of traditional topic modeling methods. Specifically, this topic modeling
method can alleviate the poor interpretability problems caused by traditional topic modeling methods, such
as topic overlap and difficulty summarizing. More importantly, this domain knowledge-driven approach
can effectively improve vocabulary distribution characteristics without compromising the quality of other
topics to generate expected topics.

Theoretical and Practical Implications

This research has a certain contribution to theory and practice. The theoretical contributions are as follows.
First, this paper outlines the methodological and application research on topic modeling in IS research.
After that, we summarize the limitations of the methods used in current research, which will help IS
researchers to understand different topic methods and their applications in a framework to have Helps to
facilitate a broader discussion of topic model literature research and IS research methods. Second, we
converted the method into an easy-to-understand graph structure by sorting out the logic of the method,
and compared the concepts in LDA with those in CorEx topic model for a comparative explanation, which
expanded the research theory on the topic model in the field of IS and enriched the existing theoretical
research of LDA topic model. Third, we propose to use the LDA method to replace the original CorEx
method of acquiring anchor words, and the effectiveness of this two-stage CorEx method has been verified,
which provides a certain reference for the theoretical research of the CorEx method in IS research. Finally,
the new method of integrating LDA topic model and CorEx topic model proposed in this research is of great
significance for studying aspects of the text, which provides the possibility of higher fine-grained research
for text analysis in IS research and a reference for further study of topic modeling methods in ISR.
Specifically, this approach addresses the limitations of current IS research related to topic modeling. It can
improve the interpretability and separability of topics and effectively control the lexical distribution
characteristics, which is of great significance for extracting and classifying text content in specific fields in
information system research.

The practical significance of this paper is as follows: first, we innovatively propose a new approach to solve
researchers' main problems using topic models in current IS research; second, we provide a reference for
how to apply this two-step Anchored correlation explanation topic model in IS research; finally, the
implications of applying this approach could be widespread, as it would be possible to extract more specific
aspects of textual data, such as reviews of online products or services or tweets in social media, which will
be of great significance for various online platforms with user-generated text data. Research practitioners
can benefit from this new approach. Using this method, they can generate expected topics according to
user-generated text from different fields and understand text content at a higher level of granularity. For
example, for tweets related to personal information, topics such as "hobby," "occupation," "personality,"”
and "profession” can be generated and classified, which can effectively help researchers to explore the
relationship between the content dimension of the text and other factors. At the same time, this method can
help them generate domain knowledge anchor words quickly and accurately. At a time when the CorEx
method is not widely used in information systems research, we illustrate the concept of the method to help
researchers understand it, thus providing a broader opportunity for textual data-driven information
systems research.
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Limitations and Future Study

This study still has certain limitations. First, validation of the method relies on data from a single website.
Given that the analysis object is text data, this provides a certain reference value for applying the two-step
topic model in IS research. However, to increase the generalizability and validity of the results, the same
technique should be applied to textual data from other types of websites and various services, such as online
travel guide tripadvisor.com or online gig economy platform fiverr.com, which will provide deeper insights
into IS research in the travel and outsourcing industries. In addition, the comparison of methods is still
insufficient. Except for the CorEx topic model, this two-step topic model should be compared with other
existing supervised topic models, such as Labeled LDA (LLDAModel), Supervised LDA (SLDAModel), and
semi-supervised topic models such as Partially Labeled LDA (PLDAModel), etc. for effect comparison, to
verify the effectiveness of the method further.
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