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Abstract: The increase of popularity of reactivity-controlled compression ignition (RCCI) is attributed to its capability of achieving ultra-low nitrogen oxides (NO$_x$) and soot emissions with high brake thermal efficiency (BTE). The complex and nonlinear nature of the RCCI combustion makes it challenging for model-based control design. In this work, a model-based control system is developed to control the combustion phasing and the indicated mean effective pressure (IMEP) of RCCI combustion through the adjustments of total fuel energy and blend ratio (BR) in fuel injection. A physics-based nonlinear control-oriented model (COM) is developed to predict the main combustion performance indicators of an RCCI marine engine. The model is validated against a detailed thermo-kinetic multizone model. A novel linear parameter-varying (LPV) model coupled with a model predictive controller (MPC) is utilized to control the aforementioned parameters of the developed COM. The developed system is able to control combustion phasing and IMEP with a tracking error that is within a 5% error margin for nominal and transient engine operating conditions. The developed control system promotes the adoption of RCCI combustion in commercial marine engines.
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1. Introduction

Maritime transport covers the majority of global trade; 77% of external and 35% of internal trade of the European Union (EU) is transported by sea. Despite its economic benefits, marine transportation is a major source of emissions [1]. Maritime transportation is a source of pollutants such as nitrogen oxides (NO$_x$), carbon dioxide (CO$_2$), sulphur dioxide (SO$_2$), unburned hydrocarbons (UHC) and particulate matter (PM). These pollutants have detrimental effects on both environment and human health, impacting regions beyond just coastal areas [2]. The emissions of transportation sector in Europe has rebounded by 8.6% since the COVID-pandemic and has further increased by 2.7% since 2022. The levels especially in aviation and maritime sector are expected to further increase in the upcoming years [3]. The latest mandatory energy efficiency improvement set by the International Maritime Organization (IMO) covers a diverse range of design, operational and economic solutions, such as alternative fuels, hybridization of propulsion systems, as well as voyage and speed optimization [4].

As the regulations of maritime combustion engine emissions have become stricter over the years, new and more advanced combustion processes have been a great area of
interest within the research communities. Low-temperature combustion (LTC) processes have been utilized in the next generation of combustion engines, not only in maritime sector, but also in off- and on-road sectors due to their high efficiency [5]. LTC techniques include homogeneous charge compression ignition (HCCI), premixed charge compression ignition (PCCI), partially premixed combustion (PPC) and reactivity controlled compression ignition (RCCI), among other techniques. The superiority of RCCI compared to other LTC techniques can be explained by its ability to achieve higher brake thermal efficiency (BTE) while maintaining low NO\textsubscript{x} and PM levels [6]. Additionally, a 25% reduction of CO\textsubscript{2} has been observed with biofuels [7] and contemporary research proceeds towards flexible accommodation of hydrogen as low reactivity fuel [8].

Although the RCCI concept has numerous advantages and benefits, there exist certain challenges regarding its practical adoption. These challenges are:

- High dependency of auto-ignition on the conditions at inlet valve closing (IVC), making the real-time combustion control a challenging task [9].
- Excessive maximum in-cylinder pressure (\(p_{\text{max}}\)), maximum pressure rise rate (PRR\textsubscript{max}), knock and noise at high engine loads, which reduce the effective operating range as well as increases the emission of UHC [10]
- Increase of hydrocarbons (HC) and carbon monoxide (CO) emissions at low engine loads [11]
- Combustion stability issues at transient operating conditions
- Overall complex and nonlinear nature of the RCCI process itself

Model-based control of RCCI combustion has gained popularity over the past decade. Many works have concentrated on light- and heavy-duty engines. Sadabadi et al. [12,13] developed a physics-based control-oriented model (COM) for RCCI combustion capable of predicting main combustion indicators such as start of combustion (\(\theta_{\text{SOC}}\)), burn duration (\(\theta_{\text{BD}}\)), combustion phasing (\(\theta_{50}\)) and indicated mean effective pressure (IMEP). This model has been widely applied in works covering model-based control of RCCI process. An important characteristic of RCCI fuel blend of low- and high-reactivity fuel (LRF, HRF) [14] is the fact that it is highly correlated with the formation CO and HC [15]. Initial works include controlling \(\theta_{50}\) with a PI-controller using blend ratio (BR) and start of injection (\(\theta_{\text{SOI}}\)) as control signals achieving low steady state error and settling time of 3–4 cycles [16]. Sadabadi et al. [17] controlled the combustion phasing, i.e., \(\theta_{50}\) of an RCCI engine with a linear-quadratic-integrator (LQI) controller achieving an overshoot below 1 °CA, a 0 °CA steady state error and a settling time of 6 cycles. Raut et al. [18] adopted a model-predictive controller (MPC) for an RCCI engine, where \(\theta_{50}\) and IMEP were controlled by BR and \(\theta_{\text{SOI}}\). A rise time of 2 cycles with relatively low steady state error for \(\theta_{50}\) and IMEP were achieved with a single MPC. Their switched MPCs achieved a steady error of 1.3 °CA and 23.8 kPa for \(\theta_{50}\) and IMEP, respectively. In [19] a support vector machine (SVM) based data-based model was developed to estimate linear parameter-varying (LPV) models for RCCI combustion enabling real-time control. The model was used in their MPC framework to control \(\theta_{50}\) with \(\theta_{\text{SOI}}\) achieving a steady state error below 1 °CA and settling time of 3 cycles. Irdmusa et al. have further developed their data-based LPV model to estimate PRR\textsubscript{max} [20], fuel stratification [21] and identifying RCCI states [22] for their control framework.

In [23], an optimal controller was developed to control the in-cylinder pressure and, subsequently, to evaluate the thermal efficiency using total fuel energy, BR and \(\theta_{\text{SOI}}\) as control signals to achieve an optimal fuel path. Guardiola et al. [24] controlled IMEP, PRR\textsubscript{max} and combustion centroid (CC) with PI-controllers obtaining a steady state error of 0.13 bar, 0.5 °CA and 0.52 bar/°CA for IMEP, CC and PRR\textsubscript{max}, respectively. Unlike most of the aforementioned works, which focus mostly on controlling the fuel path of an RCCI engine, Verhaegh et al. [15] developed a robust multi-input and multiple-output (MIMO) feedback control methodology to control the airpath of an RCCI engine using fuel quantities, \(\theta_{\text{SOI}}\), variable geometry turbocharger (VGT) and exhaust gas recirculation (EGR) valve positions to control emission, \(p_{\text{max}}\) and PRR\textsubscript{max} for transient engine operating conditions. Their closed-loop system achieved tracking errors of 0.24 bar and 0.45 °CA.
for IMEP and $\theta_{50}$, respectively, while reducing NO$_x$ emission by 12.8% and PRR$_{\text{max}}$ by 3.8 bar/°CA with respect to baseline conditions.

Marine engines have also traversed towards the RCCI within the field of low-temperature combustion in the recent years. Many novel modeling methodologies have been developed, especially in the form of multizone models (MZM) [5,25,26]. However, the model-based control of RCCI combustion is at its initial stage in non-road and marine sector. It is also worth mentioning that the current multizone models could be used as plant models for RCCI control, but they do not enable real-time simulations due to their long calculation times. To the authors’ knowledge, this is the first paper that covers model-predictive control of RCCI combustion for marine engines. The work presents a MIMO control system consisting of a phenomenological RCCI combustion model, a state-of-the-art LPV model called the real-time model (RTM) [14] capable of simulation time in order of milliseconds and an adaptive MPC, which updates the aforementioned RTM for each engine operating condition and their transient. The main contributions of this work compared to previous studies are:

• A nonlinear, phenomenological RCCI COM for predicting main combustion indicators in the order of milliseconds, both crank angle- and cycle-wise. Furthermore, the model has predictive capabilities in both nominal and transient engine operating conditions.

• Model-in-loop validation of MPC system based on the RTM model to control combustion phasing and IMEP with the nonlinear RCCI COM as plant model. The validation is done in both nominal and transient engine operating conditions.

This paper is organised in the following manner: Section 2 presents the methodology. Specifically, Section 2.1 provides details on the nonlinear RCCI COM, which is used as a plant model in the control system. The COM is a simplified version of the University of Vaasa Advanced Thermokinetic Multizone (UVATZ) model. Section 2.2 describes the controller and the control problem. Section 2.3 presents the experimental data and the UVATZ model, which is used as the source of reference data for the developed control system. The results of the developed system are presented in Section 3, where Section 3.1 presents the results for parametrization of the COM and Section 3.2 presents the validation results of COM compared to UVATZ. Simulation results of the standalone COM and the closed-loop system are presented and discussed in Sections 3.3 and 3.4, respectively. Finally, Sections 4 and 5 summarize the next steps of the current research.

2. Materials and Methods

The control-oriented model implemented in this work is based on a high-order physics-based model called University of Vaasa Advanced Thermokinetic Multizone Model (UVATZ), developed by Vasudev et al. [25,27]. The model is capable of capturing the effects of fuel injection and mixture, in-cylinder mass and heat flow, heat-loss to the cylinder wall and heat release profile utilizing chemical kinetics mechanism presented in [28]. Model validation in earlier works on the same engine revealed 5% relative error for all combustion performance indicators, which are gross indicated mean effective pressure (IMEP\text/sub/$\text/gross$), $p_{\text{max}}$, Crank angle at 10% ($\theta_{10}$) and 50% ($\theta_{50}$) energy released and net heat release. Complete details regarding the implementation and validation of the UVATZ model can be found in [25].

The nonlinear COM is a phenomenological, physics-based model capable of predicting main performance indicators of RCCI combustion in both crank angle and cycle domain. The RTM is a physics-based LPV-model used for MPC design. Both the nonlinear RCCI COM and RTM are calibrated and validated against the UVATZ model. The details of COM and designed closed-loop system are presented in the following subsections.

2.1. Nonlinear RCCI Control-Oriented Model

The nonlinear RCCI COM implemented in this work consists of submodels presented in this section. The main structure and majority of the submodels are based on [12,13] with an exception of calculating in-cylinder temperature, pressure and subsequently the
IMEP [29–31]. The flowchart of the developed RCCI COM is presented in Figure 1. Each submodel is presented in the following subsections.

![Flowchart of the developed RCCI control-oriented combustion model for predicting main combustion indicators.](image)

**Control-oriented RCCI combustion model**

---

2.1.1. Modified Knock Integrated Kinetics Model

The modified knock integral model (MKIM) is a modified version of the Livengood and Wu knock integral model (KIM) [32], originally developed to predict auto-ignition in...
spark ignition (SI) engines. Shahbakhti [33] modified the correlation to predict auto-ignition for HCCI combustion. The model was eventually modified towards RCCI combustion by Sadabadi et al. [13], which is presented in Equation (1). The original KIM was adjusted towards RCCI based on polytropic compression, fuel concentration, premixed ratio and diesel injection timing. The first integral in Equation (1) describes the compression of LRF entering the combustion chamber and mixing with air from $\theta_{IVC}$ to $\theta_{SOI}$ and the second integral describes the compression of the mixture of HRF and LRF from $\theta_{SOI}$ to $\theta_{SOC}$ leading to the auto-ignition. The start of combustion occurs when the integral approaches unity.

$$\int_{\theta_{SOI}}^{\theta_{SOC}} \frac{1}{A_1 N \phi_{LRF}^B \exp \left( \frac{C_1 (p_{IVC} v_{nc}^{n_c} T_{IVC} v_{nc}^{n_c - 1})}{D_1} \right)} d\theta + \int_{\theta_{SOI}}^{\theta_{SOC}} \frac{1}{A_2 N (\phi_{HRF}^{B_{2,HRF}} + \phi_{LRF}^{B_{2,LRF}}) \exp \left( \frac{C_2 (p_{IVC} v_{nc}^{n_c}) D_2}{T_{IVC} v_{nc}^{n_c - 1}} \right)} d\theta = 1.$$  

In Equation (1), $A_1, B_1, C_1, D_1, A_2, B_{2,LRF}, B_{2,HRF}, C_2, b$ and $D_2$ are tuning coefficients, such that the condition of the equation holds. The denominator of the second integral ($\theta_{SOI} \rightarrow \theta_{SOC}$) is the ignition delay ($\tau [s]$) corresponding to the mixture of air with both LRF and HRF. Additionally, $N$ denotes the engine speed, $\phi$ is the equivalence ratio of HRF and LRF, $p_{IVC}$ and $T_{IVC}$ are pressure and temperature at IVC, $n_c$ is the polytropic coefficient, $CN_{mix}$ describes the reactivity of the fuel blend and $v_c$ is the ratio of volume at IVC ($V_{IVC}$) to the volume at any crank angle ($V(\theta)$). $CN_{mix}$ and $v_c$ are defined in Equations (2) and (3), respectively.

$$CN_{mix} = \frac{FAR_{st,HRF} \phi_{HRF} CN_{HRF} + FAR_{st,LRF} \phi_{LRF} CN_{LRF}}{FAR_{st,HRF} \phi_{HRF} + FAR_{st,LRF} \phi_{LRF}},$$  

$$v_c = \frac{V_{IVC}}{V(\theta)}.$$  

In Equation (2), FAR$_{st}$ is the stoichiometric fuel-air-ratio and CN is cetane numbers of the fuels. In this work value of $n_c$ was kept constant, which is same as for the UVATZ model. The selection is based on the criterion of matching net heat released. The values of $CN_{HRF}$ and $CN_{LRF}$ are based on surrogate fuels in the UVATZ model. More details about the model and its formulation can be found in [13].

### 2.1.2. Burn Duration Model

According to [34], the primary mechanism in RCCI combustion involves the formation and propagation of ignition pockets within the charge. This enables the utilization of spontaneous ignition front speed ($S_{ig}$) for estimating the burn duration ($\theta_{BD}$). Sadabadi et al. [13] formulated a correlation between burn duration and $S_{ig}$ as follows

$$\theta_{BD} = \alpha_1 (S_{ig})^{\alpha_2},$$  

where $\alpha_1$ and $\alpha_2$ are tuning coefficients. Here, $S_{ig}$ is defined as

$$S_{ig} = \frac{1}{|V_T^\prime|}.$$  

According to Equation (5), the subsonic spontaneous ignition front speed is dependent on the gradient of the ignition delay [35]. The ignition delay gradient of the mixture does not solely rely on the initial state; it is influenced by the extent of compression heating...
during combustion as well. This heating, in turn, hinges on the initial distribution of the mixture conditions [35]. As Equation (5) indicates, the $S_{ig}$ is a function of the gradient of the ignition delay. It should be noted that the gradient of $\tau$ can be considered in terms of one or several variables highlighted in Equation (1). The study of [36] included all of the variables in the gradient of ignition delay. In [13] ignition front speed is estimated based on the changes of the equivalence ratio. According to their study, the gradient of ignition delay is attributed to the stratification of equivalence ratio. Their formulation of $S_{ig}$ in Equation (5) for an RCCI engine is as follows:

$$S_{ig} = \frac{1}{\frac{\partial \tau}{\partial \phi_{\text{SOC}}} \left| \nabla \phi_{\text{SOC}} \right|}.$$  

(6)

where the ignition delay ($\tau$) is indeed defined as the denominator of the second integral in Equation (1) and $\nabla \phi_{\text{SOC}}$ is the gradient of equivalence ratio at the start of combustion. In this work, variations in the injected fuel mass are considered as the source of the gradient in $\phi$. Sadabadi et al. [13] employed the following assumptions to establish the gradient of the equivalence ratio within the charge:

- The gradient of equivalence ratio remains uniform with respect to the radial distance from the cylinder’s centerline, particularly from the injection point. The highest diesel equivalence ratio is typically observed in close proximity to the cylinder liner and diminishes steadily as the radial distance towards the cylinder centerline increases [34]. This assumption leads to a simplified one-dimensional distribution of equivalence ratio across the mixture.

- Estimating the maximum equivalence ratio involves considering the mixing degree of diesel fuel, which is contingent on the ignition delay. Given that the start of combustion has been previously estimated using Equation (1), the apparent ignition delay ($\theta_{ID}$) in crank angle degrees (CAD) is computed as shown in Equation (7).

$$\theta_{ID} = \theta_{\text{SOC}} - \theta_{\text{SOI}}.$$  

(7)

Given the apparent ignition delay, estimating the maximum equivalence ratio value for HRF ($\phi_{\text{HRF,max}}$) that aligns with the maximum value of equivalence ratio within the mixture is accomplished by:

$$\phi_{\text{HRF,max}} = \frac{\beta_1 \theta_{ID} \phi_{\text{HRF}}}{\beta_2 \theta_{ID} \phi_{\text{HRF}}}.$$  

(8)

Here, $\beta_1$, $\beta_2$ and $\beta_3$ are tuning coefficients. The derivative of $\tau$ with respect to $\phi$ arises from the linear spatial distribution of the diesel fuel. Therefore, based on the previously mentioned assumption that mixture is most reactive in the proximity of the cylinder liner and decreases closer to the cylinder centerline reaching the value of zero, the gradient in equivalence ratio at the start of combustion ($\nabla \phi_{\text{SOC}}$) is

$$\left| \nabla \phi_{\text{SOC}} \right| = (\phi_{\text{HRF,max}} + \phi_{\text{HRF}}) - \phi_{\text{HRF}} = \frac{\beta_1}{\theta_{ID} \phi_{\text{HRF}}}.$$  

(9)

Once $\theta_{BD}$ in Equation (4) has been obtained, it is possible to calculate the end of the combustion ($\theta_{EOC}$)

$$\theta_{EOC} = \theta_{\text{SOC}} + \theta_{BD}.$$  

(10)

In this work Equation (4) is also referred to as burn duration model (BDM). More details about the BDM and its formulation can be found in [13].
2.1.3. Wiebe

Single Wiebe function, as presented in Equation (11), is used to calculate a mass fraction burned \( x_{\text{burn}}(\theta) \) and subsequently to obtain combustion phasing (\( \theta_{50} \)) once \( \theta_{\text{SOC}} \) and \( \theta_{\text{BD}} \) are known [30]

\[
x_{\text{burn}}(\theta) = \left( 1 - \exp \left( - A \left( \frac{\theta - \theta_{\text{SOC}}}{\theta_{\text{BD}}} \right)^{B+1} \right) \right).
\] (11)

Here, \( A \) and \( B \) are tuning coefficients, \( \theta \) is the crank angle range, \( \theta_{\text{SOC}} \) and \( \theta_{\text{BD}} \) are previously obtained angle at the SOC and combustion duration, respectively. Subsequently, the cumulative heat release (CHR) is obtained from Equation (12)

\[
Q_c = Q_{\text{heat}} \eta_{\text{efficiency}} x_{\text{burn}}(\theta),
\] (12)

where \( Q_{\text{heat}} \) is the total energy released from both fuels and \( \eta_{\text{efficiency}} \) is the combustion efficiency.

2.1.4. In-Cylinder Pressure Reproduction and Post-Processing

The in-cylinder pressure \( (p_{\text{cyl}}) \) model is formulated from the first law of thermodynamics by neglecting the loss mechanism and assuming the content of the cylinder as ideal gas with constant specific heats [31]. The compression is assumed to be polytropic. Thus, enabling the utilization of Equation (13) to estimated in-cylinder pressure at \( \theta_{\text{SOC}} \)

\[
p_{\text{SOC}} = p_{\text{IVC}} \left( \frac{V_{\text{IVC}}}{V_{\text{SOC}}} \right)^{n_c}. \] (13)

The model presented in Equation (14) is used estimate in-cylinder pressure rate during the combustion phase.

\[
\frac{dp}{d\theta} = -n_c \frac{dV}{d\theta} p + n_c - 1 \frac{dQ_c}{d\theta}. \] (14)

Similarly, the expansion phase can be assumed as polytropic, enabling the estimation of in-cylinder pressure at EVO

\[
p_{\text{EVO}} = p_{\text{EOC}} \left( \frac{V_{\text{EOC}}}{V_{\text{EVO}}} \right)^{n_c}. \] (15)

In Equations (13)–(15) \( \frac{dQ_c}{d\theta} \) is the heat release rate (HRR) and \( n_c \) is the polytropic coefficient independent of temperature which is already described along with its selection criterion in Section 2.1.1. In this paper \( Q_c \) and CHR as well as \( dQ_c \) and HRR are used interchangeably.

The in-cylinder temperature \( (T_{\text{cyl}}) \) is obtained from the ideal gas equation using the conditions at IVC [29]:

\[
T_{\text{cyl}} = \frac{p_{\text{cyl}} V_{\text{IWC}}}{p_{\text{IWC}} V_{\text{IVC}}}. \] (16)

Indicated mean effective pressure describes the work delivered to the piston per cycle per unit displaced volume \( (V_d) \) [30]:

\[
\text{IMEP} = \frac{1}{V_d} \int p \, dV.
\] (17)
In this work, Equation (17) is used to estimate IMEP\_gross, which covers the closed cycle from $\theta_{IVC}$ to $\theta_{EVO}$. Performance metrics, including IMEP\_gross and the Crank Angle corresponding to X\% Mass Burned (CAX), are derived through the post-processing of pressure signals.

2.2. RTM and Model Predictive Control Design

Nowadays, optimality is a matter of great importance for controllers. Model predictive control is one of the most applied optimal control approaches; it has the capability of taking the constraints into consideration. In addition to effectively manage system delays, its robustness is ensured due to the implementation of a receding horizon. Although, nonlinear MPC seems more accurate, it entails huge computational burden (up to 40 times, compared to the linear one [37]) to solve the nonlinear optimization problem. This could easily cause the control system not to be real-time. Linear MPC, on the other hand, has much lighter computational load and can be operated in real-time [38]. More importantly, as shown in [37], there could be only less than 2\% difference between the accuracy of linear MPC and nonlinear MPC. For these reasons, linear MPC has been employed in this study.

Predictive models inherently carry uncertainty, and failure to consider this uncertainty in control design can result in instability. It should be noted that the system properties vary notably in different operating points. Adaptive MPC strategy is one feasible approach with adapting prediction model for changing conditions. It can also upgrade the prediction accuracy and controller performance of the strongly nonlinear plant. An adaptive MPC with the linear parameter varying RTM model is developed for controlling the RCCI COM. RTM is capable of estimating heat release, heat release rate, in-cylinder pressure, combustion phase and start of combustion. The RTM estimates the aforementioned variables both crank angle and cycle-wise and updates the internal plant model used by the MPC controller in real-time for each operating point [14].

In this work a centralized MIMO MPC is developed to control $\theta_{50}$ and IMEP\_gross of the COM. The chosen controller signals (U) are total fuel energy ($E_{fuel}$) and energy-based LRF-HRF BR as presented in Equation (18)

$$E_{fuel} = m_{LRF} LHV_{LRF} + m_{HRF} LHV_{HRF}$$

$$BR = \frac{m_{LRF} LHV_{LRF}}{E_{fuel}}$$

where $m$ is the injected fuel mass, and LHV is the lower heating value of LRF and HRF, respectively. The RTM is defined as:

$$\begin{bmatrix}
Q_c(k+1) \\
p_{cyl}(k+1) \\
IMEP_{\text{gross}}(k+1)
\end{bmatrix} =
\begin{bmatrix}
Q_c(k) \\
p_{cyl}(k) \\
IMEP_{\text{gross}}(k)
\end{bmatrix} +
\begin{bmatrix}
\frac{\partial Q_c}{\partial E_{fuel}} & \frac{\partial Q_c}{\partial BR} \\
\frac{\partial p_{cyl}}{\partial E_{fuel}} & \frac{\partial p_{cyl}}{\partial BR} \\
\frac{\partial IMEP_{\text{gross}}}{\partial E_{fuel}} & \frac{\partial IMEP_{\text{gross}}}{\partial BR}
\end{bmatrix} \begin{bmatrix}
\Delta E_{fuel} \\
\Delta BR
\end{bmatrix}$$

$$
+ \begin{bmatrix}
D_{1,Q_c}(k) & D_{2,Q_c}(k) \\
D_{1,p_{cyl}}(k) & D_{2,p_{cyl}}(k) \\
D_{1,IMEP_{\text{gross}}}(k) & D_{2,IMEP_{\text{gross}}}(k)
\end{bmatrix} \begin{bmatrix}
T_{IVC} \\
m_{EGR}
\end{bmatrix}.$$  

Here $k$ indicates the cycles. The updated values of $Q_c$, $p_{cyl}$ and IMEP\_gross for cycle $k + 1$ are defined as the sum their respective values at cycle $k$ and the changes imposed by the control variables of Equation (18). As previously mentioned, RTM can estimate its variables in crank angle domain as well. Thus, $Q_c$, $p_{cyl}$ are also vectors covering the closed cycle of the RCCI combustion. $D_1$ and $D_2$ represent process uncertainties as $T_{IVC}$ and mass of EGR ($m_{EGR}$), since these variables cannot be imposed as control inputs. These
disturbances are modelled as zero-mean Gaussian noise. The linear relation between the control signals and CHR, \( p_{cyl} \) and IMEP\(_{\text{gross}} \) is shown in Equation (20).

\[
\begin{align*}
\frac{\partial Q_c}{\partial E_{\text{fuel}}} &= \frac{Q_c}{E_{\text{fuel}}}, \\
\frac{\partial Q_c}{\partial \text{BR}} &= a_1 \frac{Q_c}{\text{BR}}, \\
\frac{\partial p_{cyl}}{\partial E_{\text{fuel}}} &= \frac{dp_{cyl}}{dE_{\text{fuel}}}, \\
\frac{\partial p_{cyl}}{\partial \text{BR}} &= a_2 \frac{dp_{cyl}}{d\text{BR}}, \\
\frac{\partial \text{IMEP}_{\text{gross}}}{\partial E_{\text{fuel}}} &= \frac{d\text{IMEP}_{\text{gross}}}{dE_{\text{fuel}}}, \\
\frac{\partial \text{IMEP}_{\text{gross}}}{\partial \text{BR}} &= \frac{d\text{IMEP}_{\text{gross}}}{d\text{BR}}.
\end{align*}
\]

This linear relation is based on [29] and was adapted for RCCI combustion by Storm et al. [14]. HRR and in-cylinder pressure are obtained from CHR according to the first law of thermodynamics similarly as in Equations (12) and (14). Equation (20) describes the changes of \( E_{\text{fuel}} \) and BR affecting \( Q_c \), \( p_{cyl} \) and \( \text{IMEP}_{\text{gross}} \). Additionally, incorporation of coefficients \( a_1 \) and \( a_2 \) are due to the fact that \( \frac{\partial Q_c}{\partial \text{BR}} \) and \( \frac{\partial p_{cyl}}{\partial \text{BR}} \) could be negative or positive. Therefore, \( a_1 \) and \( a_2 \) are tuned such that \( Q_c \) and \( p_{cyl} \) are changed accordingly. The matrix B in Equation (19) is calculated numerically according to the linear relation. Details on the linearization of RCCI combustion model, i.e., expanded form of Equation (20) can be found in [14].

As previously explained in Section 2, \( \theta_{50} \) is defined as crank angle at 50% of energy released. Therefore, \( \theta_{50} \) is obtained from \( Q_c \). The system states (\( X \)) are \( X = [Q_c \ p_{cyl} \ \text{IMEP}_{\text{gross}}]^T \) and outputs (\( Y \)) are \( Y = [\theta_{50} \ \text{IMEP}_{\text{gross}}]^T \). The control variables are changes of \( E_{\text{fuel}} \) and BR fed to the process, not their respective absolute values. Thus, a control signal is presented as \( \Delta U = [\Delta E_{\text{fuel}} \ \Delta \text{BR}]^T \).

The control problem is formulated as linear quadratic optimization problem with the following cost function.

\[
J = (Y_{\text{ref}} - Y)^T Q (Y_{\text{ref}} - Y) + \Delta U^T R \Delta U
\]  

(21)

where \( Y_{\text{ref}} \) is the reference output vector over prediction horizon, \( Q \) and \( R \) are weights on the reference tracking and control variables, respectively. The optimal control within the optimization window is presented as

\[
\Delta U^*(k) = \arg \min_{\Delta U(k)} J
\]

(22)

s.t. \( \Delta u_{\text{min}} \leq \Delta u(k) \leq \Delta u_{\text{max}} \)
\( y_{\text{min}} \leq y(k) \leq y_{\text{max}} \)
\( Q, R > 0, \)

where \( \Delta u_{\text{min}} \) and \( \Delta u_{\text{max}} \) are the constraints on the control variable incremental variation, and \( y_{\text{min}} \) and \( y_{\text{max}} \) are the output constraints.

The entire model-in-loop (MiL) framework is implemented in Simulink environment with embedded Matlab functions. The schematics of the adaptive MPC system is presented in Figure 2 and parameter values of the MPC are presented in Table 1. The adaptive MPC uses \( \Delta E_{\text{fuel}} \) and \( \Delta \text{BR} \) to control outputs \( \text{IMEP}_{\text{gross}} \) and \( \theta_{50} \) of the nonlinear RCCI combustion model previously described in Section 2.1. The controlled outputs along with other main outputs, i.e., \( Q_c, p_{cyl}, E_{\text{fuel}} \) and BR, control signals and states are connected back to the
RTM, which updates the predictive model of the MPC based on the current operating condition for the next cycle. The values of the MPC in Table 1 are chosen to achieve the best performance and low steady state error.

**Table 1.** Adaptive MPC parameter values.

<table>
<thead>
<tr>
<th>Prediction Horizon [cycles]</th>
<th>Control Horizon [cycles]</th>
<th>Y Weighting [–]</th>
<th>U Weighting [–]</th>
<th>Sampling Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>3</td>
<td>160 0 1000</td>
<td>1 × 10^{-10} 0</td>
<td>1.1 × 10^{5}</td>
</tr>
</tbody>
</table>

![Figure 2. Schematics of the designed system.](image)

### 2.3. Experimental Setup

The current study is based on the same engine platform as in [25]. Thus, this provides the possibility to use UVATZ to explore the design space. As outlined in [27], multizone models possess the capability to attain the accuracy and predictivity of computational fluid dynamics (CFD) models. This is achieved with computational times in the order of seconds, maintaining a 5% error margin compared to experimental data.

The experimental data, which are used for calibrating and validating the UVATZ, are generated from a Wärtsilä “Mono” single-cylinder research engine (SCRE). This engine is a variant of the commercial multi-cylinder, dual-fuel, two-staged turbocharged W31 engine [39]. The SCRE operates in RCCI mode using natural gas (NG) as LRF and light fuel oil (LFO) as HRF. NG is controlled via a multipoint upstream of the intake valve and LFO is directly injected via a twin-needle injector [40]. The specifications of the engine are presented in Table 2.

**Table 2.** Specifications of the Wärtsilä single-cylinder research engine (SCRE).

<table>
<thead>
<tr>
<th>Systems</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement</td>
<td>32.45 L</td>
</tr>
<tr>
<td>Nominal speed</td>
<td>720 RPM</td>
</tr>
<tr>
<td>Stroke/bore</td>
<td>1.39</td>
</tr>
<tr>
<td>Air system</td>
<td>External compressor with air</td>
</tr>
<tr>
<td>Valvetrain</td>
<td>temperature and pressure control (up to 10 bar)</td>
</tr>
<tr>
<td>Variable intake valve</td>
<td>four valves with swirl + tumble ports</td>
</tr>
<tr>
<td>Fixed exhaust valve</td>
<td>variable intake valve closure (VIC)</td>
</tr>
<tr>
<td>Engine control</td>
<td>Rapid prototyping platform</td>
</tr>
<tr>
<td>Test fuels</td>
<td>ISO 8217 compliant LFO/LNG (MN = 8) [41]</td>
</tr>
</tbody>
</table>
The measurements obtained from the SCRE contain six steady state operating conditions, which are used as baseline conditions for the research. These operating conditions are indicated as A to F in Table 3. The data is presented with respect to “Ref”, which corresponds to an IMO TIER III 25% load calibration point of the W31DF engine. The blend ratio of LRF and HRF is defined using NG on an energy basis as described in Equation (18). The remaining parameters in the table are air-to-fuel ratio ($\lambda$) and the injection timing of the HRF ($\theta_{SOI,LFO}$).

Table 3. Steady state measurement data. The baseline “Ref” is the standard IMO TIER III 25% load calibration point on the commercial W31DF [42].

<table>
<thead>
<tr>
<th>OP</th>
<th>Load [%]</th>
<th>BR [pp]</th>
<th>$\theta_{SOI,LFO}$ [°CA bTDC]</th>
<th>$\lambda$ [-]</th>
<th>$T_{IVC}$ [K]</th>
<th>$p_{IVC}$ [bar]</th>
<th>$m_{EGR}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>11</td>
<td>Ref−41.9</td>
<td>Ref+65</td>
<td>Ref+1.8</td>
<td>Ref</td>
<td>Ref+0.5</td>
<td>Ref+48.54</td>
</tr>
<tr>
<td>B</td>
<td>25</td>
<td>Ref−10.9</td>
<td>Ref+65</td>
<td>Ref+1.0</td>
<td>Ref</td>
<td>Ref+1.3</td>
<td>Ref+126.2</td>
</tr>
<tr>
<td>C</td>
<td>50</td>
<td>Ref+1.9</td>
<td>Ref+50</td>
<td>Ref+0.5</td>
<td>Ref−5</td>
<td>Ref+3.7</td>
<td>Ref+359.2</td>
</tr>
<tr>
<td>D</td>
<td>50</td>
<td>Ref+2.4</td>
<td>Ref+65</td>
<td>Ref+0.8</td>
<td>Ref−5</td>
<td>Ref+3.5</td>
<td>Ref+339.8</td>
</tr>
<tr>
<td>E</td>
<td>50</td>
<td>Ref+0.9</td>
<td>Ref+26</td>
<td>Ref+0.8</td>
<td>Ref−5</td>
<td>Ref+3.8</td>
<td>Ref+368.3</td>
</tr>
<tr>
<td>F</td>
<td>83</td>
<td>Ref+0.9</td>
<td>Ref+50</td>
<td>Ref+0.1</td>
<td>Ref−7</td>
<td>Ref+6.3</td>
<td>Ref+61.16</td>
</tr>
</tbody>
</table>

Due its accuracy and predictive nature in multiple operating conditions, the UVATZ model is used to generate calibration and validation data for the nonlinear RCCI model. This approach allows for the generation of quasi-transient data, which are based on the assumption that inputs to UVATZ vary linearly between the steady state measurement points. It must be emphasized that the original experimental data of the W31DF engine presented in Table 3 lack transient conditions.

The reference data are synthetically generated utilizing mixed-factorial design. Unlike full factorial design, mixed-factorial does not incorporate all of the factor interaction, which reduces the size of the dataset and costs, especially with high number of factors [43]. In this work, the levels in the design represents the operating conditions and factors are the inputs that have been altered for each test run. The factors and their respective levels are highlighted in Table 4. In this work, operating conditions indicated by A, B and E in Table 3 are chosen for mixed-factorial design. The factors chosen for the data generation are $\lambda$, $T_{IVC}$, $m_{EGR}$, BR and $\theta_{SOI}$, which are considered to be most influential to the COM. Three levels were chosen for $\lambda$, $T_{IVC}$, and BR, and two levels for $m_{EGR}$ and $\theta_{SOI}$. The test cases contain both nominal (steady state) and transient conditions. The total number of performed test runs are 54 with each test case consisting of eight cycles. Some of the test cases contain abnormal behaviour, which are observed as high value of $\theta_{EOC}$. Additionally, it took 2–3 cycles for the UVATZ model to converge. Thus, only last the six cycles were included in the final dataset. After excluding the abnormal test cases, the final number of cases were reduced to 40.

Table 4. Mixed-factorial design.

<table>
<thead>
<tr>
<th>Factor</th>
<th>$\lambda$ [-]</th>
<th>$T_{IVC}$ [°CA]</th>
<th>BR [%]</th>
<th>$m_{EGR}$ [kg]</th>
<th>$\theta_{SOI}$ [°CA]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levels</td>
<td>A, B, E</td>
<td>A, B, E</td>
<td>A, B, E</td>
<td>B, E</td>
<td>B, E</td>
</tr>
</tbody>
</table>

The dataset is used for parameterization of COM, holistic full cycle simulations of COM and closed-loop system. Since the utilized dataset is based on a commercial engine measurements and thus confidential, the absolute numerical results in this paper are either normalized, scaled or otherwise hidden.
3. Results
3.1. Parameterization of the Nonlinear RCCI COM

The first half of the dataset presented in Table 4 was used for calibrating and the second half for validating MKIM, Wiebe and burn duration models described in the previous section. To be more specific, the calibration dataset was used to tune the coefficients presented in Equations (1), (4), (9) and (11). Figure 3 presents the parametrization results of MKIM. Here $\theta_{10}$ has been chosen as $\theta_{\text{SOC}}$. The model achieves a mean absolute error (MAE) below 0.7 °CA for all cases as well as a good trendwise accuracy as indicated by the standard deviation of MAE ($\sigma$).

![Calibration of MKIM](image1)

**Figure 3.** Results of parametrization of MKIM.

The BDM was calibrated by choosing crank angle at 80% energy released ($\theta_{80}$) as the $\theta_{\text{EOC}}$. In most applications crank angle at 90% energy released ($\theta_{90}$) is chosen to indicate the end of combustion. However, $\theta_{90}$ is often difficult to estimate. Additionally, based on observations on the results of mixed-factorial design, the results of $\theta_{80}$ estimated by the UVATZ had less deviation compared to $\theta_{90}$. The parametrization of BDM has higher absolute error in the first 13 test cases of the calibration data, as shown in Figure 4. However, the trendwise accuracy is good, although it is not well observable from the figure. The overall validation results are feasible with a MAE below 1.5 °CA. It is worth mentioning that calibration or validation error outside of 1–2 °CA threshold is still acceptable and corresponds to real-world applications. In addition to that, high calibration MAE of BDM might be due to the model’s sensitivity to those particular test cases.
Figure 4. Results of parametrization of burn duration model.

Figure 5 presents the calibration and validation results of the Wiebe function. $\theta_{50}$ achieves a MAE of below 1°CA for both calibration and validation data in addition to its trendwise accuracy.

Figure 5. Results of parametrization of Wiebe.
3.2. Full Cycle Validation of the Nonlinear RCCI COM

After parametrization of the MKIM, Wiebe and BDM, the RCCI COM was simulated to further validate its coupled submodels and the remaining combustion indicators, i.e., IMEP\textsubscript{gross} against the UVATZ model for full engine cycle, which was presented earlier in Figure 1.

Despite the simplicity of the single Wiebe, the COM achieved a feasible accuracy for CHR, HRR, in-cylinder pressure and temperature. Figure 6 presents normalized values of the estimated aforementioned variables for a mid load operating point.

![Normalized values of estimated $Q_c$, $dQ_c$, $p_{cyl}$ and $T_{cyl}$](image)

Figure 6. Normalized values of estimated $Q_c$, $dQ_c$, $p_{cyl}$ and $T_{cyl}$.

The overall estimation accuracy of the nonlinear RCCI COM after all of the submodels have been coupled together is presented in Figure 7 and Table 5, respectively. The mean absolute percentage error (MAPE) value for $\theta\text{SOC}$ and $\theta_{50}$ is quite low as one could have anticipated from the calibration and validation results. The MAPE of $\theta_{BD}$ is slightly higher due to the high calibration error. While the MAPE of IMEP\textsubscript{gross} falls within the $\pm 5\%$ range, its relatively higher value compared to other combustion indicators can be attributed to the simplification in estimating $Q_c$ and $dQ_c/d\theta$. As shown in Figure 6, $Q_c$ estimated by COM has both a lower trendwise and absolute accuracy after $\theta_{50}$. That on the other hand affects the estimation of in-cylinder pressure and subsequently the estimation of IMEP\textsubscript{gross}.

Table 5. Overall validation results of RCCI COM.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\theta\text{SOC}$</th>
<th>$\theta_{BD}$</th>
<th>$\theta_{50}$</th>
<th>IMEP\textsubscript{gross}</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE [%]</td>
<td>0.19</td>
<td>0.98</td>
<td>0.71</td>
<td>3.87</td>
</tr>
</tbody>
</table>
3.3. Standalone Nonlinear RCCI COM Simulations

In this section, the reactions of both the nonlinear RCCI COM and the UVATZ models to step changes of $E_{\text{fuel}}$ and BR are analysed. The simulations were carried out in MATLAB's Simulink R2023b software. The sampling time of the simulation was set to 1 s and the total number of cycles to 3.

The absolute value between the variables is within the same range of MAE as obtained during the parametrization of the COM. The values of $\theta_{50}$ and IMEP_{gross} are scaled with respect to converged results of COM. Step changes are applied during the first cycle for $\Delta E_{\text{fuel}}$ and the second cycle for $\Delta BR$, respectively. The step response of both models for one test case are shown in Figure 8. The mean absolute error of $\theta_{50}$ and IMEP_{gross} are 2.4 °CA and 0.57 bar, respectively. Due to the scaling, it is difficult to observe the system's dynamics. $\theta_{50}$ of COM decreases after step change of $\Delta E_{\text{fuel}}$, while $\theta_{50}$ of UVATZ slightly increases. Decrease of $\Delta BR$ causes $\theta_{50}$ of both models to decrease. The increase in $\Delta E_{\text{fuel}}$ increases IMEP_{gross} of both models, and the decrease of $\Delta BR$ decreases IMEP_{gross}, although it is particularly small in case COM. Overall, it can be observed that $\theta_{50}$ is proportional to $\Delta BR$, while IMEP_{gross} is proportional to $\Delta E_{\text{fuel}}$ and inversely proportional to $\Delta BR$.

The mean absolute percentage error of the entire simulations has been presented in Figure 9. The MAPE of IMEP_{gross} is below the threshold of 5% for 29 test cases. The high error in the remaining 11 test cases stems from the fact that the UVATZ model produced results that indicated misfire. This would have otherwise resulted in an accuracy similar to that shown previously in Figure 7. Based on the step responses, it can be concluded that the COM is capable of capturing a similar predictivity and dynamics as the UVATZ model. Thus, the COM can be used for closed-loop simulations.
Figure 8. Comparison of step responses of the UVATZ and COM, when changes are applied on variables $\Delta E_{\text{fuel}}$ and $\Delta BR$. The absolute values are scaled.

Figure 9. The mean absolute percentage error between the UVATZ and COM models for the standalone simulations.
3.4. Closed-Loop Control Simulations

The closed-loop system was simulated in steady state and transient cases for both mid and high engine load. The control signals were the same as in the previous simulations, i.e., ΔBR and Δ$E_{\text{fuel}}$ and process outputs were $\theta_{50}$ and $\text{IMEP}_{\text{gross}}$. The sampling time was set to 80 ms, corresponding to one engine cycle at the speed of 750 RPM. Figures 10 and 11 present the results with constant and step inputs in nominal operating conditions.

In the nominal conditions, the convergence of $\text{IMEP}_{\text{gross}}$ towards the reference value is slow. However, the steady state error remains small. As shown in Figure 10a, the maximum steady state error is 1.1 bar. However, $\text{IMEP}_{\text{gross}}$ decreases rapidly during the first 50 cycles, after which the error is below 0.5 bar. In Figure 10b the steady state error of $\text{IMEP}_{\text{gross}}$ remains below 0.5 bar in high load condition, although it never reaches the reference value. In both cases $\theta_{50}$ reaches the reference values in relatively short time.

![Figure 10](image1.png)

*Figure 10.* Simulation results of the system for $\theta_{50}$ and $\text{IMEP}_{\text{gross}}$ control using $\Delta E_{\text{fuel}}$ and $\Delta BR$ as control variables at nominal mid and high engine loads. No step change has been applied on the reference values. (a) Steady state results at mid engine load. (b) Steady state results at high engine load.

![Figure 11](image2.png)

*Figure 11.* Simulation results of the system for $\theta_{50}$ and $\text{IMEP}_{\text{gross}}$ control using $\Delta E_{\text{fuel}}$ and $\Delta BR$ as control variables at nominal mid and high engine loads. A small step change has been applied on the reference values. (a) Step response of the system at mid engine load. (b) Step response of the system at high engine load.

Figure 11a,b present the nominal mid and high load conditions with step inputs. $\theta_{50}$ is changed by 2 °CA and $\text{IMEP}_{\text{gross}}$ by 0.5 bar. In both cases, $\theta_{50}$ accurately follows the reference value. $\text{IMEP}_{\text{gross}}$ fully reaches the reference value after the step change is activated. Similar behavior between the inputs and outputs can be observed as previously shown in Section 3.3. At the 50th cycle, the step change for $\theta_{50}$ takes place. This can be seen as an
increase of $\Delta BR$, which decreases the $\text{IMEP}_{\text{gross}}$. Similarly, with $\Delta BR$ decreasing $\text{IMEP}_{\text{gross}}$ increases as can be seen at the 100th cycle. This behavior could be explained by the fact that $E_{\text{fuel}}$ imposes BR as shown in Equation (18).

In the transient case, the nominal condition of the system is changed from mid load to high load, as shown in Figure 12. Here, both output signals showcase a good absolute and trendwise accuracy. The peak of ABR does not seem to affect the $\text{IMEP}_{\text{gross}}$ during the step change. This might be due to a high value of $\Delta E_{\text{fuel}}$, which overcomes the affect of $\Delta BR$. Additionally, $\Delta E_{\text{fuel}}$ achieved its maximum value during the transition. Increasing or decreasing the maximum constraint of $\Delta E_{\text{fuel}}$ would be seen as overshoot or undershoot of $\text{IMEP}_{\text{gross}}$, respectively.

![Response of the system during transient from mid to high engine load](image)

**Figure 12.** Simulation results of the system for $\theta_{50}$ and $\text{IMEP}_{\text{gross}}$ control using $\Delta E_{\text{fuel}}$ and $\Delta BR$ as control variables during transient from mid to high engine load.

The nominal operating conditions with step inputs and their transient were performed again with small disturbance added to the process inputs $T_{\text{IVC}}$ and $m_{\text{EGR}}$. The disturbances were added as random noise. The mean ($\mu$) and standard deviation ($\sigma$) for each input disturbance are presented in Table 6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$T_{\text{IVC}}$ [K]</th>
<th>$m_{\text{EGR}}$ [kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Despite the process disturbance, the system remains stable, as shown in Figures 13 and 14. During the nominal operating conditions the fluctuation of $\theta_{50}$ and $\text{IMEP}_{\text{gross}}$ stay between $\pm 1^\circ\text{CA}$ and $\pm 0.3$ bar respectively, which is well within their operating boundaries. However, the fluctuation of the control signal becomes high making it difficult to distinguish the control reactions as was shown in previous test cases. Similar behavior can be observed in the transient case as show in Figure 14. The major difference in these results are the decline of fluctuation in control signals during high load. Same phenomenon is observable in the outputs. The fluctuation of $\theta_{50}$ stays between $\pm 1^\circ\text{CA}$ during mid engine load and between
±0.1 °CA during high engine load. IMEP\textsubscript{gross} stays within ±0.5 bar during the mid engine load and reaches its reference value during high engine load.

![Graphs showing step response of the system with process disturbance](image)

Figure 13. Simulation results of the system with process disturbance for \(\theta\text{CA}_{50}\) and IMEP\textsubscript{gross} control using \(\Delta E\text{fuel}\) and \(\Delta BR\) as control variables at nominal mid and high engine loads. (a) Step response of the system at mid engine load. (b) Step response of the system at high engine load.

![Graphs showing response of the system with process disturbance during transient from mid to high engine load](image)

Figure 14. Simulation results of the system with process disturbance for \(\theta\text{CA}_{50}\) and IMEP\textsubscript{gross} control using \(\Delta E\text{fuel}\) and \(\Delta BR\) as control variables during transient from mid to high engine load.

The overall tracking errors of the controlled variables in terms of MAE and MAPE are shown in Table 7. \(\theta\text{CA}_{50}\) maintains a low tracking error for all cases. The errors are slightly higher in cases with process disturbances as one could anticipate. However, the MAE stays below 1 °CA. IMEP\textsubscript{gross} has higher errors, which can be explained with long settling time, especially in the nominal conditions. Despite this, MAE stays below 0.5 bar. Both output signals achieve the MAPE below 5%.
Table 7. Tracking errors of $\theta_{50}$ and IMEP$_{\text{gross}}$.

<table>
<thead>
<tr>
<th>Test Case *</th>
<th>$\theta_{50}$</th>
<th>IMEP$_{\text{gross}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\text{MAE}$ [°CA]</td>
<td>$\text{MAE}$ [%]</td>
</tr>
<tr>
<td>I</td>
<td>0.14</td>
<td>0.04</td>
</tr>
<tr>
<td>II</td>
<td>0.15</td>
<td>0.04</td>
</tr>
<tr>
<td>III</td>
<td>0.15</td>
<td>0.04</td>
</tr>
<tr>
<td>IV</td>
<td>0.18</td>
<td>0.05</td>
</tr>
<tr>
<td>V</td>
<td>0.18</td>
<td>0.05</td>
</tr>
<tr>
<td>VI</td>
<td>0.52</td>
<td>0.14</td>
</tr>
<tr>
<td>VII</td>
<td>0.38</td>
<td>0.10</td>
</tr>
<tr>
<td>VIII</td>
<td>0.36</td>
<td>0.09</td>
</tr>
</tbody>
</table>

* I: nominal mid load with constant input, II: nominal high load with constant input, III: nominal mid load with step input, IV: nominal high load with step input, V: transient mid to high load, VI: nominal mid load with disturbance, VII: nominal high load with disturbance, VIII: transient mid to high load with disturbance.

4. Discussion

The results indicate a feasible performance of the developed system. The nonlinear RCCI COM achieved the simulation time in order of milliseconds, which was faster than the original target. Additionally, it achieved an accuracy within the target 5% limit compared to the UVATZ model. The model-based control system provided feasible results in both nominal and transient conditions with low tracking errors within the target 5% limit.

In certain operating conditions, the COM did not achieve the desired absolute accuracy despite a good trendwise accuracy. This might be due to the utilization of a single Wiebe function for estimating CHR, HRR and $\theta_{50}$. $\theta_{50}$ was well estimated as shown in results, but $Q_c$ and $dQ_c$ do not achieve the same level of accuracy as previously discussed in Section 3.2. One contributing factor to this discrepancy, in addition to the simplicity of the Wiebe function, is the value of the efficiency factor. The UVATZ model calculates the combustion efficiency for each cycle, but in COM the efficiency is set to a fixed value. The UVATZ model solves the detailed chemical kinetics of its zones to maintain its predictive nature. The in-cylinder fuel and thermal stratification govern the order of zonal ignitions. For this reason the HRR is a superposition of heat released in each zone causing the "spiky" signal, which does not correspond to a real-world experimental results. However, the integration of the HRR of UVATZ results in an accurate CHR. Nevertheless, it can be assumed that single Wiebe is not able to fully capture HRR of the UVATZ, and since HRR is used in the in-cylinder pressure model, its affect can be seen as low estimation accuracy of $p_{\text{max}}$ and subsequently in-cylinder temperature and IMEP$_{\text{gross}}$. It is worth mentioning that in this work the Wiebe function was primarily optimized for estimating $\theta_{50}$. Therefore, low accuracy in the CHR and HRR trends were expected. Despite these limitations, the controller is able to achieve feasible accuracy for IMEP$_{\text{gross}}$ as well for all the test cases.

The developed model-based control system shall be further improved and expanded based on the following propositions:

- Expanding the operational range of the nonlinear RCCI COM. This means further optimization of the model.
- Multiple Wiebe could improve the CHR and HRR estimations and subsequently improve the in-cylinder pressure and IMEP estimations without increasing the computation time.
- Expanding the COM with physics-based emission models. This provides the possibility to analyze the correlation between the main combustion performance indicators, especially $p_{\text{max}}$, PRR$_{\text{max}}$ and $T_{\text{cyl}}$, and NO$_x$, CO$_x$ and UHC.
- Incorporating $p_{\text{max}}$, PRR$_{\text{max}}$ and NO$_x$ in the control design as constraints to maintain desired performance and emission levels.
- Further investigation of the controller’s performance in the presence of disturbances.
- Applying multi-injection functionality to further improve the efficiency of the combustion.
• Expanding the nonlinear RCCI COM with a mean value airpath model provides the possibility to control the variables at IVC, to which the RCCI process is highly sensitive.

5. Conclusions

In this work, a cycle-to-cycle model-based control system was developed for dual-fuel marine engines operating in RCCI mode. The control-oriented model was calibrated against the Wärtsilä’s W31DF engine for steady state operating conditions. Transient conditions were generated with an state-of-the-art fully predictive thermo-kinetic multizone model. The work makes the following conclusions:

• A sparse experimental dataset was augmented by using a higher fidelity combustion model to generate a broad dataset of clean sweeps and transient simulations.
• The developed physics-based dynamic nonlinear RCCI COM achieved a feasible absolute and trendwise accuracy in terms of main combustion performance indicators within a 5% error margin target compared to the detailed UVATZ model.
• A novel LPV-model was coupled with an adaptive MPC to control the COM. $\theta_{50}$ and IMEP$_{\text{gross}}$ were controlled with $E_{\text{fuel}}$ and ABR. A tracking error within a 5% error margin target was achieved regardless the additive model uncertainties for nominal mid and high engine load operating conditions and their transient.
• $\theta_{50}$ achieved the reference value much faster than the IMEP$_{\text{gross}}$. However, despite this, the steady state error remained low.

The current stage of the developed control system establishes solid foundations for adopting RCCI combustion in commercial marine engines. The results showcased a feasible accuracy with real-time simulation capabilities, which further advances a model-based framework towards experimental testings.
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Abbreviations

The following abbreviations are used in this manuscript:

- BD: Burn duration
- BDM: Burn duration model
- BR: Blend ratio
- BTE: Brake thermal efficiency
- CA: Crank angle
- CAD: Crank angle degree
- CAX: Crank angle corresponding to X% energy released
- CC: Combustion centroid
- CFD: Computational fluid dynamics
- CHR: Cumulative heat release
- CN: Cetane number
- CO: Carbon monoxide
CO₂ Carbon dioxide
COM Control-oriented model
EGR Exhaust gas recirculation
EOC End of combustion
EU European union
EVO Exhaust valve opening
FAR Fuel-air-ratio
HC Hydrocarbons
HCCI Homogenous charged compression ignition
HRF High reactivity fuel
HRR Heat release rate
ID Ignition delay
IMEP Indicated mean effective pressure
IMO International maritime organization
IVC Inlet valve closing
KIM Knock integral model
LFO Light fuel oil
LHV Lower heating value
LPV Linear parameter-varying
LRF Low reactivity fuel
LQI Linear-quadratic-integrator
LTC Low temperature combustion
MAE Mean absolute error
MAPE Mean absolute percentage error
MiL Model-in-loop
MIMO Multi-input and multiple-output
MKIM Modified knock integral model
MPC Model predictive control
MZM Multizone model
NG Natural gas
NOₓ Nitrogen oxides
PCCI Premixed charged compression ignition
PM Particulate matter
PPC Partially premixed combustion
PRR Pressure rise rate
RCCI Reactivity controlled compression ignition
RTM Real-time model
SCRE Single cylinder research engine
SO₂ Sulphur dioxide
SOC Start of combustion
SOI Start of injection
SVM Support vector machine
UHC Unburned hydrocarbons
UVATZ University of Vaasa advanced thermokinetic multizone model
VGT Variable geometry turbocharger

**List of Symbols**

The following symbols are used in this manuscript:

- $E_{\text{fuel}}$: Total fuel energy
- $J$: Cost function
- $k$: kth cycle
- $N$: Engine speed
- $N_{\text{cycles}}$: Total number of cycles
- $n_c$: Polytropic coefficient
- $m_{\text{EGR}}$: Mass of EGR
- $m_{\text{HRF}}$: Mass of HRF
- $m_{\text{LRF}}$: Mass of LRF
- $p$: Pressure
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