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Fig. 1. VR view capture of a single trial of the VR N-back (N-Back=2) while NPCs distractors are approaching

the user. The VR N-Back task required participants to drop a sphere into the appropriate bucket. If the sphere

matched the color of the previous sphere, participants placed it in the appropriate bucket. Otherwise, the

sphere should be placed into the left bucket.

Biocybernetic loops encompass users’ state detection and system adaptation based on physiological signals.

Current adaptive systems limit the adaptation to task features such as task difficulty or multitasking demands.

However, virtual reality allows the manipulation of task-irrelevant elements in the environment. We present

a physiologically adaptive system that adjusts the virtual environment based on physiological arousal, i.e.,

electrodermal activity. We conducted a user study with our adaptive system in social virtual reality to verify

improved performance. Here, participants completed an n-back task, and we adapted the visual complexity of

the environment by changing the number of non-player characters. Our results show that an adaptive virtual

reality can control users’ comfort, performance, and workload by adapting the visual complexity based on

physiological arousal. Thus, our physiologically adaptive system improves task performance and perceived
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workload. Finally, we embed our findings in physiological computing and discuss applications in various

scenarios.

CCS Concepts: • Human-centered computing → Human computer interaction (HCI).

Additional Key Words and Phrases: Physiological Computing, Adaptive Systems, Virtual Reality, Working

Memory, Visual Complexity, Electrodermal Activity
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1 INTRODUCTION
Physiological computing employs physiological data as system inputs in real-time for user-state

detection and system adaptation [37]; for example, inferring increased arousal from changes in

skin conductance level [101] or electroencephalographic (EEG) alpha frequency for attentional

demands [32]. Here, the motivational intensity model [125] states that cognitive engagement

increases in proportion to task demand. However, when the task difficulty is overwhelming,

the engagement drops as users withdraw from the task. Physiologically-adaptive systems using

the motivational intensity model focused on the adaptation of the primary task demands using

functional near-infrared spectroscopy (fNIRS) [1, 39], electroencephalographic (EEG) alpha and

theta frequencies [36] and electrodermal activity (EDA) [21]. Dey et al. [32] adapted the primary

task difficulty using EEG alpha oscillations by altering the number and properties of distractors in

the environment. Similarly, Chiossi et al. [21] adapted a secondary task, a visual detection task,

by reducing the number of visual distractors based on EDA. Here, adaptation naturally comes

at the cost of task-performance let it be in a primary or secondary task. However, related work

has shown that task-irrelevant and visual features affect task performance [56, 99, 105], such as

visual complexity [98] in virtual environments. As such, we argue that a more efficient approach

is to adapt the visual complexity of the virtual environment and not the task itself to improve

performance and UX in Virtual Reality (VR).

Visual complexity is defined as the amount of detail, clutter, and objects in an environment [98].

This fidelity, on the one hand, makes VR experiences engaging; however, on the other hand, studies

have found that increased visual complexity in VR environments can lead to delayed reaction

times [102], increased physiological arousal, and cognitive overload [80, 102, 104]. Thus, increasing

visual complexity in VR environments can overwhelm the user, hinder their goals and decrease

their task performance [109]. Therefore, task-irrelevant visual features can divert users’ attention

from the primary task, which impairs task engagement and performance [9], especially in situations

when there is a high visual overlap between a target and distracting information [97]. This effect

of visual complexity on performance has been shown both from social stimuli, such as faces [127],

and low-level visual distractors [77, 87]. With this in mind, an adaptive VR system should optimize

visual complexity to a level that keeps the user engaged but, at the same time, does not overwhelm

the user.

In this work, we investigate the feasibility of adapting the visual complexity of the environment

to improve the performance of the main task. Overcoming the limitation of prior work [21] who

need an initial setup recording; we designed and implemented a continuously physiologically-

adaptive system to enhance task performance. Moreover, in contrast to prior work [96] that limited

the adaptation to features of the primary task or added a secondary task, we adapted the visual

complexity of the VR environment only. Building on prior work [21], we adapt the visual complexity

of the surrounding VR environment based on the variation of physiological arousal measured by
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the tonic component of EDA, i.e., Skin Conductance Level (SCL). We evaluated our physiologically-

adaptive system in a user study with 20 participants. As the main task, we used a cognitively

demanding 2-back task while we manipulated visual complexity by non-player characters (NPCs)

passing by the participant. Finally, the physiologically-adaptive system adapts the number of NPCs

passing by to reduce or increase the visual complexity of the environment.

Our results show that an adaptive system that optimizes for visual complexity based on physio-

logical arousal modeled after the motivational intensity model increased behavioral performance

and improved perceived workload as compared to an adaptation algorithm that used a reversed mo-

tivational intensity model [125]. In this work, we make the following contributions: we investigated

the effect of visual complexity levels over the attentional load over physiological arousal, behavioral

performance and subjective workload (i) and evaluated the feasibility of real-time skin conductance

analysis to infer changes in visual complexity as shown by the associated increase in electrodermal

tonic activity (ii). Furthermore, we adapted in an online manner the visual complexity as compared

to an adaptive control algorithm, and we found increased working memory task performance

and diminished perceived workload (iii). Lastly, we provide a freely available dataset with the

co-registration of electrocardiogram and electroencephalogram signals (iii). We further discuss

mobile domain applications for physiologically-adaptive VR systems based on physiological arousal

detection, such as digital content blending and wayfinding, and Social VR based on the results.

Finally, we highlight implications for adaptive algorithm designs for arousal detection based on

EDA and future hybrid or sensor fusion approaches.

2 RELATEDWORK
In the following, we give an overview of physiological computing in VR and summarize the

relevance of visual complexity and its effect on task performance in VR environments.

2.1 Physiological Computing and Virtual Reality
The cybernetics approach had broad goals for using psychophysiological data, which ranged from

developing new control channels to task adaptation in response to changes in workload [103]. To

the present day, one of the most favorable settings for physiological computing is VR [49]. VR

allows for online manipulation and adaptation of visualizations, virtual objects, and interactions

that can resemble the real world as much as possible and cannot be realized in all physical spaces.

Adding physiological sensing to VR can augment its ability to monitor overt human behavior and

adapt accordingly.

Based on a physiological input and given the desired goal, physiologically adaptive VR systems

can detect users’ state based on user input and drive interaction features toward a (shared) goal. This

combination of implicit physiological monitoring and VR environment adaptation can be defined

as a closed-loop model [38]. Closed loop models provide the conceptual framework for adaptive

systems designed to personalize software, visualizations, or interaction in real-time in a personalized

manner [22]. In human-computer interaction contexts, adaptive VR systems dynamically adjust the

system’s parameters to the current task or user. The adaptive controller in a closed-loop system

acts as a dynamic mechanism, responding to changing inputs under a specific standard or goal. The

ultimate purpose has been to improve task performance, already since Pope et al. [103] seminal

work in which a biocybernetic loop was designed to sustain a high level of engagement with task

performance.

So far, adaptive VR systems followed one approach: dynamic task difficulty adjustments based

on different physiological user inputs to support users’ performance in various settings. This

is because tailoring difficulty might be a preferable outcome in gaming [36], adaptive training

for cognitive load estimation [32], in single [126] and multitasking settings [21]. However, such
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adaptive systems only managed to index demand and motivation for adaptation purposes [32, 36],

support performance in the form of reaction time but not accuracy [126] or, ultimately, decrease

perceived workload and improved user experience [21].

Although there have been significant steps forward in integrating biocybernetics loops based on

physiological computing in VR, the ultimate goal of supporting task performance needs further

research. In addition, there is space for adapting the virtual environment to support task performance

without directly manipulating task features or demands. Thus, we focus on adapting task-irrelevant

features of the environment to investigate their effect on performance and adaptation. Therefore, in

the next section, we focus on the relevance of task-irrelevant visual features, i.e., visual complexity

in VR environments and its effect on behavioral performance.

2.2 Visual Complexity and Task Performance in Virtual Reality
Visual realism is of central relevance for VR systems in the context of visual stimuli display [15].

VR systems aim to provide users with realism as well as real-time updates of visual stimuli. Ideally,

this fidelity of visual stimulation would allow achieving a comparable to real and improved VR

experience [48]. These can be especially relevant for training simulations or knowledge work

to ensure proper engagement in VR, improved user experience, and translation to real-world

performance in the same task [48]. However, when we increase the level of detail, realism, and

amount of virtual elements, we inherently contribute to the amount of visual complexity present in

the VR environment [98]. Thus, we have to consider that our perceptual and attentional processing

capacities can only be allocated to a small amount of the information present in a visual scene, and

thus complex visual scenes increase mental effort in visual search [33] and executive tasks [119],

such as working memory tasks [29].

Working memory (WM) is involved in comprehension, reasoning, planning, and learning [14].

Studies on the effects of visual distraction on visual WM demonstrate how vulnerable our task

performance is [2, 46, 89]. Thus, when we are cognitively engaged in a task in VR, visual distrac-

tors lead to increased response times [102], discomfort [59], increased physiological arousal, and

cognitive overload [80, 102, 104]. In contrast, if a VR environment is overly automated and low in

fidelity, users may become disengaged and drowsy.

WM overload is generally inserted in a framework where all its functionalities (store, update,

retrieve and information manipulation) are degraded by the processing demands of the task [66, 94].

This relationship is in line with the motivational intensity model, which describes a unitary

perspective where relationship task engagement and task demands are linked on a behavioral

and physiological level. When task demands are fixed, and participants are confident of achieving

a successful level of performance, the relationship between mental effort and task demand is

proportional [106]. However, if demand rises and success is unlikely, effort investment decreases

and perceived workload increases. Therefore, working memory capacity is associated with three

outcomes: impaired performance, an increased perceived workload, and reduced engagement.

Specifically, physiological arousal correlated with increased engagement, as is typically shown

in studies that employed EDA recordings. For example, Fairclough and Venables [40] reported

increased SCL with lower task engagement and higher stress in high-demand, multi-component

tasks. Similarly, in a target detection task in immersive VR, an increased perceptual load elicited an

increased mean SCL [83]. Thus, a physiologically-adaptive VR system that dynamically adjusts

surrounding visual complexity based on physiological arousal can aid the user in processing

information and increase task performance.
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Online Non-Negative Deconvolution

SCL extraction

Signal Processing

Adaptive Control Condition

Adaptive Condition

s1 := SCL slope of w1
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Fig. 2. Components of the two adaptive conditions. In both conditions, the Stream adapts according to

changes in the slope between the tonic averages 𝑠1 and 𝑠2. Here, 𝑠1 represents the slope between first 20sec

of𝑤1 and in the last 20sec of𝑤1, while 𝑠1 is the slope between first 20sec of𝑊1 and in the last 20sec of𝑤2.

In the adaptive condition, if the slope of the SCL in𝑤1 is smaller than in the one of𝑤2 (𝑠1 < 𝑠2), then 8 Not

Playable Characters(NPCs) are removed from the scene. Alternately, in the case 𝑠1 > 𝑠2, 16 NPCs are added.

The motivational intensity model inspires adaptive conditions and aims to support task engagement. The

adaptive control condition follows the opposite logic.

3 ARCHITECTURE OF THE PHYSIOLOGICALLY-ADAPTIVE VR SYSTEM
The closest work to our system is by Chiossi et al. [21]; they based their adaptation on raw EDA

data for task difficulty adaptation. Specifically, they adapted the secondary task difficulty of a

visual detection task. Therefore, they computed the EDA slope of a 180sec baseline recording

before the study. With this, they adapted the difficulty based on the difference between the EDA

baseline slope and the online EDA slope computed every 20sec. A major drawback of the work

by Chiossi et al. [21] is that they tend to compare to an old baseline, e.g., after one hour of online

adaptation, the baseline recording is also one hour old. Thus, they are not accounting for effects

like EDA saturation and drifts [50, 61]. In this work, we overcome this limitation by eliminating

the baseline recording and, thus, only including the latest EDA data, i.e., we adjust the amount

of NPCs comparing the EDA signal to the averaged EDA signal acquired in the previous 20sec.

This choice allows for increased reliability of the signal on which the adaptation is based on and

better deployment outside of the lab. The architecture of adaptive and control adaptive conditions

is depicted in Figure 2.

First, we preprocessed the raw EDA signal by removing low-frequency noise with a fourth-order

Butterworth filter with a 3 Hz high-pass cutoff. Second, we used non-negative deconvolution

analysis to decompose the signal and extract its tonic component, i.e., SCL [8].

Second, we apply a rolling window approach for the adaptation. We use a long-term window for

low-frequency changes in SCL of window length𝑤1 (in our study,𝑤1 is 180sec long). Additionally,

we use a short window for high-frequency changes with window length 𝑤2 (in our study, 𝑤2 is

30sec long). Resulting in the three points 𝑡0, 𝑡−1, and 𝑡−2, see Figure 2. We calculate the SCL level at

all three points 𝑡 by averaging the SCL values from 𝑡 to 𝑡 − 𝜖 . Here, 𝜖 allows averaging over some
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Fig. 3. An overview of how the adaptation is computed. In this case 𝑠2 shows an increased slope as compared

to 𝑠1. This result would lead to a decrease in Stream in the adaptive condition or an increase of Stream in the

control adaptive condition.

data before the points to stabilize the value. Thus, in the following, the SCL level at 𝑡𝑥 is the mean

value of 𝑡𝑥 − 𝜖 until 𝑡𝑥 , defined as 𝑆𝐶𝐿(𝑡𝑥 ).
Thirds, we compute the slopes of the change in SCL in the two windows, i.e., 𝑠1, and 𝑠2. We

calculate 𝑠1 from the average tonic value of 𝑡−2 and 𝑡0, 𝑠1 = (𝑆𝐶𝐿(𝑡0) − 𝑆𝐶𝐿(𝑡−2))/𝑤1. Moreover,

we calculate 𝑠2 the same way but using 𝑡−1, 𝑡0, and𝑤2.

Finally, we compare the low-frequency slope 𝑠1 to the high-frequency slope 𝑠2. We compare their

difference and drive the adaptation as the following:

𝑎𝑑𝑎𝑝𝑡𝑎𝑡𝑖𝑜𝑛(𝑠1, 𝑠2) =
{
increase if 𝑠1 ≤ 𝑠2 − 𝜃

decrease if 𝑠1 ≥ 𝑠2 + 𝜃
(1)

Here, the threshold parameter 𝜃 allows the adaptation to occur within a certain variance, pre-

venting quick and unstable adaptations. Lastly, Equation 1 is only used for adaptation every 20s, as

depicted in Figure 2.

4 USER STUDY
We state the following research questions, informed by related work:

RQ1: Can online dynamic adjustments of visual complexity based on a peripheral physiological

measure of arousal support task performance?

RQ2: Does adaptation based on the motivational intensity model support task performance?

The present experiment was designed and conducted to evaluate if a physiologically-adaptive

system, based on SCL, supports the user’s behavioral performance as compared to not adaptive

ones and an adaptive control condition. As a primary task, we chose the established N-Back task [58]

as adapted from [21] in an immersive VR environment. This task required a constant information

update stored in working memory for each trial and constant attention to spheres presented, and

maintenance of previously presented information.

4.1 Design
To examine differences in performance, perceived workload, and UX, we performed a within-

subjects study for the system’s adaptability factor (Physiologically-Adaptive system vs. Reverse
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adaptive system vs. Not Adaptive system). The order of all conditions was randomized across

participants. The experiment encompasses seven blocks, of which five have a stable Stream, and

two have an adaptive Stream. Here, Stream is defined as the amount of non-player characters

(NPCs) entering the VR scene per minute, see Figure 4. The "adaptive" experimental condition

involved the manipulation of the visual complexity (i.e., the Stream of NPCs) through changes in

the participant’s tonic EDA level as measured by Skin Conductance Level (SCL) [43]. We evaluated

four aspects of the system: (i) N-Back task performance, (ii) average SCL, (iii) overall perceived

workload, subjective engagement (in-game Game Experience Questionnaire), and UX (ad-hoc

survey) across conditions. Specifically, as a control condition to investigate RQ2, we implemented a

reverse adaptation that follows a reversed algorithm based on the motivational intensity model [125]

that increases visual complexity and physiological arousal. In the remaining five non-adaptive

conditions, participants were stimulated with fixed Stream of 24, 110, 191, 270, and 347 of NPCs

entering the scene per minute. Participants were not aware whether they would experience the

adaptive condition, control adaptive condition, or one of the non-adaptive conditions to avoid

biases in performance and subjective ratings.

4.2 Physiological Data Recording
We followed the recent guidelines and framework for the human-computer interaction [6] for

EDA data recording. EDA was recorded using standard Ag/AgCl electrodes (7 mm surface diame-

ter) placed on the distal surfaces of the middle phalanges of the index and middle fingers of the

participant’s non-dominant hand. Data collection started with an electrolyte solution application

(0.5% CaCl2) over acquisition sites to ensure proper hydration and minimize individual differences’

effects. After the application, the participant waited 10 minutes before the electrodes were attached

to the participant’s phalanx utilizing double-sided adhesive collars. For data acquisition and am-

plification, we used a LiveAmp from BrainProducts GmbH amplifier combined with a Sensor and

Trigger Extension for a GSR-Module, which exploited the exosomatic recording principle with

direct current (DC) with a constant voltage of 0.5 V. Sampling rate was set at 250 Hz. For offline data

preprocessing, we followed the same pipeline as for the adaptive and adaptive control conditions

via the Neurokit toolbox [79]. After non-negative deconvolution analysis, we derived two metrics of

physiological arousal: the average amplitude of Non-Specific Skin Conductance Responses (nsSCRs)

and the average tonic SCL. We identified nsSCRs peaks using a .05 mS threshold value, following

the recommendations by the Society for Psychophysiological Research [43].

4.3 Apparatus
We implemented the VR environment and tasks using Unity 3D (Version 2020.1.8f1). We acquired

three physiological measurements: EDA signal using a GSRModule (BrainProducts GmbH, Germany,

250Hz), ECG via PolarH10 chest strap (Polar, Finland, 130Hz), and EEG signal (DSI-VR 300,Wearable

Sensing, San Diego, CA, 300 Hz). For the scope of this paper, we will only report and analyze

results on EDA. Physiological data were streamed within the Unity VR environment within the Lab

Streaming Layer (LSL) framework
1
to the acquisition PC (Intel Core i7 with 3.00GHz, 32GB RAM).

The number of NPCs in the adaptive condition was adjusted using Equation 1. After multiple

testing runs, we set𝑤1 to be 180sec long and𝑤2 30sec long. Further, we determined 𝜖 to be 20sec.

In detail, sixteen NPCs were added to the VR scene if the 𝑠2 slope was smaller than the 𝑠1 slope. On

the other hand, eight NPCs were removed if 𝑠2 slope was greater than 𝑠1 slope, which is indexing

increased arousal state. Those adjustment values represent 10% and 5% of the starting Stream

value for adaptation, respectively. Several test sessions were employed to determine these settings

1
https://github.com/labstreaminglayer/
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(a) Stream = 24 (b) Stream = 191 (c) Stream = 347

(d) Stream = 24 (e) Stream = 191 (f) Stream = 347

Fig. 4. VR capture of a single trial of the VR n-back from a birds-eye perspective in the first row, and first-

person view in the second row. In (a) is depicted the condition with low visual complexity with Stream = 24.

In (b) is depicted the condition of moderate visual complexity with Stream = 191 and lastly in (c), the highest

visual complexity with Stream = 347.

empirically. Regarding the control adaptive condition, we used the opposite algorithm. Therefore,

if 𝑠2 was smaller than 𝑠1 we increased the Stream of 16 NPCs, while if it was bigger than 𝑠1 we

decreased of 8 NPCs, see Figure 2. This design is inspired by the previous work of Chiossi et al.

[21], which employed a +4/-2 for task-relevance elements adaptation. Here, we employed a +16/-8

design to account for task-irrelevance of the distractors based on previous work [19]. Regardless of

the adaptive or control adaptive condition, or the physiological activity of the participants, NPCs

were spawned and removed from the VR environment within a range of 24-347.

To extract the tonic component via non-negative deconvolution analysis, we streamed EDA raw

data via a Transmission Control Protocol (TCP) /Internet Protocol (IP) client to the TCP/IP server

developed by Python network programming. This implementation allowed us to pass forward and

backward data between LSL and the VR Unity environment. To ensure that the time of the VR

Unity scene is synchronized with the time of the bridge server’s operating system, we synchronized

both systems with a Network Time Protocol (NTP) service. We preprocessed online EDA raw data

using the Neurokit Python Toolbox [79] within the Python Client-Server bridge service.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. MHCI, Article 196. Publication date: September 2023.
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Fig. 5. The experiment encompassed seven different blocks for data recording (blue, green, and red). Partici-

pants filled in NASA-TLX [54], GEQ subscales, and ad-hoc UX surveys between these blocks. Participants

started the experiment with a training phase and then experienced the seven blocks in randomized order.

4.4 Task
The task was adapted from the N-Back in the study by Chiossi et al. [21]. Participants were immersed

in a neutral VR environment and presented with a marble-like pillar and two buckets placed on the

left and the right, respectively. Over the pillar, spheres were spawned in four possible colors (green,

red, blue, and black), following [88]. The color sequence was randomly generated. Participants had

to grab spheres with an HTC VIVE controller and drop them into the correct buckets. If the sphere

matched the color of the sphere presented two steps before, the sphere has to be placed in the

right bucket. If the sphere’s color did not match the sphere’s color two steps before, the sphere had

to be put on the left bucket. Each sphere’s appearance was signaled by a tone (800 Hz). Then, in

order to avoid making an error, the participant had to pick up the sphere within 4sec. New spheres

would appear when the current sphere was placed into one of the two buckets or after 4sec. Here,

participants received accuracy feedback every 20 spheres and were instructed to maintain 90%

performance.

4.5 Procedure
Upon arrival, we informed participants of the study procedure and answered any open questions,

followed by signing the informed consent form. Next, we attached the participants’ EDA sensor,

EEG-VR headset, and ECG chest strap. We collected ECG data positioned over the xiphoid process

of the sternum beneath the chest muscles. Participants performed a VR visual working memory

task, i.e., the N-Back task (N=2). The experimental procedure encompassed a training phase and

the execution of the seven experimental blocks in randomized order. The experimental procedure

is depicted in Figure 5.

The study began with a training phase to familiarize with the VR environment. Here, participants

practiced with the 2-back task until they reached an accuracy level of at least 90% within a sequence

of 80 spheres. The experimental phase consisted of seven experimental blocks, lasting six minutes

each. Between the blocks, we asked participants to complete the raw NASA-TLX [54], the Game

Experience Questionnaire (in-Game Core Module) [57], and two system’s UX ad-hoc surveys on a

7-point Likert Scale 1) “I would like to use the system in the future,” 2) “The flow of the Not-Playable

Characters was appropriate.” The experiment lasted for around one hour, and the participant

received monetary compensation of 15 Euros.

4.6 Participants
Twenty participants (𝑀𝑎𝑔𝑒 = 26.05, 𝑆𝐷𝑎𝑔𝑒 = 3.62; male = 15, female = 5) took part in our study.

We recruited the participants using our institutional mailing lists and social networks and using

convenient sampling. We did not recruit participants that experienced intense physical activity

or consume any caffeine or nicotine in the 3-hour pre-study period, according to Babaei et al. [6].

None of the participants reported a history of neurological, psychological, or psychiatric symptoms.
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*

Fig. 6. Box-plots for accuracy in the N-back task as a function of Stream in the stable and for adaptive

conditions, respectively depicted on the right and on the left . Here, we did not find any significant differences

across Stable Stream conditions. In the adaptive conditions, the adaptive control showed significantly

decreased accuracy on an average of 7.59% less than the adaptive condition.

However, due to technical difficulties, after EDA signal inspection, we removed 3 participants,

leading to 𝑁 = 17. According to the fast-track conditions of the local institutional ethics board,

the study qualified as fast-track, i.e., participants are not subject to any risk (e.g., deception, stress

beyond normal levels, recording of sensitive information).

5 RESULTS
We analyzed indicators of physiological arousal, performance, and subjective experience across

the adaptive and non-adaptive conditions. We first briefly present the results for our system’s

non-adaptive levels of Stream and then investigate whether the adaptive systems can support

performance, increase user experience, and relatively result in a lower level of perceived workload.

Normality of residuals for Analysis of Variance (ANOVA) models was checked via D’Agostino

normality test [28] as Shapiro-Wilk test is too sensitive for 𝑛 >50. Upon normality testing, we

use one-way repeated measures ANOVAs (RM ANOVA) for parametric analysis or a Friedman’s

rank sum test for not-normally distributed data. Furthermore, for post-hoc comparisons, we use

Conover’s tests [26]. In this section, we perform statistical testing across all conditions i.e., stable

Stream and adaptive Stream conditions.

5.1 Stable Stream Conditions
5.1.1 Behavioral Performance. We conducted a Friedman test, as the D’Agostino normality test

showed that performance data are not normally distributed (𝜒 = 9.65, 𝑝 < .05). We computed as

accuracy the proportion of times the sphere was placed in the correct bucket overall. This analysis

revealed that the accuracy in the N-Back task was not significantly influenced by Stream (𝜒 = 2.49,

𝑝 = .64), see Table 1.

5.1.2 Electrodermal Activity Results.

Skin Conductance Level. Due to a D’Agostino tested normality assumption satisfaction (𝜒 = 2.93,

𝑝 = .23), a RM ANOVA showed that average SCL was significantly influenced by Stream (𝜒 = 2.49,

𝑝 < .05). Pairwise comparisons via a Conover test with Holm’s correction showed that the highest

condition of Stream (347) significantly decreased SCL as compared to the lowest condition of
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Fig. 7. Box-plots for Skin Conductance Level (SCL) as a function of Stream. Results for stable manipulation

of Stream are shown on the left while adaptive and adaptive control conditions are depicted on the right. We

found that Stream (347) significantly increased the SCL as compared to Stream (24) and that the second

lowest condition of Stream (110) was significantly higher than Stream (270).

Stream (24), while Stream 110 showed increased SCL as compared to the condition where Stream

was equal to 270 NPCs entering the scene per minute (all 𝑝 =< .005).

nsSCRs. Since the normality assumption was violated (𝜒 = 15.78, 𝑝 < .05), we conducted

a Friedman test indicating that the average amplitude of nsSCRs is significantly influenced by

Stream (𝜒 = 8.37, 𝑝 = .07). A Conover’s post-hoc test did not show any significant differences

between pairs.

5.1.3 Subjective Results.

PerceivedWorkload. The rawNASA-TLX scores did notmeet the normality assumption (D’Agostino:

𝜒 = 64.74, 𝑝 < .001). We, thus, performed a Friedman test, reporting a significant effect (𝜒 = 15.65,

𝑝 < .001). The Conover’s post-hoc test revealed that the stable condition with the highest Stream

(347) showed significantly increased workload as compared to the lowest condition of Stream (24)

and to Stream (190) (all 𝑝 =< .005). Results are depicted in Figure 9.

GEQ. Competence. Since GEQ-Competence subscale ratings were not normally distributed

(D’Agostino: 𝜒 = 50.28, 𝑝 < .001) we performed a Friedman test that detected a main effect of

Stream (𝜒 = 11.39, 𝑝 < .05). Conover’s post-hoc revealead only one significant difference in the

Table 1. Results of repeated-measures ANOVA or Friedman test on Behavioral Performance, subjective

questionnaires and physiological arousal measures across conditions of stable Stream.

Stream 24 Stream 110 Stream 191 Stream 270 Stream 347 ANOVA / Friedman

M SD M SD M SD M SD M SD p F / 𝜒

N-Back Accuracy [%] 88.14 6.22 87.12 87.53 88.21 5.90 87.33 5.52 83.51 9.55 .64 2.49
Raw NASA TLX 42.94 13.49 48.87 17.64 46.57 17.60 50.0 16.63 55.59 17.98 <.01 15.6
SCL −.177 .32 .14 .18 −.002 .25 −.17 .322 −.02 .32 <.01 15.24
nsSCRs −.002 .003 −.001 .002 .00 .004 −.002 .003 −.002 .004 .07 8.37
GEQ—Competence 2.12 .86 2.38 .93 2.47 .7 2.0 0.90 2.18 .88 <.05 .07
GEQ—Pos. Affection 1.50 1.03 1.24 1.17 1.41 1.15 1.29 1.19 1.65 1.34 .81 1.54
GEQ—Immersion .94 .92 .62 .88 .85 .98 1.13 1.29 1.27 1.65 .46 3.59
Stream Appropriate 3.53 2.07 3.12 2.15 2.94 1.91 3.35 3.35 3.53 2.18 .44 .44
Desire To Use 4.18 2.07 3.82 2.27 3.77 2.11 4.06 2.05 4.12 2.37 .57 2.91
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pairwise comparison between. Specifically, participant felt less competent in condition Stream

(270) as compared to condition of decreased Stream (191). For the the descriptive statistics (𝑀 &

𝑆𝐷) see Table 1 and Figure 10.

Positive Affection. GEQ-Positive Affection ratings were not normally distributed (𝜒 = 14.46,

𝑝 < .001). Thus, we used a Friedman which did not show any effect of Stream (𝜒 = 1.53, 𝑝 = .81).

Immersion. Similarly, the GEQ-Immersion subscale was not normally distributed (𝜒 = 35.66,

𝑝 < .001) and did not show any significant effect of Stream for the Friedman test (𝜒 = 3.59, 𝑝 = .46)

User Experience. For both UX ad-hoc surveys, no significant differences were found employing

a Friedman test. Both Stream (𝜒 = 12.68, 𝑝 < .005), and Desire to Use (𝜒 = 31.14, 𝑝 < .001) deviated

from the normal distribution. We summarized the results in Table 1.

5.2 Adaptive Stream Conditions
To further inspect the effect on physiological arousal, performance, and subjective experience of

the two adaptive systems, we conducted t-tests or Wilcoxon tests depending on the normality

assumption tested on residuals. Results are summarized in Table 2. On average, Stream for the

adaptive condition lead to an average of 241.88 NPCs per minute (𝑆𝐷=30.31), while in the Adaptive

Control condition, Stream stabilized on average of 216 NPCs (𝑆𝐷=32.82).

5.2.1 Behavioral Results. Given a violation of the normality assumption (𝑊 = .91, 𝑝 < .05), a

Wilcoxon test detected a significant difference in the behavioral accuracy for the N-Back, showing

increased performance in the adaptive condition (𝑣 = 135, 𝑝 < .005).

5.2.2 Electrodermal Activity Results. Skin Conductance Level. Due to a Shapiro-Wilk not signifi-

cant results (𝑊 = .96, 𝑝 = .71), a t-test showed that average SCL was not influenced by Stream

(𝑡 = −0.79, 𝑝 = 0.44).

nsSCRs. Similarly to SCL, also the distribution of nsSCRs was normally distributed (𝑊 = 0.97,

𝑝 = .84), therefore a t-test showed that the amplitude of nsSCRs, indexing sympathetic physiological

arousal, was impacted by Stream as indicated by an an increased in the adaptive control condition

(𝑡 = −2.33, 𝑝 < 0.05), see Table 2.

*

Fig. 8. Box-plots for mean amplitude of non-specific Skin Conductance Responses (nsSCRs) as a function

of Stream. Here, we show the stable conditions on the left while the adaptive conditions are on the right.

No significant differences were detected in pairwise comparison across stable conditions. In the adaptive

conditions, the adaptive control condition showed significantly increasedmean nsSCRs amplitude as compared

to the adaptive condition .
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Fig. 9. Box-plots for raw NASA-TLX scores as a function of Stream. Stable Stream manipulation is shown on

the left, and the adaptive conditions on the right. Those results mirrored the one for N-Back task accuracy.

Here, participants reported significantly increased perceived workload in the condition of highest Stream

compared to the lowest condition of Stream. We report similar results for the adaptive control condition that

showed increased perceived workload compared to the adaptive condition.

5.2.3 Subjective Results. Perceived Workload The control adaptive condition significantly in-

creased subjective workload, given a normal distribution (𝑊 = .96, 𝑝 = .79), as shown by a t-test

(𝑡 = −6.18, 𝑝 < .001), see Table 2 and Figure 9.

GEQ Subscales. We did not find any significant results across all three GEQ subscales, i.e.,

Competence, Positive Affection, and Immersion; see Table 2 and Figure 10.

User Experience. The results for the ad-hoc UX surveys were similar to those of the GEQ

subscales. Both items were non-normally distributed. However, no significant differences were

reported between the two adaptive conditions; see also Table 2.

*

Fig. 10. Box-plots for GEQ-Competence scores as a function of Stream. Stable Stream manipulation is

shown on the left and the adaptive conditions on the right. We did not find any significant differences across

GEQ-Competence ratings.
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Table 2. Results of Pairwise comparison for behavioral performance, subjective questionnaires and physiolog-

ical arousal measures between the two adaptive conditions.

Adaptive Adaptive Control t-Test/Wilcoxon

M SD M SD t/V p d/r

N-Back Accuracy [%] 88.56 5.96 80.97 10.07 135 <.05 .63

Raw NASA-TLX 42.16 16.34 62.55 17.99 −6.17 <.001 −0.37
SCL .015 .17 .072 .24 −.79 .44 −.30
nsSCRs −.002 .002 <.001 .004 −2.33 <.05 −.36
GEQ—Competence 2.15 .95 2.29 .89 17 .55 .12

GEQ—Positive Affection 1.41 1.03 1.50 1.40 23.5 .95 −.34
GEQ—Immersion .67 .96 1.09 1.25 9 .22 −.50
Stream Appropriate 3.23 2.04 3.47 2.32 8.5 .75 −.14
Desire To Use 3.41 2.21 3.53 2.29 21 .71 −.33

5.3 Summary of Results
We first investigated the effect of different stable levels of visual complexity, i.e., Stream of NPCs,

while participants were engaged in a WM Visual N-Back task over a series of dependent variables:

behavioral accuracy, physiological arousal (SCL and nSCRs amplitude) and subjective workload,

engagement, and UX. Second, we compared Adaptive Stream Conditions, where we adapted the

visual complexity based on variations of SCL.

5.3.1 Stable Stream Conditions. We analyzed the effect of different levels of visual complexity, i.e.,

the amount of NPCs entering the VR scene per minute (Stream). We found no significant effect of

Stream over behavioral accuracy in stable conditions. Regarding physiological arousal, we found

that SCL was decreased in higher Stream conditions (347 and 270 NPCs per minute) as compared

to the lower ones (24 and 110 NPCs per minute). Finally, participants reported significantly higher

perceived workload in the condition with the highest Stream (347 NPCs) compared to all the other

conditions. When investigating perceived engagement, we found that participants reported feeling

less competent (GEQ - Competence) when the Stream decreased from 191 to 270 NPCs per minute.

No further significant differences were detected.

5.3.2 Adaptive Stream Conditions. Based on theMIMmodel [125], we designed two physiologically-

adaptive systems with two opposite architectures, i.e., adaptive and adaptive control systems.

Overall, the adaptive system resulted in improved behavioral accuracy, decreased physiological

arousal as shown by decreased nSCRs amplitude, and decreased perceived workload. No specific

significant differences were detected in perceived engagement and UX between the two systems. Our

results revealed how the adaptation of visual complexity based on physiological arousal, following

the MIM model, results in improved WM performance, as compared to a reversed adaptation.

6 DISCUSSION
We presented a physiologically adaptive VR system that employed electrodermal activity to perform

dynamic visual complexity adjustments to enhance task performance. We evaluated the effect of

visual complexity, in the form of NPCs, on task performance, SCL, perceived workload, engagement,

and UX. In the study, participants performed an N-Back task recruiting working memory resources.

Here, we discuss our results regarding the outcome of our adaptive algorithms for modeling visual

complexity and its effect on EDA. Then, highlight applications for arousal detection and implications

of physiologically-adaptive systems.
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6.1 Mapping Visual Complexity to Electrodermal Activity
Evaluating autonomous, closed-loop control systems raises issues for physiologically-adaptive sys-

tems design. The relationship between psychophysiological data and triggering adaptive responses

at the interface necessitates careful design. One stage of this process is the generation of valid input

measures and effectively categorising psychophysiological data in real time.

Our results indicate that we could model the visual complexity of the surrounding VR environ-

ment user in the N-back task using SCL. Participants who interacted with the adaptive system

performed better than non-adaptive. In the reverse adaptation, we saw an inefficient user model,

which led to a potentially harmful state of overload. In both of our adaptive conditions, participants’

performance was influenced by the Stream adaptation at a behavioral, physiological, and subjective

level. We found reciprocal effects on performance levels (see Figure 6), significant differences in the

measure of physiological arousal, i.e., nsSCRs (see Figure 8) and lastly, in perceived workload (see

Figure 9).

6.1.1 Impact of Visual Complexity on Task Performance. In line with the findings of previous work

on the effect of visual complexity [3, 35, 104], we report that visual WM performance is decreased

with an increasing amount of distractors surrounding the user when adapting the visual complexity

based on arousal, following the MIM model. However, we did not find any main effect of Stream

in the stable conditions. These results might be due to the high individual variation and sensibility

to the variation of Stream, pointing even more towards the necessity to individualize and adapt

visual complexity to optimize task performance. Participants significantly performed worse when

the amount of NPCs was modulated following an increase in physiological arousal, as shown in

the adaptive control condition. Furthermore, we imposed capacity limits on visual WM memory

when increasing the visual information load and the number of distracting objects. Finally, we

add to results on social crowdedness [30, 75] and the distracting and perceptual demands that an

increasing amount of human, tough virtual, place on their observers [68, 69, 76, 114].

6.1.2 Impact of Visual Complexity on Physiological Arousal. In the adaptive control condition,

once our physiologically-adaptive function detected an increase in arousal, we increased the visual

complexity, adding visual distractors to the surroundings. We found a main effect of Stream

in the stable condition, showing how visual complexity can impact users’ tonic component of

arousal. However, we did not find an effect on the phasic component as this component might

have encountered habituation effects over time, giving the continuous visual stimulation [95]. On

the other side, we found an increased amplitude of the nsSCRs in the adaptive control condition.

nsSCRs underlie the tonic stress produced during a sustained stimulation period, which resembles

our experimental setting as participants were continuously exposed to variations of Stream of

NPCs. These results can be explained given the bottom-up, involuntary orienting of attention

that is driven by novelty detection and inevitably coupled with an automatic shift of attention

[91, 111, 115] of attentional control caused by the distracting Stream of NPCs.

Furthermore, amplitude of nsSCRs has been associated with increased workload [11] in the

N-back task [41, 90], in biofeedback [100] and in adaptive automation settings [13]. Therefore,

increasing the visual complexity every 20sec might have progressively forced participants to

reallocate attentional resources, related to the phasic component of electrodermal activity [52, 107].

This claim is also supported by the decrease in task accuracy.

Although SCL, slower than nsSCRs variations [50], failed to discriminate between the two

adaptive algorithms, we can still confirm that the general physiological arousal was affected by

Stream manipulations as shown in the Stable Stream conditions results. Therefore, we were

able to model the user state sufficiently enough in a real-time environment to either decrease or
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improve performance by modulating distracting features of the environment based on variations

of physiological arousal. The subjective ratings of perceived workload also support this claim. The

condition of the highest visual complexity corresponded to the highest ratings in the NASA-TLX

and the adaptive control condition. This is in line with previous work that showed either fluctuation

of SCL [21, 34, 63] or phasic components [41] aligned with subjective measures of workload. Finally,

we report a series of not significant differences over GEQ subscales. Even though this might be

counterintuitive, we might argue that in our case the duration of each task (6 minutes) was not

long enough to elicit a change in subjective engagement scores, as a high-demanding task that

showed decreased engagement after steps of 20 minutes [40]. Future work should investigate the

effect of time on task over subjective engagement and on adaptation to verify if our system can

replicate previous work on this relationship.

6.1.3 Relationship Between Visual Complexity, Mental Workload, and Physiological Arousal. The
results from NASA-TLX suggest that our manipulation of visual complexity through variations in

the number of NPCs did not map onto systematic variation in perceived workload. To reiterate,

we found significant differences between the highest (Stream = 347) and intermediate (Stream =

191) and lowest levels of visual complexity (Stream = 24). In contrast, no significant difference

was found between the remaining intermediate levels. While there was no one-to-one mapping

of perceived workload and number of NPCs, our findings thus still support the overall trend that

increasing visual complexity leads to a higher perceived workload. Furthermore, the post hoc tests

indicated that the relationship between visual complexity and perceived workload might not be

strictly linear, which suggests that more sophisticated workload manipulation strategies could

be explored in future research. The nonlinearity in the relationship between visual complexity

and perceived workload could be attributed to factors such as individual differences in cognitive

processing abilities [112] or attentional resource allocation [42, 81], which may interact with the

level of visual complexity to influence workload perception in a complex and dynamic manner.

It is possible that the variations in visual complexity did not affect everyone in the same way.

Any variability in the overload point may be individually important for individuals. Therefore,

user-dependent models [4, 31] are needed to evaluate visual complexity which further speaks

towards user-adaptive environments.

When examining physiological arousal, we found that SCL does not evolve continuously with

the number of NPCs, i.e., visual complexity. SCL follows a Bateman distribution and does not have

a linear behavior [113]. The Bateman distribution is a biexponential function that describes the

relationship between the intensity of a stimulus and the magnitude of a physiological response [7].

The Bateman distribution is characterized by a sigmoidal shape, with a steeper slope at low levels of

arousal and a flatter slope at high levels of arousal. This means that small changes in the intensity

of a stimulus can elicit a larger physiological response at low levels of arousal, while a larger shift in

stimulus intensity is required to elicit the same response at high levels of arousal [113]. Therefore,

increasing the number of NPCs may not necessarily lead to a proportional increase in SCL, as the

response may saturate at higher arousal levels which must be considered when using physiological

arousal as input for adaptive systems.

6.2 Physiological Computing VR Applications for Arousal Detection
Our physiologically adaptive system is independent of the simulation software package and thus

can be applied to any VR scenario. The data are preprocessed over TCP/IP within the LSL framework

and returned to the Unity environment. Stripling et al. [117] emphasizes the need for a "robust

user-friendly closed-loop training environment" for producing automated methods for adaptive

manipulations in complex simulations. Our work attempts to do so using peripheral physiological
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data. Our adaptive algorithm and paradigm can be applied to diverse mobile VR [17] and augmented

reality (AR) settings.

First, considering the reported effect of visual complexity on nsSCRs, performance, and perceived

workload, we can foresee how adapting visual complexity can improve Social VR scenarios or

visualizations. This is not limited to VR and can be enlarged to blended mixed reality [10], where

digital content complexity can be adapted to support users in productivity settings [63, 86]. With

recent advancements in wireless HMDs, users can now immerse themselves in virtual reality

beyond the limited screen size of a laptop or mobile phone, providing a larger virtual workspace for

productive activities [71]. Our work contributes to improving these mobile VR and MR scenarios

[72] by exploring the relationship between visual complexity, workload, and the contribution of

adaptive systems.

Second, physiological measures of arousal are frequently used in therapy and rehabilitation appli-

cations for evaluation purposes. For example, when considering exposure therapy in a therapeutic

VR environment, we could leverage stimuli that evoke anxiety responses, i.e., spiders and heights,

as previously shown in literature [24, 92, 124]. While VR may provide a more controlled experience,

mobile AR scenarios may offer the opportunity for exposure therapy and rehabilitation to occur in

everyday situations, such as on a bus or train. Thus, adapting content that causes discomfort and

arousal responses in everyday context might help understand and better predict at which stage of

the therapeutic process the patient is situated and better drive the treatment.

Third, a related feeling of discomfort in VR environments is cybersickness. Cybersickness is

defined as a set of adverse symptoms caused by the mismatches in visual and vestibular information

both in VR and AR [116] and impacts EDA components [47, 51]. As visual sensory mismatches [84]

and field of view [74] are VR components that might impact cybersickness, arousal-detection and

adaptation might help in preventing this unpleasant effect and could be integrated into existing

systems [82, 120, 123]. For example, cybersickness might occur when being engaged in a mobile

VR scenario due to conflicting self-motion and visual stimulation with the natural movement (e.g.

such as playing games or watching videos while travelling on a train or bus) [85, 129]. By detecting

cybersickness in mobile applications, developers can adjust the content, reduce the severity of the

stimuli, or adapt the motion to minimize the occurrence of cybersickness.

Fourth, when considering navigation and wayfinding in VR environments, adapting visual

complexity based on physiological arousal might improve navigation by changing the environment

to guide the user. The idea is that physiological arousal can be used as a proxy for cognitive load

[21, 64]. When a user is experiencing a high cognitive load, for example, when they are lost or

trying to navigate a complex environment, their physiological arousal levels may increase. Indeed,

Lee et al. [70] investigated different visualizations to support navigation, and showed fading out

virtual avatars is a viable alternative for users. Thus, when walking and searching for a specific

direction, our system might contribute to fading out task-irrelevant bystanders and facilitating

wayfinding dynamically.

Finally, our physiologically-adaptive systems might find applications in Social VR settings in-

volving multi-agent interactions. NPCs display [44], proxemics [75, 108] and, quality of interactions

with virtual agents are critical to the usability [118] in Social VR scenarios. Here again, physio-

logical arousal as indexed by EDA features can quantify emotional discomfort [122], violation of

proxemic space [55, 75], and the influence of virtual crowds [23, 93]. Therefore, arousal detection

and adaptation might predict and prevent negative emotional valence associated with virtual agents,

adapt the proxemic space of such agents, and adjust features of large virtual crowds [128].
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6.3 Limitations and Future Work
While our study has provided valuable insights into the efficacy and applicability of the physio-

logically adaptive systems for visual complexity adaptation in VR, several limitations need to be

addressed to enhance the validity and generalizability of our results and improve the architecture

of future adaptive systems.

We discuss different approaches for EDA online preprocessing and howmultimodal physiological

input, e.g., ECG and EEG, can be implemented in adaptive systems to gain a more comprehensive

understanding of the relationship between physiological responses and visual complexity. The

generalizability of our results would also benefit from testing the feasibility of machine learning

algorithms applied to EDA data and incorporating placebo or randomized conditions in the experi-

mental design. Finally, we reflect on how ethical and privacy considerations should be implemented

when designing physiologically adaptive systems.

6.3.1 Approaches for Online EDA Preprocessing and Machine Learning for Arousal Prediction. Even
though we chose and implemented an established standardized method for EDA preprocessing,

different preprocessing steps can be evaluated for adaptation purposes. For example, unusual steep

rises might arise in ambulatory settings and impair adaptation. Here we used a high-pass filter

that might compensate for artifacts and distort the entire EDA time series recording, considering

high values. Therefore either adaptive filtering or thresholding might improve the quality of the

physiological input to the adaptive system. For example, Wavelet transforms employ a Gaussian

mixture distribution to model tonic and phasic components of EDA. Chen et al. [16] compared this

approach to previous approaches and showed higher performance in artifact reduction.

Second, generalizability to the largest population is a crucial goal, and EDA suffers from signif-

icant interindividual variability. People with higher SCL frequently have more SCRs, and larger

amplitude nsSCRs [12, 121]. Thus, using an a priori threshold for detecting nsSCRs might lead to

either an inflated chance of false positives or negatives. Fixed thresholding might lead to more

detected nsSCRs, and a higher nsSCRs frequency in populations with higher SCL as peaks with a

low amplitude will be considered as nsSCRs. Again, this outcome is especially relevant for adap-

tation purposes, as if the adaptation impacts the arousal detection and VR adaptation, leading to

malfunctioning adaptations. Hence, adaptive thresholding can improve sensitivity to detect phasic

changes in EDA for users with high SCL variability. Kleckner et al. [62] showed the feasibility of

such an approach, using a novel fixed plus adaptive threshold proportional to the SCL.

Third, another possible approach is to investigate the application of machine learning algo-

rithms to adapt the visual complexity, predict physiological arousal increase, and counteract the

detrimental effect on task performance. For example, naive Bayes and Support Vector Machines

successfully classified high and low performers in a VR Stroop Task based on behavioral data

[5]. Therefore testing EDA features classification jointly with behavioral measures might lead to

improved algorithm accuracies.

6.3.2 Multimodal Adaptive Systems and Placebo Control Condition. First, integration with other

physiological inputs, such as EEG or ECG, would allow us to account for and monitor different

cognitive or emotional states that might be impacted by visual complexity or other adaptations.

In this regard, it is worth mentioning how the EEG Alpha band is associated with an increase in

arousal activation [19, 73, 110], flow experience [27, 67] and internal attention states [25, 78] which

are of central interest for adaptive systems aiming at supporting task performance and engagement.

Another example that involved NPCs is the work by Keynan et al. [60], which demonstrated how

virtual human avatars, responsive to EEG signals, can guide neurofeedback training for stress

resilience. Hybrid Brain-Computer Interfaces [45] and sensor fusion approaches should be further
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explored, opening wide applications and allowing for deeper and fine-grained detection of user

states.

Second, a potential methodological improvement that could be implemented in future studies

is comparing stable and adaptive streams. This could be achieved by including two additional

conditions, a randomly changing Stream as a "placebo" condition and no Stream as a control

condition. When studying the efficacy of an adaptive system, it is essential to compare it to a

placebo condition to ensure that the observed effects are not simply due to placebo effects [65].

However, in our work, participants were unaware of which condition they were experiencing,

minimizing any possible placebo effects. The control condition, on the other hand, would allow

us to assess the impact of the stream itself on the outcome measures without the confounding

influence of the adaptive Stream.

6.3.3 Ethical and Privacy Considerations in Physiological Computing. Physiological computing

systems, designed to tap into private psychophysiological events for dynamic MR interactions, raise

ethical concerns regarding informed consent, manipulation of users’ states, and privacy [37]. Users

must be fully aware of how physiological data are collected, used, and shared, specifically when

the data are employed for model training and validation. To prioritize ethical design, researchers

should inform participants which physiological state the system is optimizing for and allow users

to return to a neutral affective state if the final state is perceived as undesirable [53]. Note, however,

that verbal descriptions of system functionality might come with the problem of placebo effects in

evaluation [65].

Physiologically-adaptive systems are grounded on symmetrical interaction between users and

systems. Here, privacy concerns on data usage and protection might arise. The individual should

retain formal and legal ownership of psychophysiological data, and any third party should re-

ceive access to such information only with user approval [53]. This is specifically relevant, as

psychophysiological data might underlie specific cognitive or affective states and could be used for

secondary medical diagnostic purposes. To mitigate these concerns, a privacy-by-design approach

should be used, embedding privacy considerations into every stage of the design and development

process [18, 37]. This includes conducting privacy impact assessments, implementing privacy-

enhancing technologies, and collecting privacy-preserving data in every implementation stage of

physiologically adaptive systems.

7 CONCLUSION
In this paper, we showed the feasibility of designing a physiologically-adaptive system with the

potential to optimize the visual complexity of a VR scene while supporting task performance.

Dynamic visual complexity adjustments based on physiological arousal allowed modulation of

distracting elements and supported task performance without needing to adapt main task features

or explicit input. Our work contributes to the effect of visual complexity on attentional load,

physiological arousal, behavioral performance and subjective workload. Our results have important

implications for the design of physiologically-adaptive systems, particularly those aimed at mobile

applications, such as digital content blending and wayfinding, and social VR. Additionally, we

highlight the potential for hybrid or sensor fusion approaches to improve arousal detection and

adaptive algorithms. We believe that the data collection and processing methods we implemented

online and the collected multimodal dataset will be helpful for various physiologically-adaptive

systems applications.
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8 OPEN SCIENCE
We encourage readers to reproduce and extend our results and analysis methods. Therefore our

experimental setup, collected datasets, and analysis scripts are available on the Open Science

Framework [20] (https://osf.io/axvfy/).
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