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A B S T R A C T   

The plate heat exchanger thermal energy storage system is recognized as a highly efficient form of latent heat 
thermal energy storage. However, existing studies show that the efficiency and performance of these thermal 
energy storage systems are significantly affected by the design variables, indicating the need of optimization 
studies. This investigation thus conducts a response surface modeling analysis based on validated computational 
fluid dynamics simulations. Four design variables of the system are identified, and through response surface 
modeling the values of five responses such as average power and average effectiveness are predicted within the 
defined range of the design variables. A multi-objective optimization model then determines the optimal 
configuration of design variables for all responses, based on the response surface modeling and validated sim
ulations. The results indicate that the optimal design has 21.4 % higher effectiveness than the normal design. The 
system also achieves maximum performance by employing 5 mm of the phase change material section thickness 
considering all the efficiency parameters. Moreover, charging the system over 10 ◦C above the PCM's melting 
temperature significantly decreases efficiency while providing minimal enhancement to power.   

1. Introduction 

Thermal energy storage (TES) plays a crucial role in shaping the 
future of sustainable energy systems, as it enhances the energy efficiency 
and cost-effectiveness of traditional energy systems by effectively 
capturing, storing, and distributing thermal energy [1]. Among all the 
variants of TESs [2], the systems with phase change materials (PCMs) 
are more feasible to be used in compact energy systems, since using 
PCMs significantly decreases the volume of the TESs and increases their 
thermal capacity [3]. In these systems, the PCM changes between solid 
and liquid phases, absorbing heat from the heat transfer fluid (HTF) as it 
liquefies (charging process) and releasing the stored heat as it solidifies 
(discharging process). Despite the advantages of PCM-based TESs, the 
stored thermal energy in the systems cannot be released efficiently due 
to the low thermal conductivity of the conventional PCMs, causing 
prompt changes in the outlet temperature of HTF, Te [4]. According to 
Eq. (1) which calculates the average effectiveness of TESs, ε, as 

ε(t) =

∫ t
0

(
Te(t′)−Ti

T0−Ti

)

dt′

t
, (1)  

using HTF inlet temperature, T i

I

, and the initial temperature of the TES 

at the beginning of the charging/discharging process, T0, this immediate 
Te change decreases the effectiveness [5]. 

In addition to effectiveness, the average thermal power, P, and 
restored heat from the TES, Q, which are respectively obtained as 

P(t) =

∫ t
0 ṁhCP(h)(Te(t′) − Ti )dt′

t
, (2)  

Q(t) =

∫ t

0
ṁhCP(h)(Te(t′) − Ti )dt′ (3)  

are also considered for evaluating the performance of a TES [5]. In these 
equations, ṁh and CP(h) represent the mass flow rate and specific heat 
capacity of HTF. Similar to ε, the average thermal power and the 
restored heat also decrease in response to the drop in Te according to Eq. 
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(2). In addition, the low heat transfer rate between PCM and HTF in
creases the charging process time of the PCM-based TESs, which restricts 
the use of these TESs in fast-response systems. 

To summarize, PCM-based TESs need a feasible solution to tackle the 
low thermal conductivity of PCMs and reach higher efficiency and more 
reliable performance. 

Enhancing the heat transfer rate between PCM and HTF by 
increasing the heat transfer surface between these two fluids in the TESs 
is a practical solution to defer the Te change during charging or dis
charging processes. To achieve this, plate-type thermal energy storage 
systems (PTESs) have been presented as they can provide a massive heat 
transfer surface within a compact system. Stathopoulos et al. [6] intro
duced a plate-type TES consisting of multiple aluminum containers filled 
with PCM, designed for a ventilation system. The airflow in the system 
passes over these containers absorbing/releasing heat from/to the PCM. 
These TESs have significantly higher efficiency and improved perfor
mance than the other types of PCM-based TESs. However, the high risk 
of deformation in the containers or capsules due to the significant vol
ume change of PCMs during the processes [7] hinders the containers 
from being fully filled with PCM, and consequently, the TES cannot 
reach the maximum thermal capacity. 

To overcome the deformation problem, roll-bonded PTESs have been 
proposed by Saeed et al. [8], in which the PCM is stored in a vessel and 
HTF flows through roll-bonded plates to exchange heat with the PCM. 
This design significantly increases the effectiveness of the system and 
removes the risk of deformation during the charging and discharging 
processes. A comparison between this plate-type TES and a conventional 
storage system shows up to 83.1 % enhancement in the system's effi
ciency which proves the impact of this high heat transfer surface on the 
system's performance [8]. In addition, Lin et al. [9] presented a plate- 
type TES using pillow plates and the results of this study show a sig
nificant improvement in heat transfer rate between the HTF and PCM 
compared to the traditional energy storages. 

Despite the significant improvements in the efficiency of the TESs 
using the plate design, the need for costly changes to increase/decrease 
the thermal capacity of the system raises concerns about implementing 
such TESs in large-scale energy systems. In addition, these PTESs still 
experience a significant rate of temperature change during the initial 
stages of melting or solidifying, limiting their ability to maintain a 
constant temperature [7]. Moreover, these studies show that the Te drop 

is still significant in these systems. 
Taking an efficient and thermal capacity flexible PTES into account, 

Gürel [11] has studied the phase change of paraffin in a plate heat 
exchanger (PHE) using a computational fluid dynamics (CFD) model. 
The results show that the melting time in this PTES drops by 75 % 
compared to a cylindrical TES. However, as the studied model is two- 
dimensional and the HTF flow is assumed to be homogeneous and 
fully developed, the results are not reliable for a realistic geometry of 
this type of TESs [12,13]. 

Taghavi et al. [14] presented a highly efficient and cost-effective 
plate heat exchanger thermal energy storage system (PHETES) which 
is depicted in Fig. 1. This TES has a similar structure to a PHE in which 
heat is transferred through the metal plates from the high-temperature 
fluid to the low-temperature fluid. 

However, unlike PHEs, only one fluid (water in this study) flows in 
the PHETES, and the second fluid (PCM) is stored within the system. The 
results of this study show a 75 % enhancement in energy storage ca
pacity compared to the roll-bonded PTES. In addition, the PHETES can 
discharge the stored heat with a more stable Te than a conventional 
PTES. Moreover, using metal plates instead of roll-bonded plates and 
vessels provides more flexibility in the thermal capacity of the system 
and decreases manufacturing costs. 

Since the heat transfer rate between the PCM and HTF is low at the 
upper side of the PHETES (due to low HTF velocity in this area), the PCM 
sections are loaded up to the HTF connections, and the upper part (the 
gap shown in Fig. 1.b) will remain empty to balance the volume change 
of PCM during the melting process. Hence, the system can balance the 
PCM expansion without any significant effect on the system's efficiency. 

Adding to the promising improvement in the efficiency and perfor
mance of the plate-type TESs with the presented PHETES, the authors of 
[14] observed that the efficiency of these systems is determined by their 
design and operating conditions. This was confirmed by other studies on 
TESs showing the effect of HTF flow rate [9], plate spacing [8,15], HTF 
inlet temperature [6,16], and thermal conductivity of the utilized PCM 
[4] on the performance and efficiency of PTESs. An optimization study is 
thus required to reach the optimal design for the presented PHETES, by 
considering all these important parameters for the targeted energy 
system. 

Since the performance and efficiency of TESs are evaluated with 
several parameters, hereafter called “efficiency parameters”, improving 

Nomenclature 

RSM response surface modeling 
MOOP multi-objective optimization problems 
CFD computational fluid dynamics 
d sections' thickness (mm) 
ṁ flow rate (kg/s) 
P thermal power (kJ/s) 
g→ gravitational acceleration 
s→ source term 
u→ velocity vector 
Amushy mushy zone constant 
Cp specific heat capacity (kJ/kg.K) 
f liquid fraction of PCM 
H total enthalpy (kJ/kg) 
h sensible enthalpy (kJ/kg) 
k thermal conductivity (W/m.K) 
L latent heat of PCM (kJ/kg) 
M mass (kg) 
Q stored/released energy (kJ) 
T temperature (K) 

t time (s) 
t2◦C the duration required for a 2 ◦C temperature drop time in 

the heat transfer fluid outlet temperature 
0 initial condition 
p process 
HTF Heat transfer fluid 
PCM phase change material 
ref reference 
m melting process 
s solidification process 

Greek symbols 
ε effectiveness 
μ viscosity (kg/m.s) 
ε average effectiveness 
ρ density (kg/m3) 

Subscripts 
e HTF outlet condition 
h heat transfer fluid 
i HTF inlet condition  
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one of them might negatively affect the others or the total efficiency of 
the system; in a study of a plate-type TES that was used in a solar air 
conditioning system, it was observed that improving the efficiency of the 
system increases the charging time of the TES [17]. A similar work on a 
molten salt TES illustrates that although raising the inlet Ti significantly 
improves the charging time, a more non-uniform phase change rate will 
be observed at a higher Ti [18]. 

Another study on a plate-type TES shows that increasing Ti signifi
cantly accelerates the phase change process in TESs, while it raises the 
energy consumption of the system [19]. Unlike the HTF temperature 
though, changing plate inclination has no additional cost or energy use 
of the system. Hence, although optimizing the plate inclination has a 
lower effect on the TES' performance, this optimization is more feasible 
to enhance the performance of the TES, rather than increasing Ti. 

Therefore, the geometrical parameters of a TES should be carefully 
investigated in the design process even though they have less effect on 
the efficiency parameters than the operational parameters. In addition, 
the effect of design/operational variables on all efficiency parameters 
which are important for the defined energy system should be considered 
carefully. 

Experimental design, which is an analytical method to study 
different combinations of design factors in a product or system to 
identify the optimal design [20], is used to study the design variables 
and optimize them in an industrial product such as TESs [21]. However, 
the traditional experimental design methods are mostly complex, time- 
consuming, and challenging to reach the desired objectives [22]. 

To overcome these problems, Taguchi presented a model to study all 
effective design variables with a minimum number of experiments [23]. 
Another approach to experimental design analysis is the response sur
face methodology (RSM), which is widely used in such studies [24]. 
According to the literature, RSM requires more experiments than the 
Taguchi method [25], yet it is an effective method for conducting an in- 
depth study of the effects of design variables on efficiency factors [26]. A 
combination of these two methods is also utilized in [26], to optimize 
the melting performance in a storage tank by using the Taguchi design to 
present the optimum fin distribution, the number of fins, and the fins 
material. Then an RSM model based on the Taguchi designs was used to 
study the effect of fin length, width, and rotation angle. 

A similar investigation has been carried out on a TES with a flip 
mechanism to study the effect of inner tube eccentricity, fin deflection 
angle, and fin width on melting performance. The Taguchi method is 
utilized to analyze the individual contributions of each parameter to the 

melting performance, and the interactions of design variables are 
determined by using RSM [27]. Although the Taguchi method shows 
promising results in predicting the response values, there is some com
mon agreement that the RSM technique is more accurate [28]. 

The thermodynamic properties of the utilized PCM in a TES can be 
involved in an optimization study in addition to geometric parameters 
and operating conditions. Enhancing the thermal conductivity of the 
PCM by using copper nanoparticles was considered as a solution to 
improve the heat transfer rate in a TES, together with increasing the heat 
transfer surface by using fins and raising natural convection with a 
rotational mechanism [29]. However, the results show that the effect of 
nanoparticles is not as significant as the improvement in the geometry of 
the TES. In addition, the optimization decreases the melting time by 74 
% compared to the original design, while the thermal capacity drops by 
4.1 %. 

Such studies prove the importance of optimization studies on TESs as 
an optimal design that can significantly enhance the system's perfor
mance. Due to the significance of the optimization and the lack of such 
studies on the proposed PHETES [14], the current research focuses on a 
comprehensive optimization study on this specific TES. The results show 
that the optimal design has significantly higher efficiency than the 
normal design, if the HTF and PCM sections' thicknesses, as well as the 
temperatures Ti and T0, are considered as the design variables. 

2. Methodology 

The discharge process of the PHETES with an upward HTF (water in 
this study) flow serves as the case study to identify the optimal design for 
delivering heat to the energy system (Fig. 5 in [14]). 

In addition to HTF flow direction and type of process, this study 
assumed as constant design parameters both the overall size of the 
PHETES (as depicted in Fig. 1) and the thermophysical properties of the 
utilized PCM (as referenced in Table 2, ref. [14]). In addition, since the 
study at hand aims at optimizing the presented PHETES to operate with 
a domestic heat pump as an energy system for a residential apartment, 
ṁh equals 0.15 kg/s, in order to meet the operating conditions of this 
energy system [30,31]. 

Two main design variables Ti and T0, considered as operational 
design parameters, optimize the PHETES in this study. The thickness of 
the HTF section, dHTF, and that of the PCM section, dPCM, are instead 
considered as geometrical design variables. 

Since Te in the TESs decreases over time during the discharge process 

a) Geometry                                                                          b) Metal plate

300
400

Space to balance the 

PCM expansion

Fig. 1. Schematic of the proposed PHETES by Taghavi et al. [14].  
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[4] and the aim of presenting the PHETES is providing a stable Te to the 
heating system, the duration for which the Te drop is <2 ◦C, t2◦C, is 
considered as the main response parameter in this study. The restored 
heat from the PHETES after this time is the next response we considered, 
as obtained from Eq. (3) by using t2◦C as the upper bound of the integral. 
In addition to the stability in delivering the restored heat, the overall 
process time, tp, which is the required time to freeze all the PCM within 
the PHETES, is also considered as a parameter to compare the different 
designs of the PHETES. The other response parameters are ε and P, 
which are obtained from Eqs. (1) and (2) by considering tp as the upper 
bound of the integral. All of the above design parameters and responses 
are summarized in Table 1. 

The utilized methodologies in this research are CFD models, to 
simulate the phase change process in the PHETES with the defined 
design variables, RSM models to predict the responses' values over the 
defined design variables, and finally MOOP to propose the optimal 
design. 

The utilized methodologies in this research are CFD models, to 
simulate the phase change process in the PHETES with the defined 
design variables, RSM models to predict the responses' values over the 
defined design variables, and finally, Multi-Objective Optimization 
Problems (MOOP) to propose the optimal design. 

2.1. CFD model 

To avoid time-consuming and costly experiments to analyze the ef
fect of each design variable on the efficiency parameters, this study 
employed a transient model to simulate the heat transfer between PCM 
and HTF as well as the PCM phase change. The equations that are uti
lized in this model are continuity, momentum, and energy, which are 
presented as, 

∂ρ
∂t

+ ∇.(ρ u→) = 0, (4)  

∂ρ u→

∂t
+ ∇.(ρ u→ u→) = − ∇P + μ

(
∇2 u→

)
+ ρ g→+ S, (5)  

∂(ρH)

∂t
+ ∇.(ρ u→H) = ∇.

(
k

Cp
∇H

)

Sh, (6)  

respectively [32]. In these equations, ρ, H, u→, P, g→, and Sh represent 
density, enthalpy, velocity vector, pressure, gravitational acceleration, 
and energy source term. S also denotes momentum reference term and is 
given by 

S =
(1 − f )

2

f 3 Amushy u→, (7)  

where Amushy is the mushy zone constant [33]. The values of f are also 
calculated as, 

f =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, if T < Tsolidus,

1, if T > Tliquidus,

T − Tsolidus

Tliquidus − Tsolidus
, if Tsolidus < T < Tliquidus.

(8) 

Because phase change does not occur in the HTF, the enthalpy in Eq. 
(6) is solely a function of temperature for the HTF, while this parameter 
is affected by both temperature and phase change (latent heat) in the 
PCM. As a result, the HTF enthalpy, HHTF, in the energy equation is 
calculated as 

HHTF = href +

∫ T

Tref

CP dT′, (9)  

and the PCM enthalpy, HPCM, is obtained as 

HPCM = f .L + href +

∫ T

Tref

CP dT′, (10)  

where L is the total amount of latent heat for the PCM; the reference state 
is defined as the initial condition of the TES before starting the processes 
[11]. 

As depicted in Fig. 1, the PHETES comprises multiple interconnected 
HTF and PCM sections arranged in a linear configuration. Since simu
lating the complete geometry requires a substantial number of grids and 
considerable computational resources, the PHETES' geometry is 
simplified to Fig. 2.a which includes one PCM section surrounded by two 
HTF sections. However, since the model is symmetric, half of the ge
ometry is considered in the CFD model for more simplification (Fig. 2.b). 

Since Taghavi et al. experimentally validated the presented CFD 
model of the PHETES and carried out the mesh independence study on 
the model (Section 4 in [14]), the exact same CFD model of the PHETES 
is used in this study. 

According to Section 5.1 in [14], the highest relative error is 6.26 % 
indicating a good agreement between the experiments and simulation 
results across various geometries and operating conditions within the 
defined range. Additionally, Fig. 8 in [14] reveals that the model's ac
curacy remains largely consistent across different HTF flow rates as 
changing the flow rate increases the relative error only up to 2.9 %. A 
similar conclusion can be drawn by comparing Fig. 9.a and b with Fig. 9. 
c and d in [14] regarding the impact of HTF inlet temperature on the 

Table 1 
Design variables, constant parameters, and responses.  

Parameter type Parameter name Label Unit Physical range Coded Coded range 

Design variable HTF thickness dHTF mm [5, 20] A [−1,1] 
PCM thickness dPCM mm [5, 20] B [−1, 1] 
Initial T T0 K [343, 360] C [−1, 1] 
HTF inlet T Ti K [296, 310] D [−1, 1] 

Constant parameters HTF flow rate ṁh Kg/s 0.15 – – 
PHETES size – mm 500 * 400 * 300 – – 
Metal plate thickness – mm 1 – – 

PCM's thermophysical properties Melting temperature Tm K 337 – – 
Solidification temperature Ts K 332.5 – – 
Latent heat L kJ/kg 270 – – 
Specific heat capacity Cp kJ/kg⋅K 2–29.62 – – 
Thermal conductivity k W/m⋅K 0.22–0.34 – – 

Response Average power P kW    
Restored heat Q kJ    
Average effectiveness ε –    
Time to 2 ◦C drop t2◦C s    
Process time tP s     
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model's accuracy. Comparing Figs. 8 and 10 in [14] shows that changing 
the HTF and PCM section thicknesses affects the relative error by 3.3 % 
which shows the model is reliable for different geometries. Moreover, 
the results of the mesh independence study (Fig. 7 in [14]) show that the 
grid size barely affects the model's results. 

In summary, since the proposed model is reliable with different ge
ometries and operating conditions and there is no significant deviation 
between the experiments and the simulations' results, the proposed 
model is used in this optimization study. 

Computing the Reynolds number using the specified HTF flow rate, 
HTF thickness, and width indicates that the maximum Reynolds number 
is 400. This value suggests laminar flow for the HTF, which aligns with 
the proposed model for PHETES (Section 5 in [14]). 

As a result of the mesh, operating conditions, and geometry sensi
tivity studies, as well as the flow regime study, this model is reliable for 
this optimization study, delivering the required data for the RSM 
investigation. 

2.2. Response surface model 

The response surface methodology is adopted for studying the rela
tionship between a set of parameters, which we shall call “design vari
ables” and correspond to the PHETES design characteristics, and a set of 
“response variables”, which reflect the performance of the energy stor
age system. 

In general, a polynomial regression model is generated by the RSM 
according to the design variables' assigned range; this will express each 
of the responses y as a polynomial function of the n design variables xi. 
For the case at hand, we shall use a most customary second-order model, 

y = a0 +
∑n

i=1
aixi +

∑n

i=1
aiix2

i +
∑n

i,j∕=i

aijxixj + σ, (11)  

with a0, ai, aii, aij as the coefficients of the constant, linear or first order 
(FO), pure quadratic (PQ), and two-way interaction (TWI) terms, 
respectively. σ is a statistical error that is naturally embedded within the 
model by construction. 

Specifically, we shall be looking for five distinct second-order 
regression formulas, to quantify how five PHETES performance pa
rameters (response variables, or responses) are influenced by each of the 
device's design variables. Both of these parameter sets, including the 
ranges of design variables, are given in Table 1. 

In this investigation, we have used the “RSM” package for R [34], to 
which we remand for further details. Although RSM is quite intricated 
from the viewpoint of statistical methodology, the procedure is quite 
straightforward: once the design variables and responses have been 
defined, experimental or simulated values of the k responses are fitted by 
the RSM engine, which returns k regression formulas. It is then possible 
to study how the responses' values change in function of a single design 
variable, or of specific combinations of them. 

2.2.1. Experimental design: combining Box-Behnken design with training 
and testing sets 

It is quite well known that one of the main challenges in RSM 
practice is finding a set of experimental observations that would be 
optimal. This means that the experiments (here, simulations) should 
determine the set of response values in such a way that the prediction 
power of the regression formulas Eq. (11) is high, at the same time 
minimizing the number of experiments of simulations, which are time 
and resource consuming. In this paper, we adopt the Box-Behnken 
design [35] with 4 factors corresponding to the n = 4 design variables 
in Eq. (11), which was successfully used in a similar context by Gao et al. 
[36]. 

The BBD (Box-Behnken Design) constructs a hypercube within the 
configuration space of the design variables, in this case, a 4-dimensional 
space, where each so-called “natural” variable xi with a physical range of 
values mapped to a coded variable Xi ϵ [ − 1, 1] in this new configuration 
space. Following common practice, these coded variables are labeled 
from A to D. The transformation formula is very simple and is listed 
below, 

Xi =
(

x1 −
x1,max + x1,min

2

) 2
x1,max − x1,min

, (12)  

Fig. 2. The simplified geometry of the PHETES including two HTF sections and one PCM section (a), top view of the utilized geometry in the CFD model (b).  
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where e.g., Xi ≡ A is the first design variable, the HTF thickness 
dHTF ≡ x1. 

With 4 variables and a 3-point design, we have obtained 27 simu
lations; the alternative central-composite response design (CCRD) used 
by e.g. Liu et al. [37], would have required 31 simulations. As running 
physical experiments or computer simulations is often time- and 
resources-consuming, the BBD method is sometimes chosen over CCRD 
for this very reason; however, the first 18 simulations from the first two 
BBD blocks returned some overfitting for the RSM with low predictive 
capabilities. The stationary point of the fitted surface was outside of the 
experimental region for some response variables. In such cases, one 
either adds the third and final BBD block (9 additional simulations) or 
employs a variety of techniques, such as the steepest ascent, which al
lows circumventing this problem by rescaling the coded variables [34]. 

Since this would anyway have required additional simulation runs 
and/or changed our chosen PHETES design variables' ranges that are 
listed in Table 1, we extended the BBD design by including off-set points 
(i.e., not −1, 0 or +1). The total set of 49 simulations then provided 
substantial testing for the RSM regression formulas that had been 
calculated. 

Using a testing set besides a training dataset was indeed another 
purpose of our investigation. A major objective of BBD or CCRD designs 
is limiting the number of experiments; in data science, one typically uses 
a subset of data for training the model, with the remaining data as 
testing ground. 

We have accordingly identified three different models, each of them 
containing the BBD design with 75 % training data and 25 % testing 
data, a share that is quite customary. By listing the simulation runs 
sequentially, Model 1 features the first 37 simulations, Model 2 the last 
37, and Model 3 the 37 in the middle. 12 runs, allocated differently 
according to each model, were then used for testing. Each model's per
formance is investigated in Appendix A; several optimization options for 
PHETES design with enhanced flexibility were thus available, and for 
each response variable we selected either Model 2 or Model 3, according 
to the best performance. 

For consistency with previous investigations, we have also calculated 
as a performance metric a parameter called R2-prediction [37], 

R2
pred = 1 −

PRESS
SST

, (13)  

whose reliability against the testing datasets for the three models was 
checked. In the above equation, the total sum of squared differences 
between individual data points (yi) and the mean of the response vari
able (y) is defined as 

SST =
∑

i
(yi − y)

2
. (14) 

PRESS, for “predictive RSS”, is a version of the residual sum of 
squares (RSS) that sums up the squares of all the resulting prediction 
errors [39]. We recall that the RSS is defined as 

RSS =
∑

i
(ŷi − y)

2
, (15)  

where ŷi is the i-th predicted data point. 
While the RSS describes how well a linear model fits the fitted data, 

the PRESS indicates how well the model will predict new data. This is 
intended to replace relying on training and testing sets, thus reducing 
the number of simulations in concordance with a BBD or CCRD design. 
As it is shown in Appendix A, at least in our case the PRESS (thus, R2

pred) 
revealed not to be fully equivalent to using testing data, rather gener
ating some tension. 

2.3. Multiobjective optimization model 

Multiobjective optimization is used in many different research fields, 
from scientific and technological design to economic investigations. The 

main purpose is finding an ideal trade-off among two or more “objects” 
since they can seldom be maximized or minimized in the same config
uration of the system that is considered. For example, we could look at 
balancing between maximizing return and minimizing risk. 

In this paper, we look for a PHETES design that, given the five design 
variables identified in the previous section, would return the best 
possible compromise between maximal power, average effectiveness, 
and t2◦C, while minimizing the process time. 

Multi-Objective Optimization Problems (MOOP) are quite difficult to 
solve and require sophisticated statistical insight. Here we have chosen a 
subclass of algorithms known as the Multi-Objective Evolutionary Al
gorithm, an extension of the so-called Genetic Algorithms for MOOP 
called Non-dominated Sorting Genetic Algorithm II (NSGA-II) [40], 
which shares elitism and crowded comparison. “Elitism” means that at 
each iteration, the best solutions of the previous iteration are kept un
changed, which significantly improves the convergence speed. It is also 
computationally simpler, as it uses a fast non-dominated sorting 
algorithm. 

Ultimately looking for the optimal fitness value of one response 
variable, from a population of randomly selected chromosomes, or so
lutions, the algorithm computes the fitness values or the objective 
function values from each solution; two of these solutions will be chosen 
as parent solutions, then they will be crossed to create new solutions, 
called child solutions. At the end of the iteration, based on the fitness 
values a new population will be chosen, either from the parent solutions 
or the initial population and the child solutions. The algorithm will 
continue iterating until the stopping criterion (typically, the number of 
iterations) is fulfilled. 

In MOOP, NSGA-II works a bit differently. At the end of each itera
tion, the new population for the next iteration is chosen with a non- 
dominated sorting method: the solutions are divided into several “Par
eto fronts” and only those from the best front are chosen. Pareto opti
mality is the state where resources are allocated as efficiently as 
possible, in a way that improving one response will not worsen the 
others [41]. 

Moreover, the crowding distance (i.e., the Manhattan distance of two 
neighboring solutions for two objectives) of each solution is also 
computed for controlling the diversity of solutions. Those with the 
largest crowing distance are selected. As an exercise for testing the 
chosen NSGA-II algorithm and comparing the results with the literature, 
we have applied it to the regression formulas obtained by Liu et al. [37], 
Eqs. (18) to (20) in that paper. 

By using the same desirability function methodology as in Gao et al. 
[36], for tcharging, Q, and η they respectively obtained 138.9 min, 140.7 
MJ, and 65.9 %, corresponding to 4, 22, 672.8 K, 4 m/s, and 463 K for 
fins and tubes number, fluid inlet temperature, fluid velocity in the main 
channel, and initial temperature. 

With NSGA-II, we instead obtained 137.78 min, 141.28 MJ, and 
66.46 %, with parameters as follows: 6, 23, 673 K, 4 m/s, and 463 K. It 
therefore seems that NSGA-II could slightly improve those previous 
findings. 

3. Results and discussions 

This section articulates as follows: first, the results of the RSM model, 
which predicts the responses' values over the defined design variables, 
are presented. The optimal designs proposed by the MOOP model are 
then illustrated in Section 3.2. 

3.1. Response surface model results 

The present study uses a testing dataset comprising 49 CFD simula
tions; some statistical parameters are given in Table 2. By splitting the 
above set into 75 % training and 25 % testing simulation runs, we 
identified three distinct RSM models according to how the splitting was 
executed. For each of the 5 responses, we chose the best performing 
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model according to testing set and prediction metrics, as illustrated in 
Appendix A. Model 3 was used for average power, restored heat, and 
average effectiveness, while t2◦C and tp were better predicted with Model 
2 (Table 3). 

As a first check for the goodness of fit for each of the five responses, 
the chosen regression model provides the R2 values listed in Table 4, for 
both testing and training sets (the adjusted R2 are slightly lower, but 
only at the third digit, thus they are omitted). R2 and R2

pred are both 
satisfactory and, as a metric of comparison, they are in line with the 
values reported in [36,37]. 

Diagnostic plots of predicted-vs-actual for average effectiveness are 
given in Fig. 3.a for the training data (R2 = 0.9896) and in Fig. 3.b for 
testing data (R2 = 0.986). Testing data diagnostic plots for Average 
power and process Time are given in Fig. 4 and Fig. 5, respectively. 
Diagnostics of the RSM regression models are addressed in the next 
section. 

The effect of design parameters on the efficiency parameters can be 
observed in Fig. 6. According to Fig. 6.a, the temperature drop in Te 

happens faster with large PCM thicknesses while PHETES with a thick 
HTF section provides a more stable Te as it can store greater volume of 
high-temperature HTF in the charging process. Then, discharging the 
stored fluid takes more time than a thin HTF section which gives more 
stability in Te. In addition, this figure shows that increasing the PCM 
thickness accelerates the temperature drop. This is because thick PCM 
reduces the number of HTF sections in the system, resulting in a lower 
amount of high-temperature HTF that can be stored in the system. The 
PHETES power profile over the thickness of the sections is presented 
next. Comparing Fig. 6.a and b shows that changing the thickness has 
almost the same effect on power and temperature drop. According to 
Fig. 6.a, increasing the thickness of the HTF section delays the outlet 
temperature drop in the PHETES. Combining this outcome with Eq. (2), 
it can be concluded that increasing this thickness leads to raising the 
PHETES power as seen Fig. 6.b. 

Unlike the PCM thickness, the thickness of the HTF section barely 
affects the average power, since Fig. 6 shows that increasing this 
thickness improves this efficiency parameter only slightly. Due to the 
low thermal conductivity of PCM and substitution of the high- 
temperature HTF with a colder fluid, the difference between Ti and Te 

at the end of the discharging process is minimal, leading to a significant 
reduction in power. Since fully discharging the PHETES requires 
running the system for a long time while it has low power, the average 
power remains nearly constant for all scenarios regardless of the sec
tion's thickness. 

However, Fig. 6.c shows that the PHETES performance is signifi
cantly affected by the thickness of the HTF section when the system is 

working with stable Te. According to this figure, a thick HTF section 
enhances the heat delivery of the system due to deferring the Te drop. 

T0 and Ti are other design variables whose effect on the average 
effectiveness is presented in Fig. 6.d. This figure shows that ε reaches its 
maximum value when T0 and Ti are at their minimum in the defined 
range. According to Eq. (3), the average effectiveness drops by 
increasing the PHETES initial temperature and the HTF inlet tempera
ture. Fig. 6.e shows that Ti also has the same effect on process time, 
meaning that increasing Ti raises the process time: this change drops the 
temperature difference between the HTF and PCM, resulting in a poor 
heat transfer rate between these two fluids, according to Eq. (2). Such a 
low heat transfer rate increases the process time. However, as depicted 
in this figure, this design parameter has no significant effect on tP when 
Ti reaches its low values in the range. Furthermore, a PHETES with a 
high T0 requires more time to cool down the melted PCM to the solidi
fication temperature and to start the freezing process, causing a long 
process time. On the other hand, analyzing Fig. 6.e, we can infer that a 
low T0 also raises the process time due to the low temperature difference 
with the inlet HTF. 

3.1.1. Regression formulas and ANOVA diagnostics 
The output of the RSM methodology highlighted in Section 2.2 

consists of four second-order regression formulas, each of them 
expressing a response variable in function of combinations of the four 
PHETES design variables, namely 

y = A + B + C + D + AB + AC + AD + BC + BD + CD + A2 + B2 + C2 + D2

(16) 

The coefficients for each term in the regression formulas are listed in 
Table 4. 

We recall that in the above, A = HTF thickness, B = PCM thickness, C 
= initial temperature, and D = HTF inlet temperature. 

Regarding the regression model's diagnostics, the autocorrelation 
test provided excellent results for all the training datasets that are 
addressed in Appendix A. All five responses are within the boundaries in 
the autocorrelation function (ACF) plot, and residuals are well 
controlled (namely, the previous value has no impact on the next value). 
As no autocorrelation has been detected, systematic errors can be 
excluded. 

Next, the ANOVA (or Analysis of Variance) illustrates if the model is 
valid and which combinations of those four PHETES design variables are 
most impactful on the five response variables. This is mostly determined 
by two parameters, the F-value, and the p-value. Specifically, the F-value 
is the variance of the group means (Mean Square Between) over the 
mean of the within-group-variances (Mean Squared Error). Such test 
statistic is therefore an indication of the variance of the model. Then, 
given an F-value, the p-value is the probability of getting a result at least 
as extreme as the one that was observed if the null hypothesis is true. 

We shall reject the null hypothesis (namely, we can conclude that the 
model is significative) when the p-value is smaller than our chosen 
α-level, of the significance level. This usually corresponds to 5 %, or 
0.05. Among the various combinations of PHETES design variables that 
are addressed by the RSM model, only those with p-value < 0.05 will be 
significant for the according response variable. 

The ANOVA table for the chosen RSM models, all responses, is given 
in Table 5, where FO=First Order, TWI = Two-Way Interaction, and PQ 
= Pure Quadratic (see Section 2.2 for their definition). 

Each of the three groups above therefore shows significance. Spe
cifically, the combinations B, C, D, BD, and B2 have significant effects on 
Power; A, B, C, D, E, A2, B2, C2 on Restored heat; B, C, D, B2 and C2 are 
significant for average Effectiveness; A, B, C, AB, AC, AD, A2, B2, C2 for 
t2◦C; B, D, BD, B2 and D2 for process Time. 

Table 2 
Statistical parameters of the full simulated dataset (49 observations).   

P [kW] Q [kJ] ε [−] t2◦C [s] tP [s] 

Average  11.55  4979.66  0.394  169.54  1013.06 
SD  4.49  1365.58  0.148  47.68  460.37 
Ave/SD  2.57  3.65  2.67  3.56  2.2 
Maximum  3.03  7998.83  0.65  249.20  2600 
Minimum  23.85  1298.84  0.15  61.63  540  

Table 3 
R2 and R2

pred values for the five response variables, RSM model with 4 design 
variables, 37 training (75 %), and 12 testing data (25 %).   

Training set Testing set R2
pred 

Average power [kW]  0.9866  0.9885  0.962 
Effectiveness [−]  0.9896  0.986  0.974 
2◦K T drop time [s]  0.9924  0.9634  0.961 
Time [s]  0.9828  0.9739  0.929 
Restored heat [kJ]  0.9252  0.9565  0.752  
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3.2. Multi objective optimization results 

Table 6 displays the MOOP results when optimizing either average 
Effectiveness or average Power, for a population of 200 solutions and 
1000 generations for the NSGA-II algorithm, including the values of 
responses as well as those of the according design variables. 

It is immediately evident that the PHETES requires the minimum 
PCM thickness to achieve optimal performance. According to the con
duction heat transfer equation, Q = − kA ΔT/d, where A, ΔT, and d, are 
respectively the heat transfer area, the temperature difference between 
the surfaces, and the thickness of the part, low values of k can be 

compensated by decreasing the thickness. As a result, the PHETES can 
reach higher performance using lower PCM thickness instead of 
increasing the PCM's thermal conductivity. 

Unlike the PCM thickness, the thickness of the HTF section varies 
based on the desired efficiency parameter. Additionally, according to 
this table, the thickness of HTF should not fall below 10 mm as there is 
no optimal efficiency parameter below this value. In addition, Table 6 
shows that the PHETES reaches the optimal performance considering all 
the responses with the minimum value of Ti due to heat transfer 
enhancement according to Eq. (2). In other words, a low value of Ti 

Table 4 
Regression formulas coefficients for the five responses, according to Eq. (16).   

Restored heat Average power Effectiveness T drop time Process time 

(Intercept)  5159.862  9.608739  0.310517  165.7956  1052.391 
A  1425.647  0.724549  0.026141  54.66348  28.00193 
B  −1372.08  −6.3799  −0.21456  −54.0577  642.7175 
C  306.379  1.157608  −0.02056  −17.0902  17.7118 
D  −761.787  −2.13894  −0.02184  −0.615  151.2519 
AB  203.2855  0.47472  0.020051  24.29791  11.12913 
AC  −38.0746  0.435962  0.00989  −10.5583  −27.9252 
AD  13.94874  0.293869  0.007588  −7.29192  0.947421 
BC  −34.8235  −1.17597  −0.00054  1.202283  22.94741 
BD  151.3882  0.945995  0.006569  −3.34783  152.9627 
CD  −9.72036  0.101674  0.000981  0.618995  6.833863 
A2  −1282.07  −0.9273  −0.02945  −24.5291  −56.9185 
B2  601.648  2.61961  0.088713  17.76234  172.6255 
C2  −518.71  0.155417  0.012232  −12.8173  9.35918 
D2  −22.0342  −0.34538  −0.01109  −0.85039  63.76622  

Fig. 3. Predicted (y-axis) vs actual (x-axis) data for Effectiveness, training data R2 = 0.9896 (a), testing data R2 = 0.9896 (b).  

Fig. 4. Predicted (y-axis) vs actual (x-axis) data for Average power, testing 
data. R2 = 0.989. Fig. 5. Predicted (y-axis) vs actual (x-axis) data for process Time, testing data. 

R2 
= 0.974. 
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increases the heat transfer between the HTF and PCM which can 
improve the effectiveness, power, temperature drop time, and process 
time. 

Analyzing with Table 6 the effect of T0 on the efficiency parameters 

for optimal designs reveals that a high temperature charging can slightly 
improve the thermal power, while it has negative effects on other pa
rameters. Moreover, the PHETES is aimed to be used with heat pumps in 
which a high operating temperature reduces the efficiency [42]. As a 

Fig. 6. Surface plots for t2◦C, average power, and restored heat as functions of PCM and HTF thicknesses (a), (b), and (c), average effectiveness and process time, 
based on T0 and Ti (d), and (e). 

Table 5 
ANOVA results for the 5 responses with 4 design variables.   

Power [kW] Restored heat [kJ] Effectiveness [−] t2◦C [s] tp [s] 

FO F-value 378.3896 65.0906 493.8793 629.388 300.1049 
p-Value <2.2e-16 7.506e-13 <2.2e-16 <2.2e-16 <2.2e-16 

TWI F-value 6.5081 2.5078 9.0627 29.123 4.5142 
p-Value 0.0004664 0.0487380 4.790e-05 2.148e-09 0.003983 

PQ F-value 17.9127 8.4728 18.1885 46.030 6.7511 
p-Value 1.132e-06 0.0001829 9.984e-07 2.217e-10 0.001054  
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result, exceeding 10 ◦C from the melting temperature decreases the 
overall efficiency of the system. 

Fig. 7 reports a 3D plot showing the distribution of solutions that 
belong to the first Pareto front, also called “dominant solutions”, in the 
4-dimensional space of configurations of the responses (the process time 
holds as 658.6 and Restored heat as 6866.104 kJ). The first Pareto front 
is the set of optimal solutions in the space of objective functions; these 
solutions are non-dominated to each other, but they are superior to all 
the other solutions [43]. 

As a side note, we conclude this section with a brief test and com
parison for the NSGA-II algorithm. As an additional exercise, we have 
applied it to the regression formulas obtained by Liu et al. [37], Eqs. (18) 
to (20). Using the same desirability function methodology as in Gao 
et al. [36], for tcharging, Q, and η they respectively obtained 138.9 min, 
140.7 MJ, and 65.9 %, corresponding to 4, 22, 672,8 K, 4 m/s, and 463 K 
for the number of fins, of tubes, fluid inlet T, fluid velocity in the main 
channel, and initial T. 

With NSGA-II, we obtained 137.78 min, 141.28 MJ, and 66.46 %, 
with parameters as follows: 6, 23, 673 K, 4 m/s, and 463 K, which seems 
to be a good result. 

4. Conclusions 

This study carried out an optimization study of a plate heat 
exchanger thermal energy storage (PHETES) [14], by using a combi
nation of response surface methodology models, computational fluid 
dynamics simulations, and multi-Objective Optimization Problems to 
identify the optimal design considering the efficiency parameters of the 
system. Average effectiveness, average power over the discharging 
process, the duration required for a 2 ◦C temperature drop time in the 
heat transfer fluid outlet temperature, and process time were tested 
against four main design variables: the thickness of the sections, the 
initial temperature of the system, and the inlet temperature of the heat 
transfer fluid. The main gains of our investigation are as follows: 

The PHETES with a 5 mm phase change material section exhibits the 
highest performance for all the efficiency parameters. 

A combination of 5 mm and 20 mm thickness for phase change 
material and heat transfer fluid, respectively, optimized all the re
sponses except the process time. 

Since the PHETES power drastically drops at the end of the dis
charging process, running the system to be fully discharged is not effi
cient for the energy system. 

Considering the PHETES and heat pump efficiency, the system 
should not be charged by >10 ◦C above the PCM melting temperature. 

This study shows the importance of RSM and multi-objective opti
mization for enhancing the efficiency and performance of a PHETES 
working with a heat pump. However, the benefit of the optimal design 
on the entire system is not clear. Therefore, further studies are required 
to evaluate both the energy savings and performance improvements of a 
heat pump with the PHETES against the additional costs incurred by the 
system. Additionally, the RSM analysis, although satisfactory, has un
veiled some possibility for improvement that should be investigated as 
well. 
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Table 6 
MOOP results with NSGA-II (population = 200, 1000 generations).   

Min tp [s] Max ε [−] Max P [kW] Max Q [kJ] Max t2◦C [s] 

P [kW]  16.66  19.33  23.77  21.9  17.9 
Q [kJ]  6208  6866.5  8047.1  8363.9  7142.8 
ε [−]  0.615  0.665  0.623  0.62  0.625 
t2◦C [s]  233  230  207  237  264 
tp [s]  495  636  659  657  640 
HTF [mm]  10.5  11.1  14.1  16.0  19.9 
PCM [mm]  5  5  5  5  5 
T0 [K]  347.5  343  360  354.2  343 
Ti [K]  304.7  296  296  296  296 
HTF volume fraction [−]  0.63  0.64  0.705  0.72  0.746 
PCM volume fraction [−]  0.3  0.29  0.25  0.225  0.187 
Plates volume fraction [−]  0.07  0.07  0.045  0.055  0.067 

The bold identifies the optimisation target (Max or Min value) for the response variable the specific column refers to. 

Fig. 7. MOOP results: 3D plot for optimal Efficiency as in Table 4, 1st Par
eto front. 
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Appendix A. Comparison of training datasets for RSM 

This section briefly discusses different experimental designs (“training sets” henceforth) for the RSM. By using only a BBD model, an ANOVA 
analysis showed that the stationary point of the fitted surface was far from the experimental region; further simulations were thus needed, due to a 
rescaling of the parameters' ranges following e.g., the steepest-ascent method. 

As remarked in Section 2.2.1, we wanted to keep this experimental design, also aiming at testing datasets the regression formulas with new data 
outside the training set, since the parameters for transformation and optimization are in-sample. Such additional statistics then allowed exploring 
different empirical models, showing the importance of testing datasets. 

The total number of simulations was 49, which we used to identify three models with a customary 75 % data for training (37 simulations) and 25 % 
for testing (12 simulations). Referring to the simulation runs as a sequence, Model 1 takes the first 37 simulations, Model 2 the last 37, and Model 3 has 
the central 37 simulations, in other words runs #1 to #6 and #44 to #49. This is similar to cross-validation (CV) in standard data analysis (we could 
actually say that we have performed a 3-fold CV).  

Table A.1 
Comparison of three different training sets for RSM.   

Model 1 Model 2 Model 3 

Average power    
R2 training  0.9909  0.9904  0.9866 
R2 testing  0.9106  0.985  0.9885 
R2

pred  0.975  0.977  0.962 
Restored heat    

R2 training  0.9808  0.92  0.9252 
R2 testing  0.649  0.9473  0.9565 
R2

pred  0.936  0.66  0.752 
Effectiveness    

R2 training  0.9918  0.9908  0.9896 
R2 testing  0.9522  0.9885  0.986 
R2

pred  0.978  0.978  0.974 
T drop time    

R2 training  0.9972  0.9924  0.9943 
R2 testing  0.7629  0.9634  0.959 
R2

pred  0.992  0.961  0.98 
Process time    

R2 training  0.9909  0.9828  0.9803 
R2 testing  0.7515  0.9739  0.9641 
R2

pred  0.947  0.929  0.918  

Table A.1 illustrates a comparison of the three models by using the R2 parameter for the three different training sets (R2
pred was defined in Section 

2.2.1). One can immediately notice how testing results clearly favor Model 3 for Average power, Restored heat and Average effectiveness, while t2◦C 
and process time are better predicted with Model 2. Interestingly, at least for this dataset using R2

pred as the sole performance parameter would have 
been deceiving for both T drop and process times, as R2

pred was maximal for Model 1, while this model has the worst predictability for both. 
As we deem the performance on the testing dataset to be the most reliable for predictions, the RSM analysis that is illustrated in Section 3.1 

combines two of the above models: Model 2 for t2◦C and process time, and Model 3 for Average power, Restored heat and Average effectiveness. 
Of course, here we are not questioning common practice; it might be however worth exploring what is found in Table A.1 on a larger testing 

dataset, for example to see what happens if the three models are tested on the exact same testing dataset (by construction of 3-fold CV, this was not 
possible here). Exploring if the above holds also for other databases could lead to more statistically relevant and generalizable results as well. The 
bottom line of this discussion is that we suggest using some caution when a testing dataset is not available and R2

pred is used as the only performance 
parameter. These considerations are mostly on the formal side, as all three models have a very high predictive power, which could be enough for 
practical purposes. 
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