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The electron density profiles at monovacancies of simple metals are calculated by the self-consistent Kohn-Sham method and by a number of statistical methods. The metal is described by a uniform positive background charge together with an interacting electron gas, and the vacancy is approximated as a spherical hole in the background. The Kohn-Sham electron density inside the vacancy is found to be in average 1/5 of the density in the bulk material. Of the various statistical methods, the simple Thomas-Fermi approximation is found to describe best the average electron density over the whole metallic density range when compared to the Kohn-Sham results. The energies of vacancy formation are calculated by using the Kohn-Sham electron densities together with three lattice models, and reasonable numerical success is achieved for alkali metals. In the case of polyvalent metals the results are not satisfactory even if the uniform background were replaced by point ions or if the electron-ion interactions were described by Ashcroft empty-core pseudopotentials. The lifetimes of a positron trapped at the vacancies of several metals are calculated by using both the Kohn-Sham and the Thomas-Fermi electron densities. The results for most metals are in agreement with experimental values. The angular-correlation curve of the positron in aluminum vacancy is calculated directly from the Kohn-Sham one-electron wave functions. The result agrees with the curve calculated from the so-called mixed-density approximation and also with the experimental result.

I. INTRODUCTION

The properties of vacancies in metals can be studied in two profoundly different ways. One can assign (usually pairwise) interactions between the atoms using a suitable empirical or semiempirical description or the interatomic potential of pseudo-potential theory. A great advantage of this method is that explicit volume dependence can be eliminated in computing binding energies and thus it can readily be generalized to more complicated defect structures.

A second approach is to start from a given ionic configuration and calculate the conduction-electron distribution around the lattice defect. The relaxed charge density gives rise to a defect potential for electrons and positrons; the former are scattered off it with a concomitant increase in resistivity, while the latter are attracted towards the vacant site and may become trapped. Consequently, the electron density profile is of interest in view of residual resistivity or positron-annihilation parameters. Furthermore, the question of lattice relaxation around a vacancy can be tackled by combining the Kanazi lattice statics method with the charge distribution calculations for an unrelaxed lattice.

Stott et al. produced the displaced charge around a lattice vacancy by making the electrons scatter self-consistently in the Hartree sense from a defect potential, for which they chose the negative of the ion field of the missing atom. As the core part of this potential is highly repulsive, their electron densities are, in our opinion, far too low inside the vacancy. Beeby has developed a Korringa-Kohn-Rostker (KKR) type theory for the density of electrons in an imperfect lattice. Its application even to a monovacancy is, however, a fairly lengthy computational task and has not been attempted as yet.

In this paper, we report on calculations of self-consistent electron density profiles at monovacancies of simple metals, outlined in an earlier paper. A uniform background-charge model (jellium) together with an interacting electron gas is used. In Sec. II the electron density at the monovacancy is calculated by the density-functional method of Kohn and Sham, a method which gives a sufficiently accurate description for the jellium model, and in Sec. III the results are compared with those obtained by the Thomas-Fermi method and its various extensions. Using the obtained electron density distributions, we have attempted in Sec. IV to calculate the vacancy-formation energies by a method which parallels the surface-energy studies of Lang and Kohn.

The positron-annihilation method has proved useful in studying lattice defects. The lifetime and angular-correlation measurements yield information about the electron density and momentum distribution around the positron. The disadvantage of the positron-annihilation method is that the positron itself, being a charged particle, distorts the electron distribution. However, the fact that the positron easily gets trapped at defects makes the positron a unique probe in studying the inside region of the vacancy. In Sec. V the annihilation characteristics of positrons trapped at vacancies are calculated. The positron lifetime is evaluated for several metals by using both the
Thomas-Fermi and the Kohn-Sham electron densities. The angular-correlation curve due to trapped positrons is calculated in the case of aluminum, where annihilations with core electrons add only a minor contribution to the curve.

II. VACANCIES IN THE DENSITY-FUNCTIONAL FORMALISM

In the uniform-background model a monovacancy is described as a spherical hole in the background; hence the ion density is

\[ n_i(F) = n_0 \Theta(r - R_{wb}) \]  

(2.1)

where \( n_0 \) is the background number density, \( \Theta \) is the step function, and \( R_{wb} \) is the Wigner-Seitz radius satisfying the condition

\[ n_0^2 \pi R_{wb}^3 = Z \]  

(2.2)

where \( Z \) is the valence of the metal.

The formalism of Hohenberg, Kohn, and Sham\(^{6,11}\) the total energy of the electronic system is expressed as a functional of the electron density (atomic units are used throughout all formulas),

\[ E[n] = \int d^3 r \, \psi^*(r) H \psi(r) + \frac{1}{2} \int d^3 r \int d^3 r' \, \frac{n_F(r) n_F(r')}{|r - r'|} + T[n] + E_{xc}[n] \]  

(2.3)

where \( n(F) \) is the electron number density and \( \psi(r) \) an external potential. \( T[n] \) and \( E_{xc}[n] \) are the kinetic and exchange-correlation energies of the system. In the case of a vacancy the external potential \( V_F(r) \) is the electrostatic potential due to the positive background charge \( n \), of Eq. (2.1). In the Kohn-Sham method (hereafter referred to as the KS method) one defines an effective one-particle potential

\[ V_{\text{eff}}(F) = - \phi(F) + \frac{\delta E_{xc}}{\delta n(F)} \]  

(2.4)

where \( \phi(F) \) is the total electrostatic potential of the system. The electron density is defined as

\[ n(F) = \sum \left| \psi_i(F) \right|^2 \]  

(2.5)

where the wave functions \( \psi_i \) are solutions to the Hartree-type one-particle equations

\[ \left[ -\frac{1}{2} \nabla^2 + V_{\text{eff}}(F) \right] \psi_i(F) = \epsilon_i \psi_i(F) \]  

(2.6)

The over-all charge balance requires that \( \phi(\infty) = 0 \) as \( r \to \infty \). Hence the effective potential \( V_{\text{eff}} \) approaches the value

\[ \left[ \frac{\delta E_{xc}}{\delta n(F)} \right]_{n = n_0} = \mu_{xc}(n_0) \]  

\[ \mu_{xc}(n_0) = \frac{1}{2} k_F^2 + \mu_{xc}(n_0), \]  

\[ k_F \text{ being the Fermi momentum.} \]

The one-particle eigenvalues of Eq. (2.6) are \( \epsilon_i = \mu_0 + \frac{1}{2} (k^2 - k_F^2) \), where \( k < k_F \). Omitting gradient corrections the exchange and correlation part of the effective po-
tential can be written

\[ \delta E_{xc} \]  

\[ \frac{\delta E_{xc}}{\delta n(F)} = \frac{d}{dn} \left[ n(F) \epsilon_{xc}(n(F)) \right] \]  

(2.7)

where \( \epsilon_{xc} \) is the exchange and correlation energy per particle in a homogeneous electron gas of density \( n \). The spherical geometry of the problem allows a separation of the angular variables of the wave functions and one is finally led to the following self-consistency problem:

\[ \left( -\frac{1}{2} \frac{d^2}{d r^2} + \frac{1}{2} (1 + \frac{1}{2}) \right) u_{n, l} = [\mu_0 + \frac{1}{2} (k^2 - k_F^2)] u_{n, l}, \]  

(2.8)

\[ V_{n, l}(F) = - \phi(F) + \frac{d}{dn} [n \epsilon_{xc}(n)] \]  

(2.9)

\[ \n(F) = \frac{1}{4} \int_0^{r_p} \sum_{l=0}^\infty (2l + 1) (u_{n, l} u_{n, l}^*)^2 \]  

(2.10)

For the correlation energy, we have used the Wigner interpolation formula, so that the exchange-correlation energy per particle is\(^9\)

\[ \epsilon_{xc}(n) = -0.458 \frac{n_0}{r_s(n)} - 0.44 \frac{n_0}{r_s(n)} + 7.8 \]  

(2.12)

where \( r_s(n) \) is the conventional density parameter. For comparison, we have also used for the correlation energy a more recent formula of Hedin and Lundqvist,\(^{13}\) but the differences in the electron density were found to be less than 1%.

The set of equations (2.8)–(2.11) have been solved numerically by a method described in the Appendix. The results for eight metals, which represent the whole metallic density range, are shown in Fig. 1. The relative electron density inside the vacancy is fairly high. Its dependence on the electron density parameter \( r_s \) and on the valency \( Z \) is shown in Fig. 2.

In the numerical calculations it was found necessary to use the angular momentum up to \( l = 7 \). In Table I we show the phase shifts at the Fermi energy and the displaced charges corresponding to each partial wave in the case of aluminum. The charge neutrality condition, which equals to the Friedel sum rule, is fulfilled to an accuracy of 1%. The self-consistency achieved in the electron density was better than 0.1%. Outside the vacancy, for \( r \geq 3 R_{wb} \), the electron density reaches its asymptotic value

\[ n(r) = n_0 \times \left[ \cos(2k_F r + \eta)/r^3 \right], \]  

(2.13)

where \( \eta \) is a constant. The first Friedel oscillations in aluminum and sodium are shown in Fig. 3.

The effective scattering potential \( V_{\text{eff}} \) for two representative metals, Al and Na, are shown in Fig. 4. One can see that in the case of a low-electron density (Na) the exchange-correlation part
the potential becomes dominant. The potentials exhibit also the long-range oscillations similar to those in the electron density.

III. THOMAS-FERMI METHOD AND ITS EXTENSIONS

We have also calculated the electron densities at vacancies employing a number of statistical methods, which are based on the minimization of the total energy in Eq. (2.3). By taking the kinetic energy in a local description and ignoring the term

<table>
<thead>
<tr>
<th>$l$</th>
<th>$Z_f$</th>
<th>$\delta_l (\varphi_f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.760</td>
<td>-1.146</td>
</tr>
<tr>
<td>1</td>
<td>1.062</td>
<td>-0.584</td>
</tr>
<tr>
<td>2</td>
<td>0.732</td>
<td>-0.328</td>
</tr>
<tr>
<td>3</td>
<td>0.312</td>
<td>-0.067</td>
</tr>
<tr>
<td>4</td>
<td>0.084</td>
<td>-0.016</td>
</tr>
<tr>
<td>5</td>
<td>0.026</td>
<td>-0.004</td>
</tr>
<tr>
<td>6</td>
<td>0.009</td>
<td>-0.001</td>
</tr>
<tr>
<td>7</td>
<td>0.002</td>
<td>-0.000</td>
</tr>
</tbody>
</table>

FIG. 2. The relative Kohn-Sham electron density at the centre of the vacancy as a function of $r_s$ and $Z$. 

FIG. 1. Electron density profiles at vacancies in eight simple metals. The solid lines are the self-consistent Kohn-Sham electron densities, and the dashed ones the Thomas-Fermi results.
$E_{xc}$, one is led to the Thomas–Fermi (TF) approximation. Including also the local exchange energy in the total energy, one obtains the Thomas–Fermi–Dirac (TFD) approximation. The TF equation in the case of a jellium vacancy was solved by the method described earlier. The same procedure is used here to calculate the TFD electron densities. The TF electron densities are presented in Fig. 1 as opposed to the KS results. The corresponding electrostatic potentials for aluminum and sodium are shown in Fig. 4. From atomic calculations it is well known that the TFD equation is unable to describe the situation where the electron density approaches zero, since the resulting density profile becomes discontinuous. Inside the vacancy the electron densities for all metals are so low that this happens, and consequently the TFD method seems to be quite useless for vacancy calculations.

The inhomogeneity corrections to the total energy can be taken into account by density gradients using the method of Hohenberg and Kohn. The first correction to the kinetic energy is of the Weizsäcker type

$$E_{W} = \frac{1}{72} \int d\vec{r} \frac{[\nabla n]^2}{n}$$

first suggested by Kirzhnits. The original Weizsäcker term had the coefficient $\frac{1}{3}$ instead of the coefficient $\frac{1}{72}$. Jones and Young have proposed that when the variations in electron density are rapid one should rather use the original coefficient $\frac{1}{3}$. In the case of a vacancy, however, the use of the larger factor leads to much higher interior densities than those of the KS method. Including Eq. (3.1) into Eq. (2.3), one arrives at the nonlinear integro-differential equation [which we shall call the Thomas–Fermi–Dirac–Weizsäcker (TFDW) equation]

$$\frac{1}{2} \left( 3 \pi^2 \right)^{\nu/2} n^{\nu/2} - \left( 3/2 \right)^{\nu/2} n^{\nu/3} + \frac{1}{72} \frac{\left( \nabla n \right)^2}{n^2} - \frac{1}{36} \frac{\nabla^2 n}{n}$$

where $\mu$ is the chemical potential.

In the Hohenberg–Kohn formalism, one can generate gradient corrections for the exchange energy also. The first such correction is of the form $\gamma \left| d\vec{F} \right| \nabla n^{1/2} / n^{1/3}$, where the positive factor $\gamma$ depends strongly on the dielectric function used to calculate the gradient expansion, as shown by Geldart et al. Because of the negative sign of this correction term, the energy functional (2.3) is no longer bounded from below and so it cannot be used in calculating the electron density by a minimization principle. Recently, Niklasson et al. have calculated a gradient correction to the correction energy. It is also of the form $\left| d\vec{F} \right| \nabla n^{1/2} / n^{1/3}$, but positive and so large that, combined with the exchange term, it makes a gradient correction, which is positive and thus reasonable for use in the functional (2.3).

From Fig. 1 one can see that the TF result describes fairly well the average electron density in the vacancy over the whole metallic density range $1.8 \leq r_s \leq 5.6$. Figure 5 shows the differences of the TF and TFDW electron densities from the KS.

---

FIG. 3. The first Friedel oscillations in electron densities at vacancies of sodium and aluminum.

FIG. 4. Effective scattering potentials for electrons in the vacancies of sodium and aluminum. $V_{eff}$ is the total scattering potential in the Kohn–Sham model, $\phi$ is the electrostatic and $V_{xc}$ the exchange-correlation part of this potential. $V_{TF}$ is the electrostatic potential in the Thomas–Fermi approximation.
density in the cases of Al and Na. The TFDW result is slightly better than the TF result in a high-electron-density metal like Al, but worse in the case of the low electron density of Na, since the Dirac term overestimates the exchange effect at low electron densities. The statistical methods, with or without gradient corrections, cannot yield the correct Friedel oscillations which are present in the KS electron densities.

It is also interesting to compare the TF and TFW (TFDW without exchange) densities with the Hartree electron density, because none of these methods takes into account any exchange or correlation phenomena. The Hartree density is obtained by including only the electrostatic part into the effective potential $V_{\text{eff}}$, in Eq. (2.8). Irrespective of the bulk $\rho$, the Hartree electron density inside the vacancy becomes slightly greater than the TF density. The gradient correction (3.1) brings the TF result closer to the Hartree density, and its effect is larger in high-density metals. It can also be noted that the amplitudes of the Friedel oscillations produced by the Hartree calculations are for low-density metals about one order of magnitude smaller than the amplitudes in the KS electron densities.

In the computations described above the background charge was taken to be a step function, Eq. (2.1). In order to test if the discontinuity in the background charge has any effect on the electron density, we also calculated the TF densities by using a smeared-out background charge distribution. It was found that the electron densities were rather insensitive to the exact shape of the background charge, if the smearing was constrained within reasonable limits.

IV. VACANCY-FORMATION ENERGY

In this section we use the electron densities discussed above to calculate the formation energies of vacancies in simple metals. Our approach is analogous to that taken by Lang and Kohn in their study of energetics of metal surfaces. For reference to other methods we refer to a recent article of Minchin et al.

We ignore lattice relaxation just as Lang and Kohn did, although relaxation certainly is more important for the vacancy-formation energy than for the electron density distribution. The reason is that the vacancy-formation energy is a sum of large terms which almost exactly cancel each other; thus even a small effect due to relaxation may have a relatively large contribution to the small vacancy-formation energy. The magnitude of the relaxation of the nearest atoms, e.g., in Al, is about (2−3)% of the lattice constant.

Within the density functional formalism the vacancy-formation energy can be expressed as a sum of three terms

$$E_v = \Delta T + \Delta E_{xc} + \Delta E_c$$

which are the differences in kinetic, exchange-correlation, and electrostatic energies between a perfect lattice of $N$ atoms and a lattice with one atomic cell removed from the bulk and placed on the surface. The change in the kinetic energy is

$$\Delta T = \sum_k \Delta \epsilon_k + \frac{2}{3} Z \epsilon_F + NZ \mu_{\text{xc}}(n_0) - \int d\mathbf{r} V_{\text{eff}}(\mathbf{r}) n(\mathbf{r})$$

The first term in Eq. (4.2) is because of the shifts of the one-electron eigenvalues, the second arises from the displacement of the Fermi energy as the total volume of the system is increased. In the final term $\Omega$ is the total volume of the final $N+1$ unit cells. The corresponding change in the total exchange-correlation energy is

$$\Delta E_{xc} = \int_\Omega d\mathbf{r} \epsilon_{\text{xc}}(n(\mathbf{r})) - NZ \epsilon_{\text{xc}}(n_0)$$

The sum of the eigenvalue deviations can be written in terms of the phase shifts of the scattered electrons, whence we get for the vacancy-formation energy

$$E_v = -\frac{2}{3} \sum_{i=0}^\infty (2l+1) \int_0^{2\pi} dk kN \phi_i(k) - \frac{2}{3} Z \epsilon_F + \int_\Omega d\mathbf{r} \phi(\mathbf{r}) n(\mathbf{r})$$

$$+ Z(\epsilon_{\text{xc}}(n_0) - \mu_{\text{xc}}(n_0)) + \int_\Omega d\mathbf{r} \epsilon_{\text{xc}}(n(\mathbf{r}))$$

$$- \mu_{\text{xc}}(n(\mathbf{r})) + \mu_{\text{xc}}(n_0) + \Delta E_c$$

Using different descriptions of the ionic lattice, we
now proceed to evaluate the electrostatic contribution $\Delta E_c$ for insertion in Eq. (4.4) to obtain the vacancy-formation energy. The results are reported in Table II.

A. Jellium model

In the uniform-background model the change in the Coulomb energy $E_c$ is simply

$$\Delta E_c = \frac{1}{2} \int d \mathbf{r} \phi^2(n_1) - n_1, \quad (4.5)$$

where $\phi$ is the electrostatic potential. From the appropriate column in Table II it is seen that, whereas the simple jellium approximation is fairly adequate for the monovalent and low-density alka- lis, it breaks down for larger $Z$ and higher electron density. A similar trend is clear in the Lang and Kohn results for surface energies.

B. Point-ion model

We believe that the use of the jellium model causes its largest error in the electrostatic energy, whereas the electron density profile should be quite adequate in the average for simple metals. Therefore one can go beyond the jellium model by perturbatively evaluating the corrections due to the discreteness of the ionic lattice. If one simply describes the ion cores by point charges $Z$, the total electrostatic energy $E_c$ can be written as

$$E_c = E_{1\text{l}} + E_{1e} + E_{ee}, \quad (4.6)$$

where

$$E_{1\text{l}} = \frac{Z^2}{2} \sum_{i,j} \frac{1}{|\mathbf{R}_i - \mathbf{R}_j|}, \quad (4.7)$$

$$E_{1e} = -Z \sum_i \int d \mathbf{r} \frac{n_1(\mathbf{r})}{|\mathbf{r} - \mathbf{R}_i|}, \quad (4.8)$$

$$E_{ee} = \frac{1}{2} \int d \mathbf{r} d \mathbf{r}' \frac{n_1(\mathbf{r})n_1(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}. \quad (4.9)$$

These terms represent ion-ion, electron-ion, and electron-electron interactions. $\mathbf{R}_i$ are the position vectors of the ions. We denote by $U_0(\mathbf{r})$ the total electrostatic potential in the unperturbed point-ion–uniform-electron system and define a constant $U_0$,  

$$U_0 = \lim_{r \to 0} \left( U_0(\mathbf{r}) - \frac{Z}{r'} \right) = \sum_i \frac{Z}{|\mathbf{R}_i|} - \int d \mathbf{r} \frac{n_0}{|\mathbf{r}|}. \quad (4.10)$$

As one unit cell is removed from the lattice the energies (4.7)–(4.9) change by the amounts (taking the vacant site as the origin),

$$\Delta E_{1\text{l}} = -Z U_0 - Z \int d \mathbf{r} \frac{n_0}{|\mathbf{r}|}, \quad (4.11)$$

$$\Delta E_{1e} = -\int d \mathbf{r} \left[ n(\mathbf{r}) - n_0 \right] U_0(\mathbf{r}) \quad (4.12)$$

$$\Delta E_{ee} = \frac{1}{2} \int d \mathbf{r} d \mathbf{r}' \frac{n(\mathbf{r})n(\mathbf{r}') - n_0^2}{|\mathbf{r} - \mathbf{r}'|}. \quad (4.13)$$

The electrostatic self-energy of the removed unit cell can be written in the form

$$E_{c, \text{unit cell}} = \frac{Z}{2} U_0 - \frac{1}{2} \int d \mathbf{r} n_0 U_0(\mathbf{r}). \quad (4.14)$$
Combining Eqs. (4.11)–(4.14) gives the total electrostatic contribution

$$\Delta E_e = -\frac{Z}{2} U_{00} - \frac{1}{2} \int d \mathbf{r} n_{0} U_{0}(\mathbf{r}) - \int d \mathbf{r} \left[ n(\mathbf{r}) - n_{0} \right] U_{0}(\mathbf{r})$$

$$+ \frac{1}{2} \int d \mathbf{r} d \mathbf{r}' \frac{\left[ n(\mathbf{r}) - n_{0} \right] \left[ n(\mathbf{r}') - n_{0} \right]}{|\mathbf{r} - \mathbf{r}'|}$$

$$+ Z \int d \mathbf{r} \frac{n(\mathbf{r}) - n_{0}}{|\mathbf{r}|}.$$  \hspace{1cm} (4.15)

In this formula every term can easily be computed numerically. When calculating the lattice sums inherent in the potential function of the perfect crystal, \(U_{0}(\mathbf{r})\), we have used up to 15th-nearest-neighbor shells. The vacancy-formation energies with \(\Delta E_e\) from Eq. (4.15) (Table II) are positive for all the metals considered, but rather large. In the case of alkalis, the point-ion model is generally a setback from the jellium approximation.

C. Pseudo-ion model

An obvious improvement of the crude point-ion model is to replace the pure Coulomb potential by an electron-ion pseudopotential. We have chosen to use the Ashcroft empty-core potential\(^{23}\)

$$V_{\text{as}}(\mathbf{r}) = \begin{cases} \frac{1}{r} & r < r_c \\ 0 & r > r_c \end{cases}.$$

For the cutoff radius \(r_c\) we have used the values of Shy and Gaspari,\(^{24}\) which are, in fact, very near to the original values of Ashcroft.\(^{25}\) Defining the potential function in the pseudo-ion lattice as

$$W_{0}(\mathbf{r}) = 2 \sum_{i} \Theta(\mathbf{r} - \mathbf{r}_{i}) - \int d \mathbf{r}' \frac{n_{0}}{|\mathbf{r} - \mathbf{r}'|},$$

we end up with a result analogous to Eq. (4.15).

$$\Delta E_e = -\frac{Z}{2} U_{00} - \int d \mathbf{r} n_{0} W_{0}(\mathbf{r}) + \frac{1}{2} \int d \mathbf{r} d \mathbf{r}' \frac{\left[ n(\mathbf{r}) - n_{0} \right] \left[ n(\mathbf{r}') - n_{0} \right]}{|\mathbf{r} - \mathbf{r}'|}$$

$$+ \frac{1}{2} \int d \mathbf{r} d \mathbf{r}' \frac{n(\mathbf{r}) - n_{0}}{|\mathbf{r} - \mathbf{r}'|} + Z \int d \mathbf{r} \frac{n(\mathbf{r}) - n_{0}}{|\mathbf{r}|}.$$  \hspace{1cm} (4.18)

The computed vacancy-formation energies, again in Table II, are closer to experimental values than those of the point-ion model, but, apart from the alkali metals, not very satisfactory. The discrepancies are larger for higher-valent metals, and for Be even a negative value is obtained.

The pseudopotential theory together with the electron density calculated from the uniform-background model does not seem to yield consistently accurate vacancy-formation energies, as opposed to the surface energies, which, by a similar method, are in fairly good agreement with experimental results.\(^{9}\) Part of the disagreement here can be explained by lattice relaxation around the vacancy, which would tend to lower the energy values.

The substantial discrepancies for higher valence indicate the breakdown of a perturbative evaluation of the electrostatic terms; in a more successful formulation, the self-consistent screening of the ionic charges would have to be incorporated. Alternatively, one can generate corrections to the jellium problem by screening linearly the difference potential between jellium and discrete ions, a scheme devised by Finnis.\(^{28}\) An advantage of the present method is that the vacancy-formation energies are not extremely sensitive to variations in the pseudo-potential parameters, which is often the case in pair (or pseudo) potential formulations.\(^{26}\)

V. POSITRON ANNIHILATION AT METAL VACANCIES

Factors contributing to the positron trapping in defects of metals have been described in detail in Ref. 13. The trapping potential consists of three ingredients,

$$V = -E_{0} \Theta(r - R_{pp}) + V_{\text{corr}} + \phi.$$  \hspace{1cm} (5.1)

The first term on the right-hand side is due to the lack of a positive ion at the vacancy; the reduction of the kinetic energy of the positron is accounted for by a square well with a depth \(E_{0}\) equal to the positron zero-point energy in a perfect lattice.\(^{27}\) \(V_{\text{corr}}\) is the change in the electron-positron correlation energy taken to be dependent on the local electron density. We have used the numerical values of Bhattacharyya and Singwi.\(^{28}\) \(\phi\) is the electrostatic potential of the vacancy defined in Sec. II.

The ground-state wave function of the positron at the vacancy has been calculated numerically by using both KS and TF electron densities. The positron-vacancy binding energies in various metals are shown in Table III. The smaller binding energies in the KS model are mainly due to the smaller...
TABLE III. The binding energies of positrons in vacancies in the Kohn-Sham (KS) and Thomas-Fermi (TF) models. \( P \) is the probability of the trapped positron to be outside the vacancy.

<table>
<thead>
<tr>
<th>Metal</th>
<th>( E_b ) (eV)</th>
<th>( P ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>Na</td>
<td>0.02</td>
<td>0.19</td>
</tr>
<tr>
<td>K</td>
<td>0.02</td>
<td>0.26</td>
</tr>
<tr>
<td>Cs</td>
<td>0.01</td>
<td>0.26</td>
</tr>
<tr>
<td>Be</td>
<td>0.80</td>
<td>1.32</td>
</tr>
<tr>
<td>Mg</td>
<td>0.59</td>
<td>1.09</td>
</tr>
<tr>
<td>Al</td>
<td>1.75</td>
<td>2.60</td>
</tr>
<tr>
<td>Tl</td>
<td>1.72</td>
<td>2.50</td>
</tr>
<tr>
<td>Sn</td>
<td>2.04</td>
<td>3.59</td>
</tr>
</tbody>
</table>

Electrostatic potential \( \phi \) in this model. In the case of lithium there is no bound state in the KS model and the binding is very weak also for other alkali metals. Table III also shows the probabilities \( P \) of the trapped positron to stay outside of the vacancy. This probability is defined as

\[
P = 4\pi \int_{R_{WS}}^\infty dr r^2 |\psi_0(r)|^2
\]

(5.2)

where \( \psi_0 \) is the ground-state wave function of the trapped positron. As is natural, the smaller binding energies in the KS model produce slightly higher values of \( P \).

The annihilation rate of the positron in an inhomogeneous electron gas can be approximated by

\[
\lambda = \int d\vec{r} |\psi_0(\vec{r})|^2 \Gamma(n(\vec{r}))
\]

(5.3)

where \( \Gamma(n) \) is the annihilation rate for a homogeneous electron gas. For \( n \) we use the expression suggested by Brandt and Reimheimer

\[
\Gamma(n) = (2 + 134n) \times 10^9 \text{ sec}^{-1}
\]

(5.4)

The effect of annihilations with core electrons can be roughly taken into account in a way proposed by West. The annihilation rate in a perfect solid is calculated from Eq. (5.4) by using a renormalized electron density

\[
n' = n_d(1 + \Gamma_c/\Gamma_v)
\]

(5.5)

where \( \Gamma_c \) and \( \Gamma_v \) are the annihilation rates with core and valence electrons, respectively. The ratio \( \Gamma_c/\Gamma_v \) can be estimated from angular-correlation measurement. Following West we take \( \Gamma_c/\Gamma_v = 0.80 A_c/(A_c + A_v) \), where \( A_c \) and \( A_v \) are the areas of core and valence electron parts of the angular-correlation curve. The positron can annihilate with core electrons only outside the vacancy, so that the electron density used in Eq. (5.3) to calculate the total annihilation rate for a trapped positron is

\[
n'(\vec{r}) = \begin{cases} 
n(\vec{r}), & r < R_{WS} \\
(n(\vec{r}) + \Gamma_v n_d/\Gamma_v, & r > R_{WS})
\end{cases}
\]

(5.6)

Here \( n'(\vec{r}) \) is the electron density in the vacancy, calculated in Secs. II and III.

The results for positron lifetimes for several metals are shown in Table IV. In such cases where the KS electron densities are not calculated, we give the lifetimes obtained from the TF elec-

### Table IV. Positron lifetimes in ps. (Electrons in gases.)

<table>
<thead>
<tr>
<th>Metal</th>
<th>( A/A ) (%)</th>
<th>Theory</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>17</td>
<td>325</td>
<td>295</td>
</tr>
<tr>
<td>Na</td>
<td>19</td>
<td>381</td>
<td>391</td>
</tr>
<tr>
<td>K</td>
<td>25</td>
<td>426</td>
<td>436</td>
</tr>
<tr>
<td>Cs</td>
<td>35</td>
<td>445</td>
<td>458</td>
</tr>
<tr>
<td>Be</td>
<td>6</td>
<td>142</td>
<td>177</td>
</tr>
<tr>
<td>Mg</td>
<td>18</td>
<td>249</td>
<td>235</td>
</tr>
<tr>
<td>Zn</td>
<td>49</td>
<td>161</td>
<td>233</td>
</tr>
<tr>
<td>Cd</td>
<td>87</td>
<td>185</td>
<td>276</td>
</tr>
<tr>
<td>Hg</td>
<td>71</td>
<td>169</td>
<td>226</td>
</tr>
<tr>
<td>Al</td>
<td>17</td>
<td>162</td>
<td>237</td>
</tr>
<tr>
<td>Ga</td>
<td>35</td>
<td>156</td>
<td>248</td>
</tr>
<tr>
<td>In</td>
<td>41</td>
<td>185</td>
<td>289</td>
</tr>
<tr>
<td>Tl</td>
<td>38</td>
<td>199</td>
<td>302</td>
</tr>
<tr>
<td>Sn</td>
<td>59</td>
<td>164</td>
<td>267</td>
</tr>
<tr>
<td>Au</td>
<td>96</td>
<td>143</td>
<td>212</td>
</tr>
</tbody>
</table>


\[e\] B. T. A. McKee (private communication).


tron densities. The differences in the lifetimes calculated by using either the TF or the KS electron densities were found to be between 0 and 3%, and thus insignificant compared to the uncertainties in the experimental values. The positron lifetimes both in the bulk and when captured at a vacancy agree in most metals fairly well with the experimental results. Since the core annihilation was approximated in a very crude manner, it is natural that the results are better for simple metals where the core contribution is small. In the case of alkali metals there is no experimental evidence of positron trapping at vacancies. For these metals our calculations give such small binding energies that the trapping does not seem probable. Even if it occurs, the lifetime of the trapped positron differs so little from the bulk value that trapping is difficult to observe experimentally.

Recently, Brandt\textsuperscript{32} has calculated the lifetimes of positrons trapped at metal vacancies by a different approach. In his model the electron density is calculated in a TF approximation, but including also the trapped positron as a stationary external positive-charge distribution contributing to the self-consistent electrostatic potential. On the other hand, the electron density found in this way together with the positive background contributes to the electrostatic potential, which is used as the trapping potential of the positron. The binding energies of the positrons are, because of the strong attractive potential, much bigger than in our results, e.g., in Al the binding energy is 6.0 eV.

We believe that this method does not take into account correctly the screening of the positron in the electron system, since it totally ignores the fact that the positron is already screened in the perfect lattice, and consequently the theory leads to an electrostatic potential too deep inside the vacancy. The dimensions of the vacancy are large in comparison to the screening cloud around the positron, and therefore, qualitatively speaking, the positron and its screening cloud follow each other and move together inside the vacancy, which situation is contradictory to the one assumed in the model of Ref. 32.

The second quantity to be acquired from annihilation experiments is the angular dependence of the two annihilation quanta, which is related to the momentum distribution of the electron-positron system. In the independent-particle model the momentum density of the annihilating electron-positron pair is\textsuperscript{10}

\begin{equation}
\rho(\mathbf{p}) \sim \sum_i \left| \int d\mathbf{\tilde{r}} e^{i \mathbf{\tilde{r} \cdot \mathbf{p}}} \psi_i(\mathbf{\tilde{r}}) \psi^*(\mathbf{\tilde{r}}) \right|^2 .
\end{equation}

(5.7)

The angular-correlation curve, i.e., the momentum distribution of the \( p_z \) component, is obtained by integrating \( \rho(\mathbf{p}) \) over \( p_z \) and \( p_x \) and for an isotropic distribution one can write

\begin{equation}
I(\rho_z) = \int_{-\infty}^{\infty} dp \, p \rho(\rho) .
\end{equation}

(5.8)

The one-particle functions in the KS model are not, in principle, the proper electron wave functions, and it may be questioned whether Eq. (5.7) reflects the true momenta in the interacting system. The equivalent problem in the Compton profiles of inhomogeneous electron systems has been considered by Lam and Platzman.\textsuperscript{33} Their analysis shows that the corrections to a formula analogous to Eq. (5.7) come from the exchange-correlation part of the energy functional. In our case, the positron-induced momentum enhancement and the deviations in the momentum distribution of an interacting versus a noninteracting electron system are known largely to cancel each other.\textsuperscript{10} Consequently, one would expect that the error in Eq. (5.7), caused by the \( \psi_i \)s not being the true eigenstates, is insignificant in the double-integrated—long-slit angular distribution (5.8). The calculations are carried through only in the case of aluminum, where the contribution of the core electrons to the angular-correlation curve is small.

For comparison we also calculated the angular-correlation curve by using the mixed-density approximation suggested by Arponen et al.\textsuperscript{13} In the mixed-density approximation, which is based on the differential Thomas-Fermi theory, the momentum density of the annihilating electron-positron pair is expressed as

\begin{equation}
\rho(\mathbf{p}) = \int d\mathbf{\tilde{r}} d\mathbf{\tilde{r}'} e^{i \mathbf{\tilde{r} \cdot \mathbf{p}}} \phi_i(\mathbf{\tilde{r}}) \phi^*_j(\mathbf{\tilde{r}'} )
\end{equation}

\begin{equation}
\times g(k_p(\mathbf{R})) |\mathbf{R} - \mathbf{R'}| \Gamma(n(\mathbf{R})) ,
\end{equation}

where \( \mathbf{R} = \frac{1}{2}(\mathbf{R} + \mathbf{R'}) \) and the function \( g \) is

\begin{equation}
g(x) = \frac{3}{x^3} (\sin x - x \cos x) .
\end{equation}

(5.9)

In Eq. (5.9) the momentum distribution is computed directly from electron density \( n(\mathbf{\tilde{r}}) \). In Fig. 6 we have plotted the negative derivatives of the angular-correlation curves normalized to equal areas. The experimental points are those of Kussis and Stewart,\textsuperscript{34} from which the annihilation with core electrons have been subtracted. One observes a reasonably good agreement between the experimental points and both the mixed density and the single-particle approximations. This fact gives further support for the use of Eq. (5.9) in calculating the momentum distributions of nonhomogeneous systems. Actually, the results are equally good even when the TF electron density is used.\textsuperscript{13} A common feature in both approximations is that they seem to overestimate the portion of annihilation at large momentum values. This is perhaps
not very serious, since it is not quantitatively under- 
stood how to extract the core-annihilation part 
from the angular-correlation curve, and, conse- 
quently, the experimental results, especially at 
large angles, may be rather dubious. 
Finally, it can be mentioned that a strictly local 
approximation as suggested by Brandt has not 
seem to be very useful, when the density variations 
are as rapid and large as in the case of a vacancy.  

VI. CONCLUSIONS 

The Kohn-Sham approach applied to a small 
spherical void in the background charge suggests 
that the electron density inside a vacancy in metal 
is rather high, about one-fifth of the bulk value. 
The result was found to be quite insensitive to the 
smoothening of the background edge at the Wigner- 
Seitz radius. As a result of comparison of various 
methods, we can conclude that within the chosen 
vacancy model the statistical TF method describes 
fairly well the average electron density in all sim- 
ple metals. Improvements to the TF method, a 
local exchange term and a gradient correction to 
the kinetic energy, do not, in the average, bring 
the results closer to the KS electron density. The 
most notable difference between the KS and statis-
tical methods is that the KS electron density under-
goes the correct Friedel oscillations, which are 
lacking in the statistical theories. This point is of 
great importance, e.g., in evaluating the interac-
tions between vacancies and other imperfections in 
metals. 

The vacancy-formation energies are very sensi-
tive to the specific lattice model used together with 
the jellium model electron density. The results 
are reasonable for the alkali metals, where the ef-
ects of lattice relaxation and proper screening of 
the ionic charges do not seem to play a crucial 
role. The validity of our approach is questionable 
in metals with high Z or small r_n, where the res-
ults are poorest. 

The lifetimes of positrons trapped at vacancies 
calculated from the KS and TF electron densities 
are in good agreement with each other and also to 
great extent with experimental results. The 
main difference is that the TF method leads to a 
higher electrostatic potential and thus tends to 
overestimate the binding energy of the trapped po-
sitron when compared to the results of the KS meth-
od. The angular-correlation curves evaluated from 
the KS single-particle wave functions on one hand 
and from the KS or TF electron densities on the 
other do not differ appreciably from each other and 
are in agreement with experiment. We can con-
clude that in calculating the annihilation charac-
teristics of positrons in imperfections of simple 
metals the statistical TF theory together with the 
mixed-density approximation are as good as the 
more refined KS method and computationally much 
simpler and more practical. 
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APPENDIX: NUMERICAL SOLUTION OF THE KS 
ELECTRON DENSITIES 

The TF potential was chosen as the initial po-
tential $V_{tr}^{(0)}$ in the self-consistency problem of Eqs. 
(2.8)–(2.11). By solving Eqs. (2.8)–(2.11) nu-
merically we get a new potential $V_{tr}^{(1)}$, which again 
can be inserted into Eq. (2.8). This procedure has 
to be continued until the potential $V_{tr}^{(n)}$ does not 
change in successive iterations. However, it was 
found that by solving the electrostatic potential in 
each iteration cycle from the equation 

$$ \phi^{(t)}(\mathbf{r}) = \int d \mathbf{r}' \frac{n_t(\mathbf{r}') - n^{(t-1)}(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} $$ 

(A1) 

the procedure always diverged. This led us to try 
the method which was found to be successful in 
solving the TF equation.  

The Poisson equation is written in the form 

$$ \nabla^2 \phi - k^2 \phi = - 4\pi(n_s - n) - k^2 \phi , $$ 

(A2)
which has a recursive solution
\[ \phi^{(\alpha)}(r') = \int dF' \frac{e^{i \alpha (r' - r)}}{4\pi |r' - r|} \times \left\{ -4\pi n_{a}(\vec{r'}) - n^{(\alpha-1)}(\vec{r'}) \right\} - k^2 \phi^{(\alpha-1)}(\vec{r'}) \]  
(A3)

This equation leads to a sufficient convergence after about 10 iterations when starting from the TF potential. For the arbitrary constant \( k \) a convenient numerical value is afforded by the TF screening constant \((4\hbar^2/\pi)^{1/2}\).

In metals with low electron density (Na, K, and Cs), the exchange-correlation part of the potential is dominating. For these metals the convergence became faster when the exchange-correlation potential was calculated from the electron density, which was renormalized after each iteration to fulfill the charge neutrality condition.

The total number of one-particle wave functions used in calculating the displaced charge was about 200. Each wave function \( n_{a} \) was calculated up to the radius of about 3.3\( R_{\text{mol}} \), where it was matched with its asymptotic sinc-wave of unit amplitude
\[ n_{a}(r) = \frac{1}{k} \sin \left( kr - \frac{1}{2} \pi - \delta(k) \right) \]  
(A4)

The numerical accuracy of the procedure was tested by calculating the electron density for a zero potential \( V_{\text{eff}} = 0 \). The electron density found by this method was uniform to an accuracy of 0.1%. 

---