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ABSTRACT This paper introduces a method for computing reactive terminations for scatterer elements in antenna arrays. With the fixed scatterer elements, we shape embedded element patterns of sparse arrays to focus the radiation into a grating-lobe-free limited field of view. The reactive terminations of the scatterer elements are determined by optimizing reflection coefficients on a Riemannian manifold. In addition, we show that widening the grating-lobe-free field of view is possible by tilting the field of view. We design both 5-element linear and 4-by-4-element planar reactively loaded antenna arrays with 1.4-wavelength inter-element distances. The terminations of the scatterer elements are optimized so that the arrays cover either the broadside-located or the tilted grating-lobe-free field of view. The results obtained from the linear array are validated through measurements of manufactured prototypes.
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I. INTRODUCTION

At millimeter-wave frequencies and above, radio-frequency integrated circuits (RFICs), which control and feed antenna arrays, become large in wavelengths [1]. As the number of array elements scales up in modern wireless communication and sensing systems, the array elements must be tightly integrated with the RFIC to reduce losses and avoid complex signal routing. Consequently, the array becomes sparse as the RFIC’s area per antenna element exceeds half-wavelength. In addition to being forced by modern radio technology, the sparse arrays can be intentionally designed due to their capability for higher scan gain and lower mutual coupling.

As the inter-element distances exceed half-wavelength, grating lobes become an issue. They radiate power to undesired directions and decrease the signal-to-noise ratio. To avoid the emergence of the grating lobes, the field of view (FoV) of the antenna array must be limited [2].

Synthesizing antenna arrays with limited FoVs has gained considerable interest in the antenna community. Recent research has shown that the FoV can be successfully limited by constructing the array elements from fixed sub-arrays [3], [4], [5], [6], [7]. The sub-array approach can be further improved by synthesizing matching circuits for the individual sub-array elements [8]. However, the viability of sub-array techniques depends on the availability of sufficient space for sub-array feeding networks.

The need for sub-array feeding networks can be circumvented by adopting aperture-coupled sub-array elements [5], [9], or parasitic scatterers [10], [11], [12]. In a broader context, the radiation properties of the array can be manipulated with arbitrary passive elements that can be terminated to specific loads. These elements couple to the driven elements and scatter the electromagnetic fields. In a recent study [13], the scatterer elements were arranged in a rectangular lattice on a printed circuit board and terminated to either short or open circuits, resulting in a pixel antenna topology.

The scatterer elements should be terminated so that the superposition of the primary and scattered fields forms the desired radiation properties, such as embedded element patterns (EEPs) toward the limited FoV. In most of the cases, the terminations must be reactive to avoid resistive losses.
In [5], the embedded element patterns are shaped using parasitic scatterers that are implemented with waveguides on the antenna aperture. The lengths of the waveguides are optimized using a genetic algorithm. In [14], a driven dipole antenna is surrounded by reactively terminated dipoles whose terminations are optimized using semi-definite relaxation. The method maximizes the realized gain only towards a single direction, requiring tunable terminations for beam steering. The state-of-the-art methods for designing reactively loaded antenna arrays primarily utilize genetic algorithms and semi-definite relaxation-based techniques [5], [14], [15], [16]. However, a challenge regarding genetic algorithms is their suitability for large-scale, computationally heavy problems, and semi-definite relaxation does not always yield practically realizable results. Moreover, the semi-definite relaxation-based methods have not been applied for beam-steerable antenna arrays with fixed reactively terminated scatterers. Determining the fixed scatterer terminations for beam-steerable antenna arrays is computationally demanding and lacks a universally straightforward approach.

In radio sciences, optimization on a Riemannian manifold has been used successfully for designing radar beampatterns [17], [18], [19]. It has also been used for radio interferometric calibration [20], radio device rotational orientation estimation [21], and configuration of reconfigurable intelligent surfaces [22]. In quantum technologies, the feasibility of manifold optimization has been demonstrated in quantum gate decomposition and quantum tomography [23]. In addition, these methods have been applied widely in data science and machine learning [24], [25], [26].

In this paper, we present an application of manifold optimization to determine the terminations of arbitrarily placed, beam-independent reactive scatterers. The optimization algorithm uses the gradient of the objective function, which significantly improves the convergence. In addition to providing the optimization algorithm, we show that the grating-lobe-free beam-steering range of an antenna array can be extended by tilting the FoV. The novelty of this paper includes 1) application of the manifold optimization to reactive scatterer synthesis, 2) demonstration that the beam-steering range can be extended by tilting the FoV, and 3) introduction of a connected patch-diamond array antenna topology.

The framework for optimization, including objective function definitions, algorithm specifications, and gradient of the objective function, is described in Section II. In Section III, we present the design goals of this work and introduce the grating-lobe-free window’s (GLFW’s) tilting method for increasing the beam-steering range. Sections IV and V demonstrate the optimization and GLFW tilting methods with a 5-element linear patch-diamond array and a 4-by-4 element planar dual-polarized patch-diamond array.

II. OPTIMIZATION OF REACTIVE SCATTERERS

The concept behind the presented method is illustrated in Fig. 1. The optimization algorithm described in this section determines the terminations of the ports of the scatterer elements. In Fig. 1, a termination of the scatterer port \( n \) is visualized as a capacitor. The optimization goal, described in Section III, is to focus the EEPs excited by the driven ports toward the GLFW, which is highlighted as a green sector in Fig. 1. In the illustration, the GLFW is tilted to maximize the grating-lobe-free scan area. The dashed black pattern illustrates the array factor with grating lobes. The solid black line shows the radiation pattern of the array when the EEPs follow the blue curve.

A. MODEL OF PASSIVELY LOADED ANTENNA ARRAY

The passively loaded antenna array visualized in Fig. 2 contains \( N_D \) driven ports and \( N_P \) scatterer ports that are terminated to fixed impedance loads \( z_n \), \( n = 1 \cdots N_p \). The antenna is modeled using scattering parameters (S-parameters) that describe the ratios of the incident voltage waves \( a_n \) and coupled waves \( b_n \). With superscript D, we refer to the driven ports, and P refers to the scatterer ports. The scattering matrix \( S \) is divided into blocks that describe the scattering between the driven ports \( (S^{DD}) \), between the driven and scatterer ports \( (S^{DP} = (S^{PD})^T) \), and between the scatterer ports \( (S^{PP}) \).

A full-wave electromagnetic simulation determines the S-parameters and the EEPs of each port. Assuming reference impedances in the ports, the total radiated field is a superposition of the EEPs of individual ports weighted by the complex feeding coefficients \( a_n \).
Let \( r_n \) be the reflection coefficient in the scatterer port \( n \), and \( r \in \mathbb{C}^{N_P} \) denotes a vector of the reflection coefficients. As derived in [5], the incident waves into the scatterer computed as ports after terminating the scatterer ports passively can be computed as
\[
a^D = M^{-1}S^P a^D, \tag{1}
\]
where \( M = R^{-1} - S^P \) and \( R = \text{diag}(r) \). Furthermore, the resulting scattering matrix that describes the ratios of the incident and coupled waves at the driven ports as \( b^D = \tilde{S}a^D \) can be computed as
\[
\tilde{S} = S^{DD} + S^{DP}M^{-1}S^P. \tag{2}
\]

Similarly, as the scatterer terminations affect the \( S \)-parameters, they affect the embedded element patterns of the driven elements. Let us define \( e_{nl} \in \mathbb{C} \) as the EEP of port \( n \) toward direction \((\theta_l, \varphi_l)\) where the index \( l \in [1, L] \) refers to a direction and polarization on a sphere. The polarization and direction-dependent component of the EEP is
\[
e_{nl} = \tilde{E}_n(\theta_l, \varphi_l) \cdot \tilde{u}_{nl}, \tag{3}
\]
where \( \tilde{E}_n(\theta_l, \varphi_l) \) is the electric far-field vector at \((\theta_l, \varphi_l)\) and \( \tilde{u}_{nl} \) is a unit vector that defines the polarization. In addition, let us define \( e_{nl}^D \) and \( e_{nl}^P \) as the EEPs of the driven and scatterer ports, respectively. After terminating the scatterer ports, the EEP of the driven port \( n \) is
\[
\tilde{e}_{nl} = \tilde{e}_{nl}^D + (\tilde{S}_n^d)^T M^{-1}e_{nl}^P. \tag{4}
\]
Furthermore, the \( N_D \times L \) -sized matrix containing the new EEPs is
\[
\hat{E} = E^D + S^{DP}M^{-1}E^P. \tag{5}
\]

**B. OPTIMIZATION OBJECTIVE**

The reflection coefficients of the scatterer ports, \( r \), are the optimized parameters. In this paper, the optimization goal is to maximize the co-polarized realized gain of the antenna array’s main beam within the grating-lobe-free beam-steering area. Nevertheless, the formulation would allow other optimization goals as well, including minimization of active reflection coefficients or minimization of the EEPs at undesired regions.

Let us define \( e_{nl}^{\text{opt}} \) as the \( \tilde{u}_{nl} \)-polarized electric far field radiated toward the direction \((\theta_l, \varphi_l)\) when the driven elements have feeding coefficients \( a_l \). The realized gain of the full array can then be computed as
\[
g_l = \frac{4\pi |e_{nl}^{\text{opt}}|^2}{\eta P_{in}} = \frac{4\pi |a_l^T \tilde{e}_l|^2}{\eta \|a_l\|^2_2}, \tag{6}
\]
where \( P_{in} \) is the total incident power, \( \eta \) is the wave impedance, and \( \| \cdot \|_2 \) denotes the Euclidean norm. As proven in [27], for instance, the maximum realized gain is
\[
\tilde{g}_l := \max_{a_l} (g_l) = \frac{4\pi}{\eta} \| \tilde{e}_l \|^2_2. \tag{7}
\]
and it is achieved if and only if \( a_l \propto (\tilde{e}_l)^* \), where \((\cdot)^*\) denotes element-wise complex conjugation.

Thus, the feeding coefficients do not need to be included in the optimization because they can be chosen optimally afterward. In the optimization, we maximize \( \tilde{g}_l \) toward the desired directions. The optimization problem is
\[
\begin{align*}
(P): \quad \text{maximize} \quad & \sum_{l=1}^{L} \sum_{n=1}^{N_D} |e_{nl}|^2 = \| \hat{E} \|_F^2 \quad \text{subject to} \quad r_n \in \mathbb{C}^{N_P} : \| r_n \| = 1, \forall n = 1 \cdots N_P.
\end{align*}
\]

The region is a product of \( N_P \) complex unit circles and it is characterized as a smooth Riemannian manifold [17].

The problem is non-trackable in Euclidean space, which raises significant computational demands. Although convex relaxations could solve the problem, the solution might be practically non-realizable [19]. Therefore, we solve the problem intrinsically on the Riemannian manifold \( \mathcal{C} \) rather than on the constant modulus-constrained Euclidean space.

The manifold-optimization methods have been detailed in [28] and [29]. The optimization is based on gradient descent algorithms, but rather than solving the next iterate based on the Euclidean gradient, the intrinsic Riemannian gradient defines the descent direction on the given manifold. The main steps of the algorithm on the manifold \( \mathcal{C} \) have been described in [17].

In practice, we use the Manopt toolbox implemented in MATLAB [30], [31]. We use the Riemannian trust-regions solver (RTR), which has been explained in detail in [32]. We approximate the Hessian operator with finite differences, as explained in [33]. The manifold \( \mathcal{C} \) is denoted as complexcirclefactory in the Manopt toolbox [30].

The optimization is gradient-based, and the convergence can be significantly improved by providing an analytically calculated gradient vector instead of automatic differentiation [30]. In our problem setting, an element \( n \) of the Euclidean gradient vector \( \nabla \| \hat{E} \|_F^2 \in \mathbb{C}^{N_P} \) is
\[
\frac{\partial \| \hat{E} \|_F^2}{\partial r_n} = 2 \text{trace} \left( (\hat{E}_n^*)^T \hat{E}_n \right), \tag{10}
\]
where
\[
\hat{E}_n' = -S^{DP}M^{-1} \frac{\partial M}{\partial r_n}^R e^M M^{-1} E^P. \tag{11}
\]
The reflection coefficients are divided into real and imaginary parts as \( r_n = r_n^R + j r_n^I \), where \( j \) is the imaginary unit.
An element of the partial derivative of $M$ with respect to $r_n^{\text{Re}}$ at row $i$ and column $j$ is
\begin{equation}
\left( \frac{\partial M}{\partial r_n^{\text{Re}}} \right)_{ij} = \delta_{ijn} \frac{1}{(r_n - r_n^{\text{Re}})^2}, \tag{12}
\end{equation}
where $\delta_{ijn}$ is the Kronecker delta function. The intrinsic Riemannian gradient is computed in Manopt by projecting the Euclidean gradient onto the tangent space of $\mathcal{C}$. The projection operator for this manifold is given in [17].

III. MAXIMAL GRATING-LOBE-FREE FIELD OF VIEW

In this section, we demonstrate that tilting the antenna array’s field of view can increase the available beam-steering area. Sparse antenna arrays with inter-element distances larger than half of a wavelength introduce grating lobes. To mitigate the grating lobes, the antenna array’s field of view must be limited to the grating-lobe-free window. That is done by maximizing the radiated power for the beams inside the GLFW, that is, maximizing (7) for $(\theta, \varphi)$ inside the GLFW. Consequently, the radiation outside of the GLFW is decreased since the total input power is constant.

We consider antenna arrays that have a rectangular lattice configuration and inter-element distances $d_x$ and $d_y$ in $x$ and $y$-directions in Cartesian coordinates. Let us define the $uv$-plane as
\begin{align}
    u &= \sin \theta \cos \varphi, \tag{13} \\
    v &= \sin \theta \sin \varphi, \tag{14}
\end{align}
where $\theta \in [-90^\circ, 90^\circ], \varphi \in [0^\circ, 180^\circ]$ are the spherical coordinates of the half space. On the $uv$-plane, the grating lobes occur at directions
\begin{align}
    u_{\text{GLFW}} &= u_{\text{MB}} - p \frac{\lambda}{d_x}, \tag{15} \\
    v_{\text{GLFW}} &= v_{\text{MB}} - q \frac{\lambda}{d_y}, \tag{16}
\end{align}
where $(u_{\text{MB}}, v_{\text{MB}})$ is the main-beam direction, $\lambda$ is wavelength, and $p, q = \pm 1, \pm 2, \ldots$ [34].

The grating-lobe-free window can be determined based on the grating-lobe locations. The GLFW is defined by the $uv$ coordinates that satisfy
\begin{align}
    |u_0 - u| &< \frac{\lambda}{2d_x}, \tag{17} \\
    |v_0 - v| &< \frac{\lambda}{2d_y}, \tag{18} \\
    u^2 + v^2 &< 1, \tag{19}
\end{align}
where $(u_0, v_0)$ is the center point of the GLFW. On the $uv$-plane, the GLFW is a $\lambda/d_x \times \lambda/d_y$-sized rectangle without dependency on $u_0$ and $v_0$ if the rectangle is fully inside the unit circle on the $uv$-plane. Otherwise, the GLFW is the part of the particular rectangle inside the circle. However, the size of the GLFW on the spherical shell defines the antenna array’s scan area. When the GLFW is projected from the $uv$-plane onto the sphere, its size depends on its position $(u_0, v_0)$.

Figure 3 demonstrates the GLFW tilting method for a case in which the inter-element distances are $d_x = d_y = 1.4 \lambda$. The GLFWs are plotted on both the $uv$-plane and on the sphere. In addition, the locations of the grating lobes and the main beam are indicated as red dots. The main beam is steered to the center of the GLFW.

The broadside-located GLFW in Fig. 3(a) covers 8.5% of the half-sphere area. In Fig. 3(b), the GLFW is tilted to the direction $(u_0, v_0) = (-0.562, 0.562)$. The size of the GLFW on the sphere is then 14% of the half-sphere area. The tilted direction is chosen so that $u_0 = -v_0$, and the area of the GLFW on the sphere is maximized. Even if the GLFW is partly outside of the visible range ($uv$ unit circle), the scan coverage area is increased by 65%.

For arrays with rectangular lattices, the GLFW is also a rectangle. By using different lattices, such as spherical or hexagonal, the GLFWs would have different shapes, which could benefit certain practical applications [2]. However, lattices other than rectangular ones are excluded from the scope of this work.

To limit the scan area into the GLFW, the EEPs should be maximized toward the GLFW and minimized elsewhere. We study a linear 5-element array with 1.4-\(\lambda\) inter-element distances. The EEPs have been formed analytically so that the EEP of each element $n$ follows the curve
\begin{equation}
e_n(\theta) = \frac{1}{N_D} \cos^2(\theta - \theta_0), \tag{20}
\end{equation}
where $\theta_0$ is the center point of the GLFW, and
\begin{equation}
\kappa = -1/\log_2(\cos(\Delta \theta/2)), \tag{21}
\end{equation}
where $\Delta \theta$ is the angular width of the GLFW. Thus, the EEPs’ half-power beam widths equal the width of the GLFW.

Figure 4 illustrates the analytically formed EEP, the array factor, and the array radiation pattern with a randomly selected scan direction in linear scale. In addition, the GLFWs are highlighted as green sectors. If the EEPs were omnidirectional, the array factor would equal the total radiation pattern. However, because the EEPs limit the radiation pattern into the GLFW, the radiation is minimized outside of the GLFW.
FIGURE 4. Grating-lobe-free scan areas of the linear array. The array factor is illustrated in the dashed black line, the normalized EEPs in the blue line, and the radiation pattern of the array in the black solid line. The array in (a) has a broadside located GLFW, and the array in (b) has a tilted GLFW.

TABLE 1. Dimensional parameters of the linear array.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{tot}$</td>
<td>420</td>
</tr>
<tr>
<td>$L_{tot}$</td>
<td>40</td>
</tr>
<tr>
<td>$W_p$</td>
<td>12</td>
</tr>
<tr>
<td>$L_p$</td>
<td>15</td>
</tr>
<tr>
<td>$W_s$</td>
<td>2</td>
</tr>
<tr>
<td>$W_p$</td>
<td>1.7</td>
</tr>
<tr>
<td>$W_c$</td>
<td>0.5</td>
</tr>
<tr>
<td>$L_c$</td>
<td>0.7</td>
</tr>
</tbody>
</table>

With the linear array, the scan area can also be increased by tilting the GLFW. Without tilting, the angular width of the scan area is $\Delta \theta = 41.8^\circ$. When the GLFW is tilted so that its center direction is $\theta_0 = -53.3^\circ$, the angular width of the GLFW is $\Delta \theta = 73.4^\circ$. The calculated scanning areas are presented in Fig. 4.

Figure 4 is also animated in GIF videos provided as supplementary material. The beam-steering animation of the array with the broadside-located GLFW is animated in the file beamsteering_analytical_broadside.gif, and the tilted case is animated in beamsteering_analytical_tilted.gif.

IV. DEMONSTRATION USING LINEAR PATCH-DIAMOND ARRAY

We optimize the scatterer terminations for two cases. The first goal is to synthesize an array with a broadside-located GLFW. In the second case, the GLFW is tilted. In both cases, we use the same antenna topology and simulation data. The simulations are performed using CST Studio Suite [35]. Both antenna arrays of the two cases are finally manufactured and characterized by measurements.

A. ANTENNA STRUCTURE

The method is tested at a 5-GHz point frequency. The studied antenna is a 5-element, patch-diamond-shaped PCB antenna array with 1.4-$\lambda$ inter-element distances as shown in Fig. 5. 40 scatterer components are placed between the patches and the diamonds. The port numbering is ascending towards the positive $x$-axis and starts from one in both driven and scatterer ports.

The most important dimensions of the antenna are marked in Fig. 5 and described in Table 1. The radius of vias, which are illustrated in Fig. 5(b) and Fig. 5(c), is 0.5 mm. The substrate is 1.524-mm-thick Rogers Ro4360G2.

The model of the connector, which is highlighted in yellow, is Molex 0732511150. The connectors are modeled in the simulation, and the excitations of the driven elements are at the apertures of the connectors. The transmissions from the connectors to the patches are implemented using curvy coplanar waveguides, which are illustrated in Fig. 5(b).

Figure 5(d) shows the location of a scatterer port. In the simulation, the discrete port is aligned from copper edge to edge. The sizes of the port gap and pads are chosen so that a component of size 0402 fits well there.

The antenna array’s topology is designed by considering the following insights. First, the driven ports should exhibit satisfactory impedance matching in the case in which the other ports are terminated to the generator impedances, as the scatterer terminations have limited influence on the driven ports’ input impedances. Second, strong coupling between the driven ports and scatterer ports is essential. Without sufficient coupling, the waves coupled to scatterer ports would have no significant effect.

The third observation is that all ports should radiate well to the desired directions, which can be located at the broadside or tilted sector. Using the patch-diamond structure shown in Fig. 5, the ports radiate sufficiently to both broadside and tilted directions. Lastly, the array’s five elements are interconnected rather than isolated. This configuration enables each element to generate electric current distribution across the entire structure rather than being limited to its individual space. This concept proves advantageous for arrays with limited FoV because a large element aperture enables effective shaping of the EEP.

In the simulation, the scatterer ports are fed by 50-\(\Omega\) discrete ports. The driven ports are excited by 50-\(\Omega\) waveguide ports. The aim is to solve S-parameters and EEPs related to all ports of the model. After obtaining the data from the simulation, we use the algorithm described in Section II to optimize the terminations for the scatterer ports so that the gain is maximized towards the GLFW. The optimization method and the goal are defined more precisely in the following subsection.
TABLE 2. θ coordinates of the objective direction grid.

<table>
<thead>
<tr>
<th>l</th>
<th>θl, Broadside</th>
<th>θl, Tilted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-21°</td>
<td>90°</td>
</tr>
<tr>
<td>2</td>
<td>-16°</td>
<td>-82°</td>
</tr>
<tr>
<td>3</td>
<td>-12°</td>
<td>-74°</td>
</tr>
<tr>
<td>4</td>
<td>-7°</td>
<td>-66°</td>
</tr>
<tr>
<td>5</td>
<td>-2°</td>
<td>-57°</td>
</tr>
<tr>
<td>6</td>
<td>2°</td>
<td>-49°</td>
</tr>
<tr>
<td>7</td>
<td>7°</td>
<td>-41°</td>
</tr>
<tr>
<td>8</td>
<td>12°</td>
<td>-33°</td>
</tr>
<tr>
<td>9</td>
<td>16°</td>
<td>-25°</td>
</tr>
<tr>
<td>10</td>
<td>21°</td>
<td>-17°</td>
</tr>
</tbody>
</table>

B. OPTIMIZATION PROCESS

The optimization algorithm is implemented using MATLAB and Manopt. The broadside GLFW is located at \( \varphi = 0° \), \( \theta \in [-21°, 21°] \), and the tilted GLFW at \( \theta \in [-90°, -17°] \). The cases are the same as those illustrated in Section III.

We solve the problem defined in (8). The feasible region is the manifold defined in (9). The Euclidean gradient of the objective function is computed using (10). The co-polarization \( \vec{u}_\alpha \) is chosen based on Ludwig’s third definition of cross-polarization due to the orientation of the array [36]. The objective grid, that is, the set \( \{ (\theta_l, \varphi_l) \}_{l=1}^L \), is defined so that for all \( l \), \( \varphi_l = 0 \), and there is fixed spacing between \( \theta \) angles. Table 2 describes the objective grid for both broadside and tilted cases.

The optimization problems for the two cases are solved using the RTR solver in the Manopt toolbox with initial guess \( \mu^{(0)} : r_n^{(0)} = 1, \forall n \). The solver parameters \( \Delta_2 \) and \( \Delta_0 \), discussed in [32], are obtained automatically by the Manopt toolbox based on the given problem setting, and \( \rho' \) is set to the Manopt’s default value \( \rho' = 0.1 \) [30].

Figure 6 studies the convergence of the optimization and shows the average realized gain and the norm of the intrinsic gradient of the objective function as a function of the iteration number. The optimization algorithm terminates when the norm of the intrinsic gradient vector falls below \( 10^{-7} \). In the broadside case, the optimization converges after 116 iterations. The total time elapsed in the optimization process is roughly one minute. In the tilted case, the number of iterations is 94, and the time elapsed is approximately 30 seconds.

After the optimization, the optimal reflection coefficients are implemented using realistic reactive components. The available component library includes Murata’s GJM15 capacitor set and Coilcraft’s 0402DC inductor set. The components are chosen based on the S-parameter data of the components provided by the component manufacturers. The used components are listed in Table 3.

C. PROTOTYPING RESULTS

Prototypes of the two reactively loaded antenna arrays have been manufactured. In addition, a third prototype without
components, containing only the middle connector (at driven port number 3), has been manufactured for reference. Figure 7 shows the final tilted-GLFW prototype.

The S-parameters of the three prototypes are measured using the vector network analyzer (VNA) and compared to simulated results, which are computed using (2). Figure 8 illustrates the $s_{44}$ parameters of the manufactured and simulated devices.

Figure 8 shows that the resonant frequencies of the two reactively loaded arrays have shifted by 150 MHz. Sources for this include manufacturing, simulation, and material property inaccuracies. However, the main factor is the uncertainty in the values of the surface-mounted components, because the error is small in the third reference prototype. The S-parameters provided by the component manufacturers often differ drastically from the realized S-parameters [37], which explains the frequency shift in this case.

The EEPs of the manufactured prototypes are measured using the MVG StarLab 6 GHz spherical near-field scanner [38] at 5.15 GHz. Figure 9 illustrates the simulated and measured EEPs of the driven elements 3 and 5 of the broadside and tilted arrays. The simulated patterns are computed using (4). The curves show the partial realized gain of the elements when the other elements are terminated to their generator impedances (50 $\Omega$). The measured results exhibit satisfactory correspondence with the simulations.

Figure 10 shows the measured embedded partial realized gain patterns of all elements, as well the maximum scan gain, computed using (7). The bold sections of the curves highlight the portions at which the magnitudes are above $-3$ dB of their maxima. In the broadside prototype, the $-3$ dB scan window is from $-16^\circ$ to $20^\circ$, and in the tilted prototype, it is from $-74^\circ$ to $-20^\circ$. That is, the angular width of the 3-dB scan window is 50% larger in the tilted array than in the broadside array.

The simulated partial realized scan gain of the broadside array is 15.4 dB when the beam is steered to $(\theta, \phi) = (0^\circ, 0^\circ)$. The corresponding measured gain is 13.8 dB. In the tilted array, the simulated partial realized scan gain is 14.8 dB when the beam is steered to $(\theta, \phi) = (-54^\circ, 0^\circ)$. The corresponding measured gain is 13.4 dB.

The beam-steering capabilities of the measured arrays are animated in supplementary GIF videos beamsteering_measured_broadside.gif and beamsteering_measured_tilted.gif. The animations demonstrate the beam steering inside the GLFWs in broadside and tilted cases, respectively.
The discrete values of the surface-mounted components do not match exactly with the optimal values. In addition, the components themselves introduce errors in their values. Figure 11 presents an analysis of the degree to which the component errors and the quantization errors affect the resulting total scan gain of the tilted array. The component errors are set randomly within the tolerances reported by the component manufacturers.

Quantization does not significantly reduce the gain. However, the component errors might affect even several decibels. The errors could be mitigated by replacing the surface-mounted components with inter-digital capacitors and inductive meandered lines realized on the same printed circuit board together with the antenna, which could also enable application of the method for higher frequencies.

V. DEMONSTRATION USING PLANAR DUAL-POLARIZED ARRAY

The feasibility of the method for larger problems is further demonstrated with a 4-by-4-element, dual-polarized planar array. The planar array is reactively loaded to operate either in the broadside FoV or in the tilted FoV. This test antenna is analyzed only by simulations.

A. SIMULATED ANTENNA STRUCTURE

Figure 12 presents the test structure, similar to the previous structure but enlarged to two dimensions. The inter-element distances are 1.4 $\lambda$ in both $x$- and $y$-directions. Figure 12(b) shows the main dimensions of the patches and diamonds. The scatterer port dimensions and the sizes of component pads are the same as those in the linear array, and they are shown in Fig. 5(d). The driven ports are located at the ground plane so that the ports are placed between the vias and the ground plane.

Each element in the planar array consists of 9 patches and 12 full diamonds. The number of scatterer ports in each element is 36, which results in 576 scatterer ports in the full array. Each element has two driven ports, whose EEPs are designated to have orthogonal polarizations. Thus, dual-polarized operation can be achieved. The driven ports are divided into feeding groups (FGs) 1 and 2. Feeding group 1 is specified to radiate Ludwig 3 cross-polarization, and FG 2 should radiate Ludwig 3 co-polarization. In Fig. 12(a), the ports of FG 1 and 2 are marked as red and green dots, respectively.

B. OPTIMIZATION PROCESS

The reactive components are optimized for the broadside and tilted GLFWs. The GLFWs are the same as those shown in Fig. 3. The center point of the tilted GLFW is at $(u_0, v_0) = (-0.562, 0.562)$ which corresponds to the direction $(\theta_0, \phi_0) = (53^\circ, 135^\circ)$ on the sphere. The objective direction grids are illustrated in Fig. 13. The broadside GLFW includes 16 directions, and the tilted GLFW includes 24 directions.

In this case, the objective function of the optimization is a sum of the two objectives defined by the feeding groups. That is, the optimization problem is

$$\maximize_{r \in C} \sum_{l \in L_1} \sum_{n \in N_1} |\hat{e}_{nl}(r)|^2 + \sum_{l \in L_2} \sum_{n \in N_2} |\hat{e}_{nl}(r)|^2,$$

(22)
FIGURE 13. Planar array objective direction grids. Red dots indicate the grid points on the $uv$ plane, and the rectangles indicate the GLFWs. (a) Broadside array. (b) Tilted array.

FIGURE 14. Convergence of the optimization algorithm with the planar antenna array.

where the $\hat{e}_{nl}(r)$ is the embedded element pattern of the driven port $n$ to the direction and polarization $l$ after terminating the scatterer ports to the reflection coefficients $r$. $\hat{e}_{nl}(r)$ is computed using (4). The gradient of this objective function is computed based on (10). The index sets $L_1$ and $L_2$ contain the indices of the target directions shown in Fig. 13 with Ludwig 3 cross and co-polarization, respectively. Correspondingly, the index sets $N_1$ and $N_2$ contain the indices of the ports of the feeding groups 1 and 2, respectively.

The solver parameters, as well as the initial guess, are selected similarly as with the linear array. Figure 14 shows the convergence of the optimization algorithm. In the broadside case, the optimization converges after 462 iterations taking approximately 7 hours. In the tilted case, the number of iterations is 610, and the elapsed time is 14 hours.

C. SIMULATION RESULTS

The optimal reflection coefficients are implemented using the components from the available component library. Figure 15 shows the maximum realized partial scan gain of the broadside array. The contours show the main beam realized partial gain when the beam is steered with the optimal feeding coefficients toward the direction given in $uv$ coordinates. The gain is normalized so that the maximum co-polarized gain is 0 dB. Thus, the $-3$-dB contour shows the $3$-dB scan area. Fig. 16 shows the same illustrations for the tilted array.

FIGURE 15. Maximum partial realized scan gain of the broadside array in the normalized dB scale. The rectangle shows the GLFW. (a) and (b): Ludwig 3 cross- and co-polarizations, respectively, of FG 1. (c) and (d): Ludwig 3 cross- and co-polarizations, respectively, of FG 2.

FIGURE 16. Maximum partial realized scan gain of the tilted array in the normalized dB scale. The rectangle shows the GLFW. (a) and (b): Ludwig 3 cross- and co-polarizations, respectively, of FG 1. (c) and (d): Ludwig 3 cross- and co-polarizations, respectively, of FG 2.
The broadside array’s results show that the 3-dB scan area covers the GLFW nearly completely. The coverage is similar for both polarizations. However, the coverage areas of FG 1 and FG 2 of the tilted array do not overlap completely, and the 3-dB areas do not fully cover the GLFW. In all cases, the cross-polarization levels are below $-10$ dB compared to maximum scan gain.

Figure 17 shows the maximum realized partial scan gain on the diagonal plane $\varphi = 135^\circ$. The GLFWs are marked as well. Fig. 17 shows the scan gain without normalization. The peak scan gain of the broadside array is 19.8 dB for both feeding groups. The peak scan gain of the tilted array is 20.8 dB for both feeding groups. The curves indicate satisfactory dual-polarized performance, as the curves of FG 1 and FG 2 match well. The broadband array produces a flatter and thus more useful gain pattern compared to the tilted array.

VI. CONCLUSION

This paper introduced a novel manifold optimization-based approach for designing reactively loaded sparse antenna arrays, particularly tailored for applications with limited field of view. In addition, we demonstrated that the grating-lobe-free scan range can be extended by tilting the field of view. The proposed algorithm was successfully demonstrated in the design process of antenna arrays, using innovative patch-diamond-shaped configurations. The results illustrated that antenna arrays can be synthesized to radiate towards either broadband-located or tilted grating-lobe-free windows without a significant decrease in scan gain. The results are particularly relevant at high frequencies, at which the tightly integrated large RFICs necessitate large inter-element distances.
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