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From Raw Speech to Fixed Representations: A
Comprehensive Evaluation of Speech Embedding

Techniques
Dejan Porjazovski , Tamás Grósz , Member, IEEE, and Mikko Kurimo , Senior Member, IEEE

Abstract—Speech embeddings, fixed-size representations de-
rived from raw audio data, play a crucial role in diverse machine
learning applications. Despite the abundance of speech embedding
techniques, selecting the most suitable one remains challenging.
Existing studies often focus on intrinsic or extrinsic aspects, sel-
dom exploring both simultaneously. Furthermore, comparing the
state-of-the-art pre-trained models with prior speech embedding
solutions is notably scarce in the literature. To address these gaps,
we undertake a comprehensive evaluation of both small and large-
scale speech embedding models, which, in our opinion, needs to
incorporate both intrinsic and extrinsic assessments. The intrinsic
experiments delve into the models’ ability to pick speaker-related
characteristics and assess their discriminative capacities, providing
insights into their inherent capabilities and internal workings. Con-
currently, the extrinsic experiments evaluate whether the models
learned semantic cues during pre-training. The findings underscore
the superior performance of the large-scale pre-trained models,
albeit at an elevated computational cost. The base self-supervised
models show comparable results to their large counterparts, mak-
ing them a better choice for many applications. Furthermore, we
show that by selecting the most crucial dimensions, the models’
performance often does not suffer drastically and even improves
in some cases. This research contributes valuable insights into the
nuanced landscape of speech embeddings, aiding researchers and
practitioners in making informed choices for various applications.

Index Terms—Speech embeddings, intrinsic evaluation, extrinsic
evaluation, dimension contribution.

I. INTRODUCTION

EXTRACTING meaningful representations from raw data
is an integral process in many machine learning systems.

These meaningful representations, often called embeddings, can
either be learned along with the main task in an end-to-end
(E2E) manner [1], [2] or pre-trained separately [3], [4]. The
E2E learning of embeddings is preferred since they are part of
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the main system, optimised along the main task. This approach
might require more training data because the model needs to
learn to represent the information in a meaningful way while
being optimised for the target task. In low-resource scenarios,
where the data is scarce, producing meaningful embeddings can
be difficult [5] [6]. To alleviate that, pre-trained models can be
utilised, which are usually trained on large, general datasets and
then integrated into the target application. The techniques for
extracting these embeddings depend on the source data, from
which the meaningful information needs to be extracted, whether
that is text, audio, image, or video.

Due to the abundance of different approaches for extracting
speech embeddings, finding the right one for the desired task is
challenging. Most of the current research on speech embeddings
does not compare the proposed methods against a variety of other
alternatives [7], [8], [9]. Even when they are compared against
other methods, the comparison is either intrinsic or extrinsic, but
seldom both [10], [11]. Additionally, there is rarely an evalua-
tion of the proposed embeddings in another language, besides
English. Depending on the way the embeddings are learned,
they might perform better on certain tasks. For example, the
contrastive loss, used in the Siamese networks [12], works well
for the word discrimination task, so most of the models trained
with that paradigm are evaluated on the word discrimination, or
a similar type of task.

Our main contributions in this work are as follows.
(a) We conduct intrinsic and extrinsic experiments, assess-

ing the ability of the speech embedding methods to encode
discriminative, prosodic, and semantic features in English,
Finnish, and French. (b) We conduct compressive representa-
tion experiments, restricting the models to 10% most crucial
dimensions for each task. Moreover, we perform layer anal-
ysis to determine the most optimal layer for each model and
task.

Regarding (a), through word and emotion discrimination
tasks, we show that some models are more robust to unseen
vocabularies. Moreover, despite having fewer parameters, the
base self-supervised models show competitive or even better
discriminative capabilities than their large counterparts.

The findings on Gender ID are in line with emotion discrimi-
nation, showcasing the effectiveness of the base self-supervised
models. Furthermore, the baseline MFCC features approach
the performance of the self-supervised models while having
significantly fewer parameters. On the Emotion ID task, we show
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that most models learn language-agnostic prosodic features
during pre-training, transferable across languages.

Throughout the semantic assessment experiments, we show
the shortcomings of the small-scale models unable to discern the
semantics. Moreover, the results demonstrate that the WavLM
model pre-trained on English data yields the best results for
Finnish, highlighting its adaptability to new languages.

Regarding (b), we find that for simple tasks like Gender ID,
restricting the models to the most crucial dimensions leads to
performance improvements, indicating that many of the dimen-
sions in the large-scale self-supervised models do not contribute
to the task but add noise instead. For more complex tasks, the
large and ASR fine-tuned variants show less performance drop,
possibly due to better dimension separation.

By measuring the dimension overlap across languages, we
provide insights into whether the same regions play a signifi-
cant role in all the languages for the same task. Our findings
reveal that the crucial dimensions often have low overlap across
languages, suggesting that those regions depend on the data
used during pre-training. By calculating the overlap between
tasks, we show that the models often learn spurious correlations,
resulting in a higher overlap between Gender and Intent ID
tasks than between Gender and Emotion ID. The Gender and
Emotion ID tasks rely on the prosody, making them more related,
unlike Intent where the semantic information plays a bigger
role.

II. AN OVERVIEW OF AUDIO EMBEDDING EXTRACTION

TECHNIQUES

To date, many different techniques for extracting text em-
beddings have been developed. One of the most popular ones
is Word2vec [3]. These embeddings exploit the distributional
hypothesis of words [13], placing words with a similar meaning
closer in the embedding space. With the introduction of the trans-
former architecture [14], more powerful models for extracting
word embeddings became available. One such system is BERT,
which achieved state-of-the-art results on many natural language
processing (NLP) tasks [15]. The text-based embedding solu-
tions work well for NLP but are not directly suited for audio
data.

The quality of the audio signals can vary significantly based on
various environmental factors (a noisy background or different
microphones). Moreover, the speech can contain hesitations,
repetitions, and other disfluencies, making the same utterances
sound significantly different. The variation in speech makes it
extremely difficult to extract same embedding vectors for iden-
tical words. Furthermore, audio signals consist of hundreds or
thousands of frames, making it difficult to compress the informa-
tion in a single embedding vector without too much information
loss. Additionally, unlike text, audio signals do not have clear
boundaries between the words. To apply similar techniques to
the ones used in the text domain, the audio signal needs to be
segmented into words using some segmentation method [16].
These challenges (that arise when dealing with speech data)
must be addressed if we want to have meaningful speech repre-
sentations which are essential in a variety of applications, such

as spoken content retrieval [17], emotion recognition [18], word
discrimination [19], and music recommendation systems [20].

The majority of techniques for learning speech embeddings
assume that the audio signal is segmented into words. One such
technique is Speech2vec [9], which employs the same self-
supervised training methodologies as the ones in the Word2vec
model but on audio instead of text. Another popular self-
supervised technique that uses segmented words to produce
speech representations is Audio2vec [8]. This technique learns
speech embeddings using a sequence-to-sequence autoencoder
model. These self-supervised models do not require additional
labelled information but rely only on the speech signal.

Contrary to the self-supervised techniques, some models
exploit the transcripts in addition to the audio information,
allowing for the utilisation of different learning paradigms. One
such approach is explored in [21], which employs a Siamese-
based [12] convolutional neural network (CNN) that separates
the same and different word pairs by a margin. A similar ap-
proach utilising a Siamese network was introduced in [22] using
a stacked long short-term memory (LSTM) network [23]. This
Siamese LSTM model, together with a non-uniform negative
sampling technique outperformed the Siamese CNN of [21].
Further improvement was observed by additionally utilising the
character information, using a multi-view RNN [24]. In [25], the
authors explored a different approach for producing acoustic
word embeddings. In the study, they used a CNN together
with a regression layer to extract fixed-size representations.
The word-based supervised techniques work well for tasks that
require small local context, such as word discrimination [19]
and the more general query-by-example [26]; however, they do
not take into account larger changes in the audio, such as pitch
variation, associated with some emotions [27].

To model longer audio segments, the authors in [18] used a
temporal convolutional network [28] to extract linguistically-
enhanced sentence-level audio embeddings. The sentence-level
embeddings were learned using a multi-task approach of re-
constructing the acoustic features and transcribing the audio.
These representations proved beneficial for the automatic speech
recognition (ASR) and emotion recognition tasks, outperform-
ing the other word-level approaches.

The audio embedding techniques presented so far use rela-
tively simple architectures, but they may require large amounts
of audio data to produce satisfying results, which in low-resource
scenarios is not feasible. The large pre-trained language models
dominate the NLP field due to their ability to extract powerful
features even when there is no data available for fine-tuning [29].
Inspired by these language models, many pre-trained variants
have been developed for audio domains, utilising large-scale
self-supervised training. One such model is VGGish [30], in-
spired by the VGG architecture [31] used in the image recog-
nition tasks. The VGGish model was pre-trained on a large
number of YouTube videos and has been successfully applied
to various audio classification tasks [32], [33]. Another popular
pre-trained option is Wav2vec2 [34], consisting of CNN and
transformer blocks. The Wav2vec2 embeddings were success-
fully used in [35] for the emotion recognition task. HuBERT [36]
is another popular feature-extraction model closely related to
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Wav2vec2. While both models use a combination of CNN and
transformer layers, the difference is in the pre-training process.

The Wav2vec2 and HuBERT pre-training objectives are pri-
marily designed for the ASR task. To improve the performance
of the self-supervised models on other speech-related tasks, the
WavLM model was introduced [37]. In addition to the masked
speech prediction, this model uses the speech denoising task.

These large pre-trained models achieve impressive results on
various low-resource tasks, but they contain millions or even
billions of parameters, making them more costly to apply in
real-world applications.

III. RELATED WORKS

To date, several studies compare speech embeddings. In [10],
the authors compared three different training objectives for
learning speech embeddings using convolutional and recurrent
models. The models were evaluated on the German and Czech
languages, using acoustic word discrimination and word phonol-
ogy similarity tasks. Although their study focuses on less ex-
plored languages, it only evaluates the approaches intrinsically.
On the contrary, in our study, we employ intrinsic and extrinsic
evaluation. Moreover, we compare more training objectives and
include large pre-trained models.

In another study [38], the authors evaluated a variety of
training objectives (hand-crafted, unsupervised, self-supervised,
and supervised) on four languages: English, French, Xitsonga,
and Mandarin. Even though this study compares a variety of
training objectives, it still does not include the state-of-the-art
transformer models. In their experiments, they used both intrin-
sic and extrinsic criteria.

A closely related study to ours is conducted in [39], where the
authors examined the effectiveness of various transformer-based
self-supervised models in capturing linguistic information. They
assessed these models using an audio version of the GLUE
benchmark [40], generated by a single-speaker text-to-speech
model. However, it is important to note that their study is pri-
marily focused on linguistic information. In contrast, our study
extends the evaluation to encompass the models’ capacity to
capture speaker-related information and their performance when
operating with reduced capacity. Furthermore, we evaluate the
models on Finnish and French datasets, assessing their robust-
ness in a cross-lingual context. Another noteworthy distinction
lies in their experiments, where all utterances are generated
by a single speaker, overlooking speaker variability and the
influence of diverse environmental factors. While this approach
suits the evaluation of linguistic capabilities, it may not fully
reflect real-world use cases.

The SUPERB benchmark [41] is a popular platform focused
on evaluating self-supervised representations on intrinsic and
extrinsic speech-related tasks. Even though this benchmark
provides a good platform for testing the pre-trained embedding
representations, it focuses on the English language. In our study,
besides English, we use Finnish and French speech to evaluate
the embeddings on less-explored languages. Moreover, we per-
form a compressive representation experiment by removing the
unimportant dimensions and reducing the dimensionality of the
models.

To overcome the limitation of the SUPERB benchmark,
which predominantly focuses on the English language, a mul-
tilingual iteration named ML-SUPERB was introduced [42].
ML-SUPERB extends its evaluation scope to encompass self-
supervised models across ASR and language ID tasks spanning
143 languages. While the ML-SUPERB focuses on the ASR
task, in our study, we evaluate the models on multiple intrinsic
and extrinsic tasks. Moreover, we delve into experimentation
aimed at reducing the dimensionality of the embeddings. There-
fore, ML-SUPERB and this research complement each other,
helping the users make an informed decision when selecting a
model.

In [43], the authors conducted an extensive review of
self-supervised models, describing their underlying methods,
datasets used during pre-training, experimental settings, and
results. Even though they provide results on various tasks, as
stated by the authors, those results were taken from the original
papers, following different fine-tuning recipes and hardware
constraints. In our study, we evaluate the models under the
same conditions. Similar to ML-SUPERB, we believe that this
study complements our research. While [43] focuses on more
theoretical aspects, describing in detail the model architectures,
their training objectives and datasets used, our study focuses on
evaluating those models on different intrinsic and extrinsic tasks.
Together, these studies provide valuable resources for finding the
appropriate model for the task without wasting computational
resources on trying many variants.

IV. DATA

This section provides details about the datasets used to evalu-
ate the models intrinsically and extrinsically in English, Finnish,
and French languages.

LibriSpeech [44] is a popular English audio corpus, often
used in ASR, containing read audiobooks. In the experiments,
we used the 360-hour clean version to train the speech embed-
ding approaches (small-scale ones) and to evaluate them on the
Gender ID task. As development and test portions, we used the
official clean splits.

IEMOCAP [45] is an emotion recognition corpus, originally
containing 12 hours of speech, annotated with nine emotions. To
be consistent with the other research conducted on this dataset,
we used only the balanced emotion classes: neutral, sadness,
happiness, and anger. The dataset is recorded in five sessions. In
the experiments we used the first four sessions for training and
the last for testing.

SLURP [46] is a challenging English audio corpus developed
for spoken language understanding. It consists of 48 hours of
audio samples, where people interact with a personal assistant.
The dataset contains annotations with three levels of semantics:
scenario, action, and entities. In our experiments, we selected
the Intent ID task, which is a combination of scenario_action,
containing 93 classes. For training, development, and testing,
we used the official splits provided with the dataset.

Lahjoita Puhetta (LP) [47] is a large conversational Finnish
dataset. It contains over 20,000 unique speakers speaking col-
loquial Finnish. The recordings cover all age groups (includ-
ing small children) and diverse environments. These features
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make the dataset suitable for evaluating the embeddings in a
real-world scenario. In the experiments, we used a subset of
360 hours to train the small-scale speech embedding models.
To evaluate the models on the Gender ID and Topic ID tasks,
we used the official development and test splits, which do not
contain speaker overlap. The topics used in the experiments are:
Animal friends, Sports moments, My surroundings, Summer,
The cursed COVID, Media skills, Rated R, and Nature. In
the original dataset, the Media skills topic is split into three
subtopics, which we merged into one. Due to the Topic ID task
being challenging for the models, we increased the training
data to 490 hours but kept the same development and test
splits.

FESC [48] is a Finnish emotion recognition corpus containing
passages narrated by five male and four female speakers. The
dataset provides annotations for neutral, sadness, joy, affection,
and anger emotions, prepared the same way as [49]. Since there
are no official splits, we used one speaker for testing and the rest
for training.

Common Voice (CV) [50] is a multilingual collection of
speech primarily designed for ASR. We used in our experiments
a subset of the French version 17 corpus to pre-train the small-
scale models and for the Gender ID task. The subset consists of
around 267 hours of French speech, from which two hours were
reserved for testing, two hours for validation, and the rest for
training.

CaFE [51] is a small Canadian French emotion recognition
corpus consisting of six emotionally neutral sentences acted by
12 actors. The emotions presented in the dataset are sadness,
happiness, anger, fear, disgust, surprise, and neutral. The emo-
tions are portrayed with two intensities, resulting in 936 audio
samples, totalling around one hour.

HealthCall30 corpus [52] contains audio interactions be-
tween customers and call centre agents in French. The goal of
this task is to predict the Request ID that the customer has,
whether that is related to an affiliation (label “affil”) or some
other issue, such as reimbursement (label “presta”). In this study,
we utilised the subset of the corpus that was introduced for the
ComParE 2023 challenge [53]. Since the true labels for the test
set were not available, we used half of the development set for
testing. The subset of the corpus consists of 83 hours, out of
which 57 are for training.

V. SPEECH EMBEDDING APPROACHES

This section provides an overview of the small and
large-scale models used in this study to extract speech
embeddings.

A. Small-Scale Models

MFCC features have been a popular choice for various
speech-related tasks before the emergence of the self-supervised
models. Hence, as an initial embedding method, we will delve
into MFCC features, establishing them as our baseline. We
extracted these features using a 25 ms window and a hop length
of 10, with a selection of 23 coefficients. To capture the temporal
variation in speech, we added the first and second derivatives of

the features (deltas). Furthermore, we appended five frames from
left and right context to the features.

Audio word2vec is an audio autoencoder feature extractor,
introduced in [8]. It is an encoder-decoder architecture where
the encoder takes the variable-length audio sequence and com-
presses it to a fixed-size vector representation. The decoder then
reconstructs the original audio sequence from the fixed-vector
representation produced by the encoder. The advantages of this
approach are that it is fast to train and no labelled data is required.
Following the original implementation, the encoder and the
decoder consist of a one-layer LSTM, which in the encoder
is bidirectional. Additionally, the decoder is augmented with
a peephole connection [54]. During training, we applied zero
masking [55], which randomly turns off elements of the input
sequence with a 30% probability.

Speech2vec is a sequence-to-sequence model introduced
in [9]. The training scheme is similar to the one used in
Word2vec. The authors experimented with the skip-gram and
CBOW techniques and found that the skip-gram technique
constantly outperforms the CBOW. Due to that, in our experi-
ments, we implemented the Speech2vec model using skip-gram
training. The model consists of a one-layer bidirectional LSTM
encoder and a unidirectional LSTM decoder. Following the
original implementation, we conditioned each decoding step to
the last hidden state of the encoder, as in [56].

Siamese neural network produces speech embeddings for
three inputs, from which two have the same label, and one has a
different one, referred to as a negative sample. Then, the cosine
distance between the embeddings is calculated. The training is
done using a contrastive loss, where the model learns to separate
the same and different word pairs by a margin. In our case, the
Siamese network consists of a one-layer bidirectional LSTM
network. For choosing the negative sample, we opted for a
simple solution of picking a random word different from the
other two.

Linguistically enhanced embeddings (LEE) approach, in-
troduced in [57], follows a multi-task training scheme consisting
of a shared audio encoder and two decoders. The encoder is a
one-layer bidirectional LSTM network taking speech features as
input and producing fixed-size speech embeddings. The speech
embeddings are then passed to the two decoders. The first
decoder is an attention-based LSTM network that reconstructs
the original speech features by minimising the L1 loss. Since the
dimensions of the speech embeddings and the speech features do
not match, we used a linear layer to downscale the embeddings.
The second decoder consists of a dropout and two linear layers
with a ReLU non-linearity. Its job is to minimise the L1 loss be-
tween the speech and word embeddings produced by the BERT
model. In this case, the speech embeddings are upscaled using
a linear layer to match the dimension of the word embeddings.
Finally, the model is trained by combining both L1 loss functions
with equal contribution.

B. Large-Scale Models

The large-scale models are typically pre-trained on big
amounts of audio in an unsupervised way. Once pre-trained, they
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can be used as feature-extractors or fine-tuned for a specific task.
In this study, we will evaluate the most popular pre-trained self-
supervised models: Wav2vec2, HuBERT, and WavLM. Besides
the self-supervised models, we additionally include the Whisper
model in the evaluation to see how it differs from the rest.

Wav2vec2 is a self-supervised model, pre-trained by creating
quantized representations out of the feature encoder outputs and
masking parts of the feature encoder timesteps. The objective is
contrastive, requiring the model to identify the right quantized
representation for a masked timestep. The model consists of
convolutional feature encoder and transformer layers.

HuBERT follows the same architecture as Wav2vec2, with
the difference being the pre-training objective, which uses
masked prediction. To generate the labels, k-means clustering
is applied, which in the first iteration uses MFCC features and
for the subsequent ones, the latent features extracted from the
model.

WavLM is another self-supervised variant that follows a
similar architecture. Besides the convolutional feature encoder
and transformer layers, WavLM additionally incorporates gated
relative position bias [58] which improves the ASR performance
without too much parameter increase. The model is pre-trained
with a masked prediction, along with a denoising objective.

Whisper is primarily made for multilingual ASR and is based
on the encoder-decoder transformer architecture [14]. The pre-
training of the Whisper model incorporates multi-task learning
where along with the standard ASR task, the model simultane-
ously learns to perform translation and language identification,
among other tasks. In our experiments, we used the encoder part
of the model to extract the speech embeddings.

VI. EVALUATION TASKS

A. Emotion and Gender ID

The goal of these intrinsic tasks is to assess the capability of
the embedding methods to capture prosodic information from
the speakers. Using the prosodic information is beneficial in
many paralinguistic tasks [59], [60]. To this end, we evaluate
the models on the Gender ID and the more challenging Emotion
ID task.

B. Intent, Topic and Request ID

The objective of the Intent, Topic, and Request ID experi-
ments is to evaluate the effectiveness of the explored speech
embeddings in modelling the semantic information. To assess
the classification performance of the speech embeddings, we
leveraged the SLURP dataset for Intent ID, LP for Topic ID,
and HealthCall for Request ID. In the English experiments, we
used the 93 intent labels. In Finnish, we utilised the eight topics
available in the LP corpus, whereas, in French, we used the
two labels associated with the request type. These classification
experiments allow us to assess the adaptability and robustness
of the speech embeddings across different languages and tasks.

C. Word and Emotion Discrimination

To measure the discriminative performance of the small-scale
embedding models, we employed the word discrimination task.
The goal of the task is, given a set of three samples (in our case

words), out of which two are from the same class (same word)
and one from a different class (negative sample), to recognise
which sample is from the different class. The elements in the
triplet are defined as follows: the first is an anchor, the second is a
positive sample from the same class as the anchor, and the third is
a negative sample from a different class. The classification relies
on the cosine similarity between the embeddings generated by
the audio encoders for the anchor and the positive sample, as
well as the anchor and the negative sample. To make the task
more challenging, instead of randomly choosing the negative
sample, we opted for the most similar word (by edit distance) to
the other two.

For evaluating the discriminative capabilities of the large-
scale transformer models, we constructed an emotion discrimi-
nation task following a similar approach to word discrimination.
In this task, a set of three utterances is provided, with two sharing
the same emotion label (anchor and positive) and one featuring
a different emotion (negative). The objective is to identify which
sample is the negative one. The comparison involves calculating
the cosine similarity between the embeddings produced for the
anchor and positive, as well as the anchor and negative samples.

D. Compressive Representation Assessment

Given the substantial number of dimensions in the large-scale
pre-trained models (768 in the base and 1024 in the large
version), we evaluated the models using only 10% of their
most important embedding dimensions. We chose 10% due
to the exponential distribution of the attributions, where the
majority of the contributions come from those 10% embedding
neurons (see Fig. 4). To identify these crucial dimensions, we
employed the Integrated Gradients method [61]. This method
assigns attributions to the input, in our case, speech embeddings,
with respect to the true labels. We select the crucial dimensions
based on the highest absolute attribution scores, indicating their
significant influence on the predictions.

E. Inference Time Assessment

Given that the small and large-scale models differ in their
number of parameters, we expect that to reflect in their inference
time. By measuring the inference time, we provide insights into
the trade-offs between model parameters/performance and com-
putation cost. While large models often result in performance
increase, they are inherently slow and often not applicable in
real-world systems.

VII. EXPERIMENTS

Most of the small-scale speech embedding training techniques
assume that the utterances also contain word boundary times-
tamps. To segment the English datasets into words, we used
the Wav2vec2 model, fine-tuned on 960 hours of LibriSpeech.
For the Finnish experiments conducted on the LP dataset, we
re-used the already validated word-level segmentation using a
conventional ASR model [47] trained with the Kaldi toolkit [62].
For the Finnish FESC and the French data, we used the large
Whisper model to first generate transcripts, then do the word-
level alignment. As evaluation metrics for the classification
tasks, we chose the commonly used micro F1 and unweighted
average recall (UAR). For the datasets having official training,
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development, and test splits, we optimised the models on the
development set and tested them on the test set. Due to clarity
and simplicity, we only provide the results obtained on the test
sets since in most cases, the development and test results follow
the same trend.

As input to the small-scale speech embedding models, we
used MFCC features with 13 coefficients, whereas the large-
scale pre-trained models use raw audio as input. To make the
small-scale embedding models comparable, we used one-layer
bidirectional LSTM audio encoders. The implementation of the
decoders differs depending on the training approach. All the
small-scale speech embedding models produce 128-dimensional
speech embeddings. The size of the large-scale pre-trained mod-
els is either 768 or 1024, depending on the model size.

For the classification experiments, we developed different
models based on the task. For the Gender ID task (male/female),
we used one linear layer that takes the speech embeddings and
produces an output between 0-1. We trained the models by
optimising the binary cross-entropy loss. We opted for a simple
model to see whether the speech embeddings contain gender
information without being specifically trained for that.

For the Emotion, Intent, Topic, and Request ID tasks, on
the other hand, we used a bigger and more complex model.
The network takes the speech embeddings (produced either by
the small-scale audio encoders or the large-scale transformer
models) as input and processes them through four bidirectional
LSTM layers with 512 neurons (per direction), followed by a
dropout with 30% probability. The features are further trans-
formed by three linear layers with 1024 neurons and a ReLU
activation between them. In the end, the features are processed
through the output layer that produces class probabilities. We
chose this architecture based on internal experiments where the
goal was to make a reasonably-sized model capable of learning
the tasks. We want to note here that a larger model would
probably yield better results, but the idea in this study is to
evaluate the embeddings under the same conditions instead of
aiming to achieve the best classification results.

Due to the abundance of different large pre-trained models,
we chose the most popular ones. More specifically, we chose
the base, large, and ASR fine-tuned versions of Wav2vec2,
HuBERT, and WavLM, as well as the small Whisper model.
Some of these models are pre-trained only on English data and as
of the time of writing, do not have multilingual or Finnish/French
versions. Due to that, for the Finnish and French experiments,
in the cases where we did not find a language-specific or multi-
lingual model, we used the one trained on English data. These
models are marked with “*” in Table II. For a detailed list of
the models used and the code for reproducing the experiments,
refer to our code repository.1

To identify the most suitable layer for each model and task,
we conducted training on a subset of the original training sets,
utilising every other layer in the base models and every third
layer in the large versions. We opted for using a random subset,
instead of the whole training set, due to the large number of

1https://github.com/aalto-speech/evaluation_of_speech_embedding_
methods

TABLE I
GENDER ID RESULTS ON THE ENGLISH, FINNISH, AND FRENCH DATASETS

TABLE II
LAYERS USED TO EXTRACT THE EMBEDDINGS FOR ENGLISH, FINNISH, AND

FRENCH, RESPECTIVELY

models that need to be evaluated for each language and task. In
the Finnish and French experiments where models pre-trained
on English were employed, we selected the most optimal layer
based on the outcomes of the English task. For more details about
the layer analysis experiments, refer to the Figs. 9, 10, and 11
in the Appendix. We would like to note that some studies use a
weighted sum [41] or average [35] of all the layers, which could
potentially improve the performance. However, in this study, we
chose to investigate individual layers. This approach allows us

https://github.com/aalto-speech/evaluation_of_speech_embedding_methods
https://github.com/aalto-speech/evaluation_of_speech_embedding_methods
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to gain a deeper understanding of whether similar information
is stored in the same or different layers across models.

VIII. RESULTS AND DISCUSSION

A. Gender and Emotion ID Results

Table I depicts the results obtained on the Gender ID task. On
the English LibriSpeech dataset, the small-scale models exhibit
varying performances, with Speech2vec embeddings obtaining
the highest F1 and UAR scores, followed by LEE, Siamese,
and Audio word2vec models. In Finnish, the Siamese model
achieved the best results, while in French, the Speech2vec was
again the most optimal one. From these findings we can say that
Speech2vec is the most robust among the small-scale solutions
on the Gender ID task.

Shifting the focus to the large-scale self-supervised models,
we can see small performance variations between the base, large,
and fine-tuned versions. These findings suggest that regardless
of their scale or additional ASR fine-tuning, all self-supervised
models investigated in this research have effectively captured
gender-related information, even across languages not encoun-
tered during pre-training. While the MFCC features demonstrate
slightly inferior performance compared to the self-supervised
models, they remain a viable option, particularly due to their
light computational requirements.

It is worth noting that even though the MFCC and the
large-scale self-supervised models achieve better results than
the small-scale ones, they are not directly comparable. While
the former ones process only the first 5 seconds of the utterance
to make a prediction, the latter, small-scale models operate on a
word level, therefore extracting labels for each word.

A closer examination of the layer analysis, as outlined in
Table II, reveals a consistent trend that the lower transformer
layers are most optimal for this task. This pattern suggests that
crucial prosodic cues for gender identification are predominantly
stored within these layers. These findings are in line with the
Wav2vec2 layer analysis conducted in [63].

Given the apparent ease of the Gender ID task, as emphasised
by the results, we extended our evaluation to assess the models’
capacity to capture prosodic information through Emotion ID,
presented in Table III.

From the small-scale models, the LEE approach emerges
as best on English, while its performance is second-best for
Finnish and French. The best results for Finnish and French
were obtained by the Audio word2vec and Siamese models,
respectively. Unlike the English and Finnish results, there is
a considerable performance difference between the models
in French when the amount of training data is small. The
reason for the low performance of the Audio word2vec and
Speech2vec models indicates that they require more data to
learn the prosody. Compared to the baseline MFCC features,
the small-scale models fall behind, but the difference is less
pronounced.

Among the base pre-trained models, HuBERT stands out
with the highest F1 and UAR scores for English and Finnish.
However, for French, the WavLM model achieved the best score
by a large margin, indicating that it is better suited for tasks with

TABLE III
EMOTION ID RESULTS ON THE ENGLISH, FINNISH, AND FRENCH DATASETS

limited training data. Notably, the performance of the Whisper
model falls behind, compared to the other models, indicating
that it has difficulties with learning the prosody.

From the large versions, the Wav2vec2 model gave the best
F1 score but the worst UAR on the English data. In Finnish,
however, the HuBERT model outperformed the others by a
large margin. In French, the WavLM gave the best F1, while
Wav2vec2 gave the best UAR score. Comparing the large and
ASR fine-tuned models, we can notice a pattern of performance
drop in F1 when using the fine-tuned versions of Wav2vec2 and
HuBERT, aligning with the observations in [64]. On the contrary,
by ASR fine-tuning, the WavLM improved its F1 performance
on all the datasets.

An interesting finding from the Emotion ID results is that,
for Finnish, the best-performing model is the large HuBERT,
which does not have a Finnish or multilingual version, in-
dicating that the model has learned universal prosodic infor-
mation that is transferable across languages. Similarly, for
French, the English version of the large HuBERT and WavLM
models outperformed the French-pre-trained Wav2vec2 in the
F1 score.

The layer-analysis, presented in Table II, reveals that lower
layers exhibit superior performance on this task, suggesting the
concentration of prosodic information in these layers. However,
exceptions exist, such as the base HuBERT or the English and
Finnish ASR fine-tuned WavLM models.

B. Intent, Topic, and Request ID Results

Table IV shows the performance on Intent, Topic, and Request
ID in English, Finnish, and French, respectively.
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TABLE IV
INTENT, TOPIC, AND REQUEST ID RESULTS ON THE ENGLISH, FINNISH, AND

FRENCH DATASETS

From the small-scale models, LEE demonstrated the best F1
and UAR scores in all the languages. For Intent and Topic ID, the
Speech2vec and Audio word2vec underperformed, indicating
that they are not well suited for more complex tasks. Compared
to the baseline MFCC features on the Intent ID task, all the mod-
els, except for Speech2vec, achieved better scores, showcasing
the need for better speech representations. We observed a similar
trend on the Topic ID task, where LEE and Siamese models
outperformed the MFCC features by a large margin. However,
on the French Request ID task, the MFCC features are the better
choice, whereas the rest are close to random guess.

From the base self-supervised models, WavLM achieved the
highest F1 and UAR scores on Intent and Topic ID tasks, while
Whisper was most suited for Requests ID. The impressive results
that the WavLM model got on the Finnish Topic ID again
demonstrate the ability of the model to generalise to unseen
languages.

The large models exhibited a similar trend, with WavLM
consistently providing the highest F1 and UAR scores. Further-
more, comparison between large and fine-tuned versions often
revealed performance improvements with fine-tuning. Unlike on
the Emotion ID task, where the WavLM model showed benefits
from ASR fine-tuning, on the Intent and Topic ID tasks, its
performance degraded noticeably. This finding shows that ASR
fine-tuning the WavLM model helps with modelling the prosodic
information but at a cost of losing the semantics.

Overall, these results underscore that despite the complexity
of the tasks, smaller base versions often match or outperform
their larger counterparts, making them a preferred choice. Layer-
analysis results indicate that, for these tasks, the higher layers

TABLE V
ACCURACY SCORES FOR THE WORD DISCRIMINATION TASK WITH MATCHED

AND MISMATCHED VOCABULARIES

TABLE VI
VOCABULARY STATISTICS FOR THE TRAINING SETS

are generally more optimal, except for the large Wav2vec2
model on the Request ID task. These findings slightly deviate
from the observations made in [65], where they found that the
intermediate layers of the Wav2vec2 model encode the phonetic
information. For the models pre-trained to predict discrete units,
however, the phonetic information is concentrated in the higher
layer, similar to our observations.

C. Word and Emotion Discrimination Results

Conducting discriminative evaluation provides deeper in-
sights into the information embedded within the models.
Table V illustrates the outcomes of the word discrimination
task, revealing a notable performance disparity between the
English, Finnish, and French datasets. This discrepancy could
be attributed to the increased difficulty of dialectical speech in
diverse environments within the Finnish and French datasets.
Similar to the Intent and Topic ID tasks, the Audio word2vec and
Speech2vec models exhibit sub-optimal results, particularly on
the CV dataset. As anticipated, the Siamese network attains the
highest performance, given the similarity of the pre-training task.
Remarkably, the LEE approach, employing a distinct training
objective, approaches the performance of the Siamese network,
showcasing its robustness.

To assess the models’ adaptability to entirely new data, we
evaluated the English models on the LP and the Finnish models
on the LibriSpeech data, as indicated in the last two columns
of Table V. Surprisingly, the Speech2vec model, trained on
Finnish data and evaluated on English, outperforms its results
on LibriSpeech data. This phenomenon suggests that the model
generalises more effectively when a large vocabulary is avail-
able during training, supported by the considerable vocabulary
difference in the LP corpus (over 107 K words appearing only
once), as outlined in Table VI. On the other hand, the Audio
word2vec model, trained on LP and evaluated on LibriSpeech,
demonstrates diminished performance, implying that this model
benefits more from a small but clean vocabulary than a larger,
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Fig. 1. Visualisation of the audio embeddings extracted from English LibriSpeech.

Fig. 2. Visualisation of the audio embeddings extracted from Finnish Lahjoita Puhetta.

Fig. 3. Visualisation of the audio embeddings extracted from French Common Voice.

noisier one. Despite the observed performance degradation on
unseen data, the Siamese and LEE models, though less robust,
still achieve superior results.

Overall, these experiments indicate that the explored small-
scale speech embedding approaches are not language-dependent
and can perform well on unseen data. Furthermore, some ap-
proaches demonstrate enhanced performance when trained on a
different language, suggesting potential benefits from combin-
ing both datasets.

To delve deeper into the ability of the models to distinguish
similar and dissimilar sounding words, we visualised their vec-
tors in a 2D space using the UMAP algorithm [66]. Figs. 1,
2, and 3 depict the English, Finnish, and French scatter plots.
In the English case, the Siamese and LEE plots reveal more
well-defined clusters, consistent with the word discrimination
results. Conversely, the Finnish plots exhibit less distinct clus-
ters, possibly due to higher edit distances among Finnish words
(e.g., “hetkinen,” “semmonen,” “sellainen”). Additionally, the
accent on the first syllable in the Finnish words contributes to

variations in sound, even among words with the same ending.
On the French plot, we can observe again that the Siamese and
LEE models have better defined clusters than the other models.
Despite that, the clustering is still better for the English models.
One possible reason for the lower-quality clusters could be due
to the considerably smaller amount of training data used to learn
the embeddings.

In contrast to the small-scale solutions, the pre-trained
transformer models operate on whole utterances. To as-
sess the discriminative capabilities of these models, we
conducted an emotion discrimination test, as outlined in
Table VII.

The results obtained for the base models show that for En-
glish, the Wav2vec2 model significantly outperforms the other
variants. Interestingly, for Finnish, the Whisper model produced
the highest score, even though it gave the worst results on the
Emotion ID task (Table III). For French, the HuBERT model
produced the best results, even though it has not seen French
data during pre-training.
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TABLE VII
ACCURACY SCORES ON THE EMOTION DISCRIMINATION TASK

From the large versions, HuBERT demonstrated a perfor-
mance drop on all the datasets compared to its base counterpart.
In Finnish, all three large models showed a decrease in perfor-
mance, suggesting that the base versions generalise better on a
language not seen during pre-training. In French, however, by
using the large Wav2vec2 and WavLM versions, we observed
improvements.

The extra language-specific data during ASR fine-tuning was
beneficial for some while erroneous for the other models. For all
the languages, the HuBERT model benefited from the additional
data. The Wav2vec2 results improved significantly for Finnish
when we used the fine-tuned version but degraded slightly for
the other languages. The large improvement in Finnish could be
attributed to the additional Finnish data used during the ASR
fine-tuning. We observed the highest performance drop for the
English and Finnish WavLM models, suggesting a potential
discriminatory loss during ASR fine-tuning. Generally, the base
models, having significantly fewer parameters, showed compa-
rable results to their larger counterparts, making them a better
choice for discriminative tasks.

D. Compressive Representation Results

From the results observed so far, it is evident that the pre-
trained transformer models outperform the small-scale solu-
tions, although at a higher computational cost (discussed in
the following subsection). Drawing inspiration from the study
in [67], we anticipated similar performance outcomes when
utilising only the most important dimensions and discarding the
rest. To identify these crucial dimensions, we used the Integrated
Gradients method.

Fig. 4 depicts sorted absolute attribution values for each
dimension on the Intent ID task using the base Wav2vec2 model.
Based on the figure, we can observe an exponential drop in the
absolution values, indicating that only a small amount of the
embedding dimensions encode the relevant task information.
We found similar observations for the Gender and Emotion ID
tasks.

Fig. 4. Absolute attribution values for each dimensions of the base Wav2vec2
model on the Intent ID task.

TABLE VIII
MODELS TRAINED AND EVALUATED ON THE ENGLISH DATASETS WITH 10%

CAPACITY

Table VIII shows how the pre-trained models perform on the
English Gender, Emotion and Intent ID tasks when using only
10% of their capacity. Surprisingly, by reducing the capacity
of the models on the Gender ID task, we often observed a
performance increase. These findings indicate that for simple
tasks, such as Gender ID, only a small number of dimensions
encode relevant information, while the others add noise.

On the Emotion ID task, however, we observed a performance
drop for all the models when restricting them to 10% of their
most important dimensions. An exception here is the Whisper
model, which got an 11.4% improvement. The results also
suggest that the dimensions of the large and fine-tuned models
are better separated, resulting in a smaller performance drop.

On the most challenging Intent ID task, the base models
suffer less with reduced capacity. The Whisper, large Wav2vec2
and HuBERT models experienced a large performance drop,
suggesting that in those models, for more complex tasks, the
relevant information is encoded in more regions. However, by
ASR fine-tuning them, the performance drop is less prominent,
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Fig. 5. Dimension overlap across languages for Gender ID.

Fig. 6. Dimension overlap across languages for Intent ID.

Fig. 7. Dimension overlap across languages for Intent/Topic/Request ID.

suggesting that the ASR tasks help with separating the dimen-
sions.

Overall, most models perform competitively, or even better
when restricted to only 10% of their most important dimensions,
making it a viable option when the computational resources are
constrained.

In the next experiment, we delved into the relationship be-
tween the key dimensions across the languages by calculating
the dimension overlap. When comparing the dimension overlap
across the languages (Figs. 5, 6, 7), we found that for Gender
ID (Fig. 5), the base WavLM model has the highest overlap
of 36.8% between Finnish and French, closely followed by
the large HuBERT and Whisper models. Interestingly, despite
their linguistic proximity, English and French showed the lowest
overlap.

On the Emotion ID task, depicted in Fig. 6, we found the
agreement between the languages to be even smaller. We ob-
served the highest agreement of 31.4% between English and
Finnish using the large HuBERT and WavLM and between
Finnish and French using the large WavLM model. Notably,

Fig. 8. Dimension overlap across tasks on the English datasets.

for this task, the agreement between English and Finnish tends
to be higher, which could indicate a similarity in the way the
emotions are expressed in those languages.

For the Intent, Topic, and Request ID tasks (Fig. 7), the
base HuBERT model demonstrated the highest agreement at
36.8% between English and Finnish, but it dropped signifi-
cantly between English and French (11.8%) and Finnish and
French (9.2%). Conversely, all three WavLM models showed
relatively high agreements across languages, suggesting that
for this model, similar regions are responsible for the task,
potentially learning more universal features, regardless of the
language.

By examining the overlap between the 10% most important
dimensions across languages, we found that those dimensions
often differ. These findings suggest that the crucial regions
for each task might depend on the language (or dataset) used
during pre-training. We believe this to be the case due to the
higher agreement for the models that do not have a multilingual
or language-specific variant, such as the WavLM base. We
observed a similar behaviour for the large HuBERT version,
which does not have a Finnish variant, resulting in a high
dimension overlap. Additionally, the WavLM model showed
high overlap on all three tasks, suggesting that it has learned
language-agnostic representations.

Besides investigating the dimension overlap across languages,
we investigated whether some dimensions are shared across
tasks. To achieve that, we calculated the dimension overlap
between Gender, Emotion and Intent ID tasks for each model,
as presented in Fig. 8.

The results revealed that the highest agreement is between
Emotion and Intent ID for all the models except the WavLM
base and large variants. These findings hint that the dimensions
responsible for the prosodic information play an important role
in semantic understanding.

Another interesting finding is that in many cases, the highest
overlap is between Gender and Intent ID, compared to Gender
and Emotion ID tasks, even though Gender and Intent ID have
much less in common. These findings point to potential spurious
correlations that the models have learned during the pre-training
phase.

When comparing the agreement across all three tasks, we
found that the Wav2vec2 variants have the highest dimension
overlap across all three tasks, with the base version having the
highest of 7.9%.
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TABLE IX
NUMBER OF PARAMETERS (IN THE EMBEDDING MODELS) AND INFERENCE

TIME ON THE IEMOCAP EMOTION ID TEST SET, WITH A BATCH SIZE OF 1

E. Inference Time

In the final series of experiments, we assessed the inference
time for each model on the IEMOCAP test set, with the results
outlined in Table IX. We conducted these experiments with a
batch size of 1 on a consumer-grade NVIDIA GeForce RTX
2080 GPU.

The small-scale models have identical inference times, as
expected, given their utilisation of a same-size encoder for
extracting speech embeddings. It is important to emphasise that
the pre-computed MFCC features, used as input to the encoders,
are not factored into the inference time.

Examining the base versions of the large pre-trained models
on the full test set, the Whisper-small model measures the
longest inference time at 277 seconds, while the remaining mod-
els demonstrate similar performance - a predictable outcome
considering their analogous architectures and parameters. As
anticipated, the large fine-tuned models, with their substantially
increased parameters, come with higher inference times com-
pared to their base counterparts; however, the difference is not
big.

We can observe a small difference between the large and base
versions on the subset consisting of short samples (smaller than
3 seconds). On utterances longer than 15 seconds, however, the
difference between the base and large models is more substantial.
Interestingly, the Whisper model performs equally with both
short and long segments.

In summary, the small-scale models, characterised by a con-
siderably lower number of parameters, exhibit notably faster
inference times. Nevertheless, this efficiency comes at the ex-
pense of reduced performance, as evidenced in the intrinsic and
extrinsic assessments. Consequently, selecting an appropriate

model for a given task requires a careful trade-off consideration
between inference time and performance.

IX. CONCLUSION

Due to the abundance of speech embedding extraction meth-
ods, choosing the right one is difficult for industry and research
applications. To ease the process of selecting the appropriate
model, in this study, we thoroughly evaluated small and large-
scale speech embedding approaches in intrinsic and extrinsic
ways in English, Finnish, and French languages.

The discriminative intrinsic experiments revealed that the
compact, small-scale Siamese and LEE models perform ex-
ceptionally well, although suffering performance degradation
when evaluated on unseen vocabulary. Emotion discrimination
highlighted the effectiveness of the base self-supervised models
despite having fewer parameters. For tasks that require mod-
elling the prosodic information, the base self-supervised models
performed comparably to the larger ones on Gender ID, making
them preferable. MFCC features, though less computationally
demanding, were slightly worse. The large HuBERT model
excelled on Finnish Emotion ID without language-specific pre-
training, showing strong language-agnostic capabilities. Seman-
tic assessments via Intent, Topic, and Request ID tasks revealed
that the base large-scale self-supervised models often matched
or exceeded their larger counterparts. The WavLM model, pre-
trained on English, performed best in Finnish, demonstrating its
adaptability to new languages.

We made multiple discoveries by conducting experiments
with the most crucial dimensions for each task. For simple tasks
like Gender ID, limiting the models to their top 10% most
important dimensions improved the performance, suggesting
that many dimensions add noise. On Emotion ID, the large and
fine-tuned models showed better dimension separation, resulting
in less performance drop. However, for the more complex Intent
ID task, the base models had smaller performance drops, while
the large Wav2vec2, HuBERT, and Whisper variants showed
significant degradation, indicating they encode relevant informa-
tion across multiple regions. ASR fine-tuning mitigated the per-
formance drop, implying that ASR aids in dimension separation.
The dimension overlap analysis revealed that crucial dimensions
often differ between languages, depending on the pre-training
data. By measuring the overlap between the tasks we showed
that there is a higher overlap between Gender and Intent ID than
between Gender and Emotion ID, despite the former being less
related, suggesting possible spurious correlations learned during
pre-training.

APPENDIX

Figs. 9, 10, and 11 show the layer analysis conducted for the
Gender, Emotion, and Intent ID tasks in English. The experi-
ments are conducted on a subset of the training data using the
base, large, and ASR fine-tuned versions. We determined the
best layer for each model based on the highest F1 score.
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Fig. 9. F1 scores obtained using individual layers on the Gender ID task in English for the base (a), large (b) and ASR fine-tuned (c) versions.

Fig. 10. F1 scores obtained using individual layers on the Emotion ID task in English for the base (a), large (b) and ASR fine-tuned (c) versions.

Fig. 11. F1 scores obtained using individual layers on the Intent ID task in English for the base (a), large (b) and ASR fine-tuned (c) versions.
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