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Ion-Specific Effects on Ion and Polyelectrolyte Solvation
Tuuva Kastinen,[a, b, c] Piotr Batys,[d] Dmitry Tolmachev,[a, b] Kari Laasonen,[a] and
Maria Sammalkorpi*[a, b, e]

Ion-specific effects on aqueous solvation of monovalent counter
ions, Naþ, Kþ, Cl�, and Br�, and two model polyelectrolytes
(PEs), poly(styrene sulfonate) (PSS) and
poly(diallyldimethylammonium) (PDADMA) were here studied
with ab initio molecular dynamics (AIMD) and classical molec-
ular dynamics (MD) simulations based on the OPLS-aa force-
field which is an empirical fixed point-charge force-field. Ion-
specific binding to the PE charge groups was also characterized.
Both computational methods predict similar response for the

solvation of the PEs but differ notably in description of ion
solvation. Notably, AIMD captures the experimentally observed
differences in Cl� and Br� anion solvation and binding with the
PEs, while the classical MD simulations fail to differentiate the
ion species response. Furthermore, the findings show that
combining AIMD with the computationally less costly classical
MD simulations allows benefiting from both the increased
accuracy and statistics reach.

Introduction

Polyelectrolyte complexes (PECs) and multilayers (PEMs) formed
from oppositely charged polyelectrolytes (PEs) are closely
related in terms of molecular level structure[1,2] and broadly
used in biotechnology, medicine, and chemical engineering as
versatile, broadly tunable advanced materials.[3] Applications
include, e.g. drug delivery,[4,5] tissue engineering,[6] smart
coatings,[7] electrochemical systems,[8] water purification,[9] and
drying agents.[10] The versatility of hydrated PE materials is due
to their high sensitivity to the environment. The ionizable
functional groups make PEs responsive to various solution
conditions, such as salt concentration, pH, temperature, and
solvation level.[11–14] This not only allows a wide spectra of PE
material applications but also enables fine-tuning properties
and structure of both PECs and PEMs by varying assembly
conditions and post-assembly modification.

The solution conditions influence PE assemblies due to
changes in polymer mobility and packing in the assembly.
Because of this, e.g. the effects of water and salt are
coupled.[15,16] Water plasticizes PE assemblies by enabling
enhanced polymer mobility via increasing the free volume and
by weakening electrostatic attraction between oppositely
charged polyelectrolytes.[15,17] In this, especially the amount of
water hydrating the intrinsic PE�PE ion pairs is important,[15,18]

for further characterization techniques, see e.g. Refs. [17, 19].
The role of salt is more complex, on one hand breaking intrinsic
PE�PE ion pairs and weakening the PE�PE interactions and on
other hand, binding water.[15] The salt concentration, i. e. ionic
strength has been shown to impact the mechanical
properties,[20] growth profiles,[21,22] film structure,[23] water con-
tent and swelling,[24] and glass transition temperature[15,25] of
PEMs. Furthermore, the influence of the salt type has been
observed in the PEM structure and properties, such as
thickness,[26–28] swelling,[29] surface roughness,[27,30] and
stiffness[31] of the films.

Additional complexity to understanding the response of PE
assemblies to the salt rises from the response, quite expectedly,
being ion species specific. Ion properties, including the ion size,
solvation, and polarizability have an effect on PEM
characteristics.[28,29,32,33] A common rationalization means to the
effects of ions on PEs is the Hofmeister series, see e.g.
Refs. [34,35]. In PE solutions, complexity to the effects of salt
rises from the interplay of solvent molecules, solutes, and
ions.[36] Coupling with the solvation response, ion solvation has
been proposed to have a crucial role in ion specificity: For
example, Collins et al.[37,38] have shown that strong ion pairing
occurs only when ions exhibit similar water affinities. The key
role of the solvent affinity to charged species has also been
observed in PE systems.[39,40] For instance, larger, highly
polarized ions with weaker solvation shells, such as Br� ion,
have been shown to interact more strongly with charged PEs
compared to Cl� ion.[28] Furthermore, differences in the
interaction mechanisms between chaotropic and kosmotropic
anions with the PE brushes have been observed by Kou et al.[41]
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The balance of hydrophobic/hydrophilic and electrostatic
interactions between polymer chain and specific ions on the
molecular level dictate the precise structure and properties of
the PE material.[29,42]

Altogether, the existing literature shows that the intrinsic
PE�PE ion pairs, extrinsic charge compensation of the PE charge
groups by small ions in the solution, and the respective
solvations of the charged species and their complexes set the
microstructural controls for PE materials properties. However,
probing these remains challenging. Molecular simulations offer
an efficient, direct approach to such investigation. Indeed,
atomistic molecular dynamics (MD) simulations based on
empirical force-fields have been employed successfully for
investigating the ion-specific effects in the different PEC and
PEM systems by us[19,43–45] and others.[46,47] The prior works
demonstrate that the outcomes of MD simulations can be used
to advance mean-field level, such as the classical
Poisson�Boltzmann theory, predictions to chemical
specificity[45,46] but also are able to detect the cation specificity[19]

and significant differences in local solvation depending on the
chemical species.[48]

However, these simulations rely on models that describe
molecular charge distributions by setting fixed point charges on
the atoms to capture an effective charge distribution. Although
a justified choice to capture the mean response, and popular-
ized also by the computational efficiency, the fixed partial
charges limit by the construction of the modelling accuracy as
the approach omits all charge redistribution due to variation in
a local environment, i. e. the electronic polarization effects.
Additionally, it is worth noting that the fixed partial charges
correspond to the parametrization environment, typically a
water solution, which increases the inaccuracies in, e.g. apolar
environments, see e.g. Refs. [49–51].

For ion interactions in water solutions, recent studies raise
attention to force-fields based on fixed point charge values for
the ion charge in atomistic detail MD simulations leading to an
overestimation of the binding of the ions to the charged
species.[52–54] For PEs, this means that even at very low
concentrations of salt, unrealistic ion condensation can occur
affecting the solvation size[52] and local conformations and
dynamics of the PEs.[54] Polarization effects correcting for this
can be included by either modifying the existing fixed point
charge force-field parameters or by introducing an additional
interaction contribution to the force-field, however at the risk of
unexpected, artificial outcomes in other assembly features in
the system, e.g. in the conformations of PEs.[53,54] Polarizable
force-fields are an option but impose a significant additional
computational cost, reducing the feasible system sizes, and
additionally suffer from the lack of transferability, requiring
tedious parameterization compared to the widely used fixed
point charge based traditional force-fields.[53]

The challenges in force-field based atomistic detail descrip-
tions raise a question, whether quantum mechanics based ab
initio simulations approaches can at practical level provide
additional insight into complex systems such as PE�ion
interactions. Static ab initio approaches are limited in develop-
ing understanding of the hydrated PE�ion pair but ab initio MD

(AIMD), where the classical equations of motion are solved by
calculating the forces ‘on the fly’ from a first principles
electronic structure method hold promise as innately very
accurate but computationally costly approach. AIMD simula-
tions have been employed for studying the structure and
dynamics of water,[55–59] the solvation of metal ions in pure
water and electrolyte solutions,[60–69] ionic liquids[70] and deep
eutectic solvents,[71] interfacial structures,[72–74] and the interac-
tions between small compounds and ions.[75,76] This means that
the few hundreds of picoseconds and hundreds, perhaps a few
thousand atoms, accessible currently by AIMD approaches, see
Refs. [69,73, 77] for examples of extensive AIMD simulations,
have made AIMD a popular tool for studying low molecular
weight compounds. AIMD studies of PE systems remain limited
to the investigation of photon conduction in PE systems,[78–80]

where both accurate description of the vibrations is needed
and relatively short simulation times are sufficient to capture
the relevant dependencies. Additionally, recently, we refined
empirical force-field based MD simulations results for the
solvation and ion distribution around PE molecules by AIMD
simulations.[19] The work demonstrated that AIMD can be used
to increase accuracy in interpretation of the experimental
results on PE materials in comparison to mere force-field based
MD simulations.[19]

Here, we show that AIMD simulations reach the scale that
they can be used to extract useful, high accuracy molecular
level information of the microscopic structure and depend-
encies in PE systems, ion binding to the PE charge groups, and
the molecular level solvation dependencies in this. AIMD and
classical force-field based MD simulations in capturing the ion-
specific effects on both ion binding and on the solvation of two
common model PEs, poly(styrene sulfonate) (PSS) and
poly(diallyldimethylammonium) (PDADMA) are compared. This
particular system is chosen as the AIMD test bed system
because our recent work on the same PEs shows that empirical
force-field based MD simulations can fail in distinguishing at
molecular level the experimentally observed differences in the
effects of even simple ions such as Cl� and Br� ions.[19] The
current work demonstrates that indeed, AIMD can be used to
extract high precision information at useful level from this
complex system. Additionally, combining classical empirical
force-field based MD simulations and AIMD allows overcoming
the main drawback of lack of sampling in AIMD, yet achieving
enhanced accuracy in solvation shell and ion binding character-
ization.

Computational Details and Studied Systems

Studied systems. The two common model PEs, PSS and
PDADMA were chosen for the study focus because their
complexes and assemblies have been extensively studied by
us[15,19,29,48,81–84] and others[30,85–87] making them a well-character-
ized, ideal model system for assessing the usability of AIMD as
method for such systems and probing the impact of the salt
type with a rigorous quantum mechanics based simulations
approach. We focus on the monovalent counter ions of the PEs,
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Na+, K+, Cl�, and Br�, which are selected based on the salt types
(KBr, NaBr, NaCl, and KCl) employed in our previous studies
where we studied their effect on PEM swelling[29] experimentally
and on water contents[19] by both experimental and computa-
tional means. The findings demonstrated that the addition of
salt leads to the swelling of PSS/PDADMA films, primarily via
the interactions between anions and PDADMA. Notably, Br�

ions exerted a more pronounced effect than Cl� ions on the
structure of the PEC due to their chaotropic nature.[29] The
specificity of the interaction between PSS and cations, in turn,
governs the solvation of the PEC.[19] Na+ ions, which exhibit
stronger interactions with the polyelectrolyte, result in lower
solvation of the PEC compared to K+ ions. However, classical
force-field based MD simulations failed in distinguishing these
AIMD revealed differences in the effects of Cl� and Br� ions,
despite a clear difference in experimentally measured
response.[19]

Classical MD simulations based on empirical force-field.
The Gromacs package, version 5.1.2,[88] was used for the all-
atom MD simulations. Single PSS and PDADMA chains with 20
repeat units neutralized by Na+, K+, Cl�, and Br� as counterions
were examined. To describe the PEs, the OPLS-aa force-field[89]

was used, with the extension for the ammonium group.[91] The
explicit TIP4P water model[91] was employed for water. The
parameters for all the cations are from Ref. [92] and for chloride
and bromide ions from Ref. [93] and Ref. [94], respectively. The
PSS and PDADMA models have previously been validated
against the radius of gyration.[82] The single polymer chain was
placed as a random coil in a cubic simulation box with the box
side length 8.7 nm. This significantly exceeds the PE chain
radius of gyration for both PEs. Periodic boundary conditions
were applied in 3D. The system was solvated by explicit water
molecules and neutralized by adding 20 Na+, K+, Cl�, or Br�

ions by the Gromacs tools to neutralize the single polymer.
After initial energy minimization, the simulations were per-
formed in the NPT ensemble. The V-rescale thermostat[95] with
coupling constant 0.1 ps was applied with a reference temper-
ature T ¼ 300 K. The isotropic Parrinello-Rahman barostat[96]

with the coupling constant 1 ps and reference pressure 1 bar
was used for pressure control. The long-range electrostatic
interactions were calculated using the PME method.[97] Van der
Waals interactions were described using the Lennard-Jones
potential with a 1.0 nm cut-off. All the bonds in the PEs and
water molecules were controlled by the LINCS[98] and SETTLE[99]

algorithms, respectively. A 2 fs time step within the leap-frog
integration scheme was applied and the trajectories were
written every 1 ps. The first 20 ns of the simulation were
considered as an equilibration of the system and disregarded
from the analysis. The production run corresponded to the
subsequent 50 ns.

AIMD simulations. Four different systems consisting of one
PE trimer model (PSS or PDADMA) and one counter ion (Na+,
K+, Cl�, or Br�) with water molecules were simulated in cubic
(2.5 nm)3 simulation boxes (Figure 1). The initial configurations
for the AIMD simulations were obtained by extracting a
representative PE trimer segment from the final 50 ns config-
uration of the classical MD simulation of the 20-mer PE, one

counter ion closest to the PE trimer charge groups (between
the charge groups), and a surrounding water shell ca. 1 nm in
thickness around the extracted species. The missing hydrogens
were added to the chain ends of the extracted PE trimers.
Locally, the PE side chains adopt spatial arrangements domi-
nated by the electrostatic repulsion between the neighboring
PE charged groups. Although overall chain conformations in 20-
mers and trimers differ, the water shell around the charge
groups in trimers is similar to longer chains. The number of
water molecules in the PE�ion systems was adjusted to reach
the experimental water density in the ambient conditions in the
(2.5 nm)3 simulation boxes (ca. 1 gcm�3). The total number of
water molecules was 481 for PSS�ion systems and 500 for
PDADMA�ion systems. Additionally,'ion-only’ systems consisting
of one single counter ion (Na+, K+, Cl�, or Br�) and 255 explicit
water molecules in cubic (1.9734 nm)3 simulation boxes with
the density of ca. 1 gcm�3 were studied for comparison. These
ion-only systems correspond to the “free” counter ions in the
bulk water of the PE�ion systems in the classical MD
simulations.

The (Born�Oppenheimer) AIMD simulations were carried
out by using the Quickstep module[100] of the CP2 K software.[101]

Electronic structure calculations were carried out with
Kohn�Sham density functional theory (DFT) using a hybrid
Gaussian and plane waves method.[101] Due to a good balance
between accuracy and computational cost, the Kohn�Sham
formulation of the DFT has been a popular choice for the theory
approach underlaying the AIMD dynamics. The PBE exchange-
correlation functional[102] was employed in conjunction with
dispersion corrections introduced by the DFT�D3(BJ)
method.[103,104] Previous studies have highlighted the importance
of accounting for the van der Waals interactions in accurate
description of ion�water and water�water interactions.[59] The
molecularly optimized double-ζ-DZVP-MOLOPT-SR-GTH basis
set[105] with the Goedecker�Teter�Hutter pseudopotentials were

Figure 1. (a) Chemical structures of the studied PEs with counter ions and (b)
a representation of an initial AIMD simulation configuration for the PSS
trimer and a single Na+ ion in a (2.5 nm)3 simulation box.
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used for all atom types.[106–108] A plane wave cut-off of 600 Ry
was employed with a reference grid cut-off of 50 Ry. The Kohn-
Sham equations were solved by using the orbital transforma-
tion method[109] with a DIIS minimizer and a FULL SINGLE
INVERSE preconditioner. An SCF convergence criterion of 10�6

a.u. was used. The net charge of the system (PSS�ion: �2e,
PDADMA�ion: +2e, single cation: +e, and single anion: -e), was
neutralized by a homogeneous background charge distribution
applied automatically in CP2 K. This approach approximates the
remaining two counterions as delocalized effective charge,
which is a more accurate approximation than bringing into the
AIMD simulation system three explicit, spatially localized ions.
Periodic boundary conditions were applied in all directions.

The systems were first geometry optimized by using the
LBFGS algorithm.[110] After this, the AIMD simulations were
carried out in the NVT ensemble at a reference temperature
348.15 K maintained by the velocity rescaling CSRV
thermostat.[95] The AIMD simulations used a higher temperature
to avoid the overstructuring of water priorly reported character-
istic to the PBE functional.[73,111] A time step of 1 fs was used
with the Velocity-Verlet integrator.[112] The systems were first
equilibrated for 10 ps during which strong thermostatting was
implemented by using a time constant of 50 fs. After this, the
thermostat time constant was increased to 100 fs and the
equilibration was continued for 10–15 ps. This was followed by
60 ps production runs, analyzed for the results. The trajectories
were written every 5 ps.

Analysis. All presented simulation visualizations are by the
VMD software package.[113] For the classical MD simulations, the
radial distribution functions (RDFs), g(r), and the corresponding
cumulative number count RDFs were calculated using the built-
in Gromacs tools. The AIMD RDFs, corresponding cumulative
number count RDFs, and both the classical MD and AIMD
coordination number distributions were determined with the
VMD software,[113] while the angular distribution analyses were
carried out with MDAnalysis 2.3.0.[114,115] The single coordination
number values of the first solvation shells around the ions and
PE charge groups presented in ESI† were obtained by
integrating the RDFs up to the first minimum. For coordination
number distributions, an in-house VMD script was used for
calculating the number of water molecules within the first

solvation shell. The first RDF minima were used as the cut-off
values for calculating the coordination number and angular
distributions, see Tables S1–S5 in ESI†.

Results and Discussion

Solvation of the polyelectrolytes. First, we investigated the
aqueous solvation environment of the two PEs with Na+, K+,
Cl�, and Br� ions both by the AIMD and classical MD
simulations. Figure 2 presents the visualizations of the first
water solvation shells in the PE�ion systems of the AIMD
simulations. Quantitative characterization of the molecular level
solvation structure is by RDFs between the PE charge groups
and water in Figure 3 where data for both AIMD and the
classical MD simulations is shown. Contributions from water
oxygen O and hydrogens H are separated to allow differ-
entiating water ordering by the data. The corresponding
numerical data for both AIMD and MD simulations are given in
Tables S1 and S2 in the ESI†, respectively. In general, PSS and
PDADMA have notably different water distributions around
their charge groups. Both AIMD and the classical MD simu-
lations result in the PE�O RDFs of PSS having a prominent main
peak associated with the first solvation shell. The two smaller
peaks indicate the presence of the second and third solvation
shells. Opposed to this, for PDADMA, only two peaks, the first
and second solvation shell, are observed in the PE�O RDFs.
Additionally, the PDADMA peaks are at larger distances,
reflecting the chemical structure of the charged functional
group (more bulky for PDADMA). In line with this, the RDF peak
position and height indicate that the first solvation shell of PSS
is smaller and the water molecules are more tightly bound to
the PSS charge groups compared to PDADMA. Also, this
different affinity of the PEs to water can be connected to the
chemical nature of their charge groups: hydrophilic sulfonate
groups in PSS draw water molecules closer and form hydrogen
bonds with them,[15] while hydrophobic methyl groups in
PDADMA will push water further from them.

The solvation shells of the PE charge groups simulated by
AIMD and the classical MD are similar. In the PE�water RDFs,
the AIMD simulations show slightly more difference between

Figure 2. Molecular visualizations of the AIMD PE�ion systems. Only the water molecules in the first solvation shells of the PE charge groups and the counter
ions are shown.

Wiley VCH Donnerstag, 25.07.2024

2415 / 355874 [S. 205/212] 1

ChemPhysChem 2024, 25, e202400244 (4 of 11) © 2024 The Authors. ChemPhysChem published by Wiley-VCH GmbH

ChemPhysChem
Research Article
doi.org/10.1002/cphc.202400244

 14397641, 2024, 15, D
ow

nloaded from
 https://chem

istry-europe.onlinelibrary.w
iley.com

/doi/10.1002/cphc.202400244 by A
alto U

niversity, W
iley O

nline Library on [13/08/2024]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License



the different types of ions compared to the classical MD.
Calculation of the explicit number of water molecules in the
first solvation shell of the PE charge group shows that more
water molecules are present in the first solvation shell of the PE
charge group for the Na+ than the K+ cation and for the Cl�

than the Br� anion (Table S1, ESI†). This can be attributed to the
ions binding to different positions and distances from the PE
chain. Notably, AIMD predicts that Na+ and Cl� ions are located
farther away from the PE charge groups than the K+ and Br�

ions during the first 50 ps of the simulation. This leads to a
smaller impact on the solvation shell of PEs (see Figure S1–S3 in
ESI†). Except for the ion species dependency on the solvation,
AIMD and the classical MD show the same solvation response
for the PE charge groups.

The water structure in the first solvation shells of the PE
charge groups was further assessed by the orientations of water
molecules around the charge groups. The distributions of the
angle θ (angle ffM···O�H) are presented in Figure S4 (ESI†, see
the same figure also for schematic of the angle). The two
different computational methods predict similar trends for the
orientation of water molecules around the PSS charge groups:
One major orientation peak is at ca. 16–18° with both AIMD
and MD. This means that a hydrogen in water molecules is
pointing toward the PSS charge group due to the hydrogen
bonding between PSS and water. In the case of PDADMA,
however, the peak position differs between the AIMD and MD
simulations: The major orientation peak is at ca. 61–71 with
AIMD and at ca. 76 with MD. This results from the water
oxygens being attracted to the positive charge of the PDADMA.

The ion type does not have a significant effect on the
orientation of water molecules around the PE charge groups.

Solvation of the counter ions. Further comparison of the
ion solvation responses shows that even though AIMD and
classical MD simulations were very similar in the representation
of PE solvation, the ion solvation descriptions differ significantly.
A comparison of the predicted RDFs between the ions and
water for the ions providing extrinsic charge compensation
with the PE charge groups is presented in Figure 4. The
corresponding data for the ions in bulk solution are presented
in Figure S5 (ESI†). Numerical data values extracted from the
AIMD RDFs are collected in Tables S3 and S4, while those from
classical MD simulations are in Table S5 (ESI†). The data shows
that in the AIMD simulations, the size of the first solvation shell
of both the ions providing extrinsic charge compensation and
the ions in bulk solution increases in the order of Na+ <K+ <

Cl� <Br� (Figure 4 and S5(a), ESI†). This correlates directly with
the ionic radii, increasing with ion size.[116,117]

The calculated ion�O distances for the solvation shell of the
bulk ions in the AIMD simulations are also in good agreement
with experimental values for monovalent ions determined by
EXAFS, neutron diffraction, and large angle X-ray scattering
(LAXS) (Na+ : 2.37, 2.38 Å;[118] K+ : 2.81 Å;[119] Cl�: 3.05–
3.16 Å;[120–122] Br�: 3.30 Å[123]) and also those obtained in previous
AIMD simulations (Na+ : 2.41 Å;[65] K+ : 2.80 Å,[65] 2.82 Å;[59] Cl�:
3.11 Å,[60] 3.12 Å,[60] Br�: 3.33 Å[124]). On the other hand, the
ion�O distances describing the water shell in the classical MD
simulations come out slightly larger for Na+ and Cl� and smaller
for K+ and Br� compared to AIMD. In our previous work,

Figure 3. Radial distribution function g(r) and the corresponding cumulative
number counts n(r) calculated between the center atoms of the PE charge
groups (S atoms in PSS and N atoms in PDADMA) and water oxygens (PE�O)
and hydrogens (PE�H) in the PE�ion systems. Data for both the AIMD and
the classical MD simulations is presented.

Figure 4. Radial distribution function g(r) and the corresponding cumulative
number counts n(r) calculated between the counter ions and water oxygens
(M�O) and hydrogens (M�H) in the PE�ion systems. Data for both the AIMD
and the classical MD simulations is presented. For MD simulations, only the
counter ions within the 7 or 6 Å cut-off distance from the PSS and PDADMA
charge group center atoms, respectively, have been considered. Correspond-
ing data for the ions in bulk water is presented in ESI†, in Figure S5.
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corresponding classical MD simulations could not capture a
difference evident in experimental data:[19] we note that the
here observed slight overestimation of the contact distance
between water and Cl� ion and underestimation of Br� ion
water distance in the classical MD model eliminates the
difference in solvation shell structure for these anions affecting
also the coordination numbers (Tables S3 and S4, ESI†). The
presence of a PE does not have a significant effect on the
ion�water distances. However, the peak heights corresponding
to the ions providing extrinsic charge compensation to the PE
and the ions in bulk solution differ, reflecting coordination
number differences at a given distance. In the classical MD
simulations, the peak intensities of the RDFs for the ions
providing extrinsic charge compensation and water are smaller
than those calculated for the ions in bulk solution vs water.
Contrary to this, AIMD does not show significant difference.

Overall, the coordination numbers predicted for the water
molecules in the first solvation shell of bulk ions by AIMD
simulations (Table S4) correlate well with those predicted

experimentally (Na+ : 5.5;[118] K+ : 7.0;[119] Cl�: 6.0–6.9;[120–122] Br�:
6.9[125]). However, the atomistic detail classical MD simulations
overestimate the bulk ion coordination numbers slightly, except
for K+ (Table S5). In line with the observations of ion�water
molecule distance response, where the distance of Br� was
underestimated and Cl� overestimated, the classical MD
simulations with the employed ion models do not show a
significant difference in the coordination number for Br� and
Cl� ions (see the cumulative RDFs in Figure 4 and S5). Both
computational methods show that the presence of the PE
decreases the ion solvation shell coordination numbers for the
ions providing extrinsic charge compensation in comparison to
the ions in the bulk solution. This is because of the close
contact between the ion and the PE charge groups.

The size of the first solvation shell in water molecules
fluctuates in time, resulting in a distribution of the solvation
shell coordination numbers of the water molecules calculated
for the counter ions. The data for both AIMD and classical MD
simulations are presented in Figure 5. AIMD predicts a narrow

Figure 5. Percentage distributions of water molecule coordination numbers in the first solvation shells of the counter ions. Data for the ions providing
extrinsic charge compensation to the PE (ext.) and the ions in bulk water (bulk) based on both the AIMD and MD simulations is presented. The AIMD data for
the bulk ions is from the ion-only systems.
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and sharp distribution for Na+ in line with the ion�O RDFs
(Figure 4 and S5). This indicates a smaller and more compact
first solvation shell in comparison to the other ions. The larger
K+, Cl�, and Br� ions have more significant fluctuations in terms
of number of water molecules around them. This leads to
broader water molecule coordination number distributions for
the ions, i. e. more loosely packed solvation shells. This can
affect the interaction between the ion and PE (Figure 7).[28] The
distribution profiles of the ions in bulk solution predicted by
AIMD simulations are consistent with those predicted with the
NS and WAXS scattering measurements.[126] The effect of the PE
presence can be clearly seen in the coordination number
distributions for all ions, with the distributions shifted toward
smaller coordination numbers in the data corresponding to the
ions providing extrinsic charge compensation in comparison to
the ions in bulk water. The ions with low solvation energies (K+

and Br�) lose more water molecules from their solvation shells
when the ion is interacting with a PE. The finding can explain
the larger swelling of PSS/PDADMA PEMs when these ions are
present in the solution.[19,29] In contrast to AIMD simulations,
classical MD simulations with the employed ion models predict
narrow coordination number distributions for all ions. As
already stated for the priorly measured quantities, also here the
difference between the examined anions is less notable in the
classical MD simulations for the ions providing extrinsic charge
compensation than with AIMD simulations. This is related to an
inaccurate Br� model in the OPLS force-field.[127]

Angular distributions of water molecules for both the ions
providing extrinsic charge compensation and the ions in bulk
solution calculated with the AIMD and the classical MD
simulations show that all studied ions have a strong orienting

influence on water in their first solvation shell (see Figure 6).
The strength of orientation differs slightly between the AIMD
and MD simulations for the anions, which have one major peak
at ca. 13°. This indicates that the water hydrogens in the first
solvation shell, quite expectedly, point towards anions. The
cations lead to a very similar water ordering effect using both
models with the major peak at ca. 105°. This corresponds, again
expectedly, to the water oxygens pointing towards the cations.
Correspondingly, the water hydrogens point outward. Also the
ion�H distances (Figure 4(b) and S5(b)) reflect this, with the
anions having shorter separation from the hydrogens than the
cations. The orientation distributions of water molecules are
very similar for the cations providing extrinsic charge compen-
sation to the PE and those in the bulk, i. e. the presence of a PE
does not have much impact on the water orientation around
the ions binding to the charge groups. Interestingly, the
orientation of water molecules is more similar for Cl� and Br�

than for Na+ and K+. The classical MD simulations predict
similar trends as the AIMD modelling, although some difference
in the peak positions between the two computational methods
exists.

Polyelectrolyte�ion interactions. The RDFs between the PE
charge group and the counter ion provide insight into the
PE�ion interactions (see Figure 7). The AIMD simulations
indicate that the distances between the PE charge group and
the counter ion increase in the order of Na+ <K+ <Cl� <Br�.
This indicates that the binding of cations to the PSS charge
group is stronger than the PDADMA�anion binding. The
classical MD simulations predict the same ordering for the
cations, but for the anions, the PE�ion distances are predicted
to be nearly identical in the classical MD simulations modelling.

Figure 6. Angular orientation distributions of water molecules in the first solvation shells of the ions based on the AIMD and classical MD simulations. Data for
the ions providing extrinsic charge compensation to the PE, extrinsic ions (PE�ion systems in AIMD), and freely solvated ions, bulk ions (ion-only systems in
AIMD), are presented. The ffM· · · O�H angle θ between the ion M and water is considered, see inset. Only the angles formed via the water hydrogens closest
to an ion are considered.
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The time evolutions of the PE�ion distances with AIMD
(Figure S1, ESI†) show that for the PSS�Na system, the ion is
first at a larger separation distance from the charge groups but
then moves closer to one of the charge groups. The ion has an
average distance of ca. 3.6 Å during the last 10 ps of the AIMD
simulation. Opposed to this, K+ is mostly shared by two PSS
charge groups. The larger size of the charge groups and anions
in the PDADMA systems leads to the ions preferring binding
configuration in which they are shared by all three charge
groups in the AIMD modelling.

It is important to note that the lifetime of the ion/PE
contact, especially for the Na+ ions, exceeds the time scale of
the AIMD modelling here. This means the sampling is not
sufficient for accurately reproducing the relative probabilities of
different binding states in the system. On the other hand, the
AIMD modelling reproduces contact distances between ions
and the PE more accurately than the classical MD simulations
model (at a given binding configuration). In line with the ion
solvation results, the contact distance of the ion to the charge
group predicted by AIMD simulations is smaller than the
classical MD simulations predicted distances. Also, in contrast to
MD simulations, the AIMD modelling is able to differentiate the
two anions in their binding. This is because the ion solvation
shell is more accurately represented (see Figure 4). The Br� ions
interact energetically more favorably with the PE charge group
than the Cl� ions. This is primarily due to the lower solvation
energy of Br�. Another notable difference between the classical
MD and AIMD simulations is the difference in the height of the
first binding peak in the RDF calculated for the cations and PE
charge groups (Figure 7). This is especially true for Na+. The
classical MD simulations predict a much stronger binding than
the AIMD simulations. Indeed, this is well known: most classical

fixed point charge force-fields describe Na+ ions such that they
exhibit overbinding.[52] Modifying the ion model can rectify this
particular inaccuracy in the model, but it can also introduce
other issues in model accuracy.[52,54]

Conclusions

We demonstrated here that AIMD simulations can be used to
examine complex, hydrated charge groups and ion-binding
systems such as PEs and their counterions. To this purpose, the
ion-specific effects on the solvation and ion binding of two
common PEs, PSS and PDADMA, with Na+, K+, Cl�, and Br� as
the counterions were studied. Comparing AIMD and atomistic
detail MD based on a fixed-point charge empirical force-field,
showed that overall, the two approaches differed significantly
in ion solvation descriptions but predicted very similar solvation
responses for the PE charge groups; the general water
description accuracy in the AIMD methodology is assessed in
Ref. [129]. In ion interactions with the PE charge groups, the
AIMD simulations showed a larger difference between the ions
than the MD simulations. For the ion solvation response that
had significant differences between the modelling approaches,
the AIMD simulations results of the ion-water molecule
distances and coordination numbers are in line with experi-
ments, while the classical MD simulations result in values that
are slightly overestimated/underestimated. The study also
showed that the water coordination number distributions
calculated for the solvation shell size of the ions are also
narrower for the classical MD simulations than those calculated
based on the AIMD approach. Especially, the classical MD
simulations show less notable difference between the solvation
description of the anions.

The two computational methods have also significant
differences in capturing the ion binding to the PE charge group.
While the sampling is not sufficient for describing the relative
probabilities of different binding states in the AIMD simulations,
AIMD still provides more accurate PE�ion contact distances at a
given binding configuration compared to the classical MD
simulations. Following the findings on the solvation of ions, the
AIMD approach is able to differentiate the monovalent anions,
while the classical MD simulations predict nearly identical
binding states for them. In addition, the classical MD shows
stronger cation binding than AIMD, especially for Na+, due to
well known overbinding problem in the most classical fixed
point charge force-fields.

The significance of the performed comparison and the
findings is that modern AIMD approaches have the reach to
accurately model solvated PE�ion systems. Furthermore, the
data shows that AIMD provides significant accuracy gain for
especially the hard, small ions such as Na+; indeed the classical
MD point charge approximation is able to model the somewhat
larger ions in better agreement with the AIMD data. Demon-
strated here by the AIMD’s ability to capture anion binding
difference between Cl� and Br� such that experimentally
measured trends in PE materials swelling and binding response
can be explained, the work shows that AIMD brings in

Figure 7. Radial distribution function g(r) calculated between the PE charge
group central atoms (S atoms in PSS and N atoms in PDADMA) and the
counter ion. Data for both the AIMD and the classical MD simulations are
presented.
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quantitative comparison to experimental observations via the
increased accuracy. This means that when in need of high
accuracy, AIMD is an actual option. AIMD can bring significant
gains in the prediction ability of computational modelling in
comparison to classical MD. Here, the major bottleneck in MD
prediction ability is its inability to reproduce the electrostatic
interactions with sufficient accuracy. Polarizable potentials in
classical MD force-fields improve the accuracy of MD simula-
tions in this sense significantly.[129] However, despite the recent
active pursuit to develop polarizable force-fields for different
compounds,[129–133] polarizable force-fields still suffer from lack
of transferability. This means that the implementation of
polarizable potential to a new system with a different environ-
ment requires additional validation and parameterization. More-
over, recent studies have shown that even with direct
accounting for polarizability, classical MD simulations face
challenges in achieving AIMD accuracy in the characterization
of local structures for electrolyte systems.[134]

Generalizing, our findings show that AIMD simulations can
be used as a tool to study and analyze complex, multi-
component systems under aqueous solvation – here demon-
strated for the ion-specific solvation and charge-charge inter-
actions in PE�ion systems. Further, reach for the AIMD
simulations that remain lacking in sampling can be achieved by
combining classical MD sampling and the AIMD local micro-
structural characterization. In this work, this made a difference
particularly in capturing the solvation and ion binding charac-
teristics, especially for the anions, accurately. Overall, the
performed work and the findings set AIMD as a feasible tool for
extracting information on solvated, charged systems.

Supporting Information

Supporting information contains additional analysis data from
the AIMD and MD simulations: The AIMD and MD simulations
RDF analysis data of the hydration shell structure of the PE
charge groups in the different systems. Time dependency of the
distance between different PE charge groups and the counter
ions in the AIMD production runs. Time dependency of the
number of water molecules in the PE charge groups first
hydration shell in AIMD production runs. Coordination number
percentage distributions between the S1 charge group of PSS
and water oxygens. Angular orientation distributions of water
molecules in the first solvation shells of the PE charge groups
for PSS–ion and PDADMA–ion systems. Radial distribution
function g(r) and cumulative number count n(r) calculated
between the counter ions and water oxygens and hydrogens in
the AIMD and MD simulations. AIMD and MD simulations based
numerical data corresponding to the RDF analysis as tables.
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