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Abstract: Diffuse optical tomography (DOT) uses near-infrared light to image spatially varying
optical parameters in biological tissues. In functional brain imaging, DOT uses a perturbation
model to estimate the changes in optical parameters, corresponding to changes in measured
data due to brain activity. The perturbation model typically uses approximate baseline optical
parameters of the different brain compartments, since the actual baseline optical parameters
are unknown. We simulated the effects of these approximate baseline optical parameters using
parameter variations earlier reported in literature, and brain atlases from four adult subjects. We
report the errors in estimated activation contrast, localization, and area when incorrect baseline
values were used. Further, we developed a post-processing technique based on deep learning
methods that can reduce the effects due to inaccurate baseline optical parameters. The method
improved imaging of brain activation changes in the presence of such errors.

© 2024 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Diffuse optical tomography (DOT) is a non-invasive technique for imaging spatially varying
optical parameters in biological tissues [1–3]. The distribution of these optical parameters
provides tissue biochemical and structural information with applications in early diagnosis and
imaging of breast cancer, monitoring neonatal brains, and preclinical imaging of small animals
[2,4]. Brain activity increases local blood flow, which can be localized using DOT to study
task-evoked and resting-state networks in the brain [5,6]. In general, DOT is non-ionizing and
non-invasive, and its instrumentation is relatively simple, low-cost, and portable, compared to
conventional medical tomographic techniques [6].

Nevertheless, the image reconstruction problem in DOT is ill posed. The ill-posedness means
that even small errors in measurements or modeling can cause large errors in the reconstructions
[1]. Furthermore, DOT of the human adult brain is challenging due to light attenuation by the thick
scattering skull, and the lateral spreading of light by the low-scattering cerebro-spinal fluid (CSF)
layer, restricting light penetration into the gray and white matter [6,7]. A subject-specific model of
the different brain compartments obtained using magnetic resonance imaging (MRI) or computed
tomography (CT) has been shown to significantly improve the DOT image reconstruction [8,9].
In the absence of such complementary information, fitting a general head template to the location
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of optodes and other fiducial points has also shown promising improvements [10,11]. As regards
to the modeling of light transport in the brain, the radiative transport equation (RTE) is the
most accurate model and its solution can be obtained using Monte Carlo simulations [12].
Hybrid modeling techniques utilising the RTE for the low-diffusive CSF region and a diffusion
approximation for the diffusive scalp, skull, and brain tissue regions, have also been proposed
[13–15]. Nevertheless, since the CSF region is relatively thin and highly convoluted, it has
been demonstrated that the diffusion approximation can be used as a reasonable model for the
image reconstruction [16,17]. Apart from these, earlier research has also addressed the problems
of removing interference by superficial physiological processes (pulse, respiration, and blood
pressure oscillations) from brain activity [18,19], calibration of optode positions on the brain
[20], and marginalizing errors due to unknown shape of the brain [21].

Recently, deep learning methods have shifted the focus of tomographic techniques from purely
model-based techniques to data-driven approaches [22–24]. Initial deep learning methods in DOT
directly learned the non-linear mapping of the surface measurements to the spatially distributed
optical coefficients, utilising classical or convolutional neural networks (CNNs) [25–27]. More
recently, model-based learning approaches that combine deep learning with classical model
equations have been proposed in DOT [28–30]. Model-based learning can overcome some
inherent limitations of the pure learning approaches, such as biases due to training samples
and requirements of large training datasets [31–33]. These computational developments have
progressed with improvements in experimental brain imaging systems, that use novel spatial,
temporal, and frequency encoding strategies [6]. For more information on DOT of the brain and
related methodologies, see e.g. [2,4–6].

DOT functional brain imaging utilises a perturbation model where changes in measured
signals due to brain activity, are considered as a linear function of the changes in the optical
parameters [6]. The perturbation model utilises baseline optical parameters of the human brain,
to estimate the optical parameter changes. Since the actual baseline optical parameters are
unknown, those are usually based on literature-reported values [6,10]. However, this procedure
can lead to errors as the baseline optical parameters of the human brain have been shown to vary
extensively across different subjects [34,35]. For example, the results presented by Choi et al.
[34] show that the optical parameters in the adult brain (20 to 50 years) vary around 20% from
the cross-subject average values. Farina et al. [35] reported up to 50% inter-subject variations in
optical parameters, including variations due to the use of different types of optical instruments.
These large variations can also be noted in the reported optical properties of the brain in other
studies [36–38]. The effects of unknown baseline optical parameters in DOT of the neonatal
brain were simulated by Heiskala et al. [39] using one neonatal brain atlas. The study reported
errors in peak contrast and localization when erroneous baseline optical parameters were used in
the image reconstruction. To our knowledge, the impact of unknown baseline optical parameters
in adult brain imaging and methods to alleviate such errors has not been reported yet. Since the
DOT image reconstruction is highly ill posed, the effect of these errors could be significant [39].
As it is practically infeasible to obtain the actual optical parameter distributions of an adult brain,
an alternative is to carry out simulations with realistic brain atlases.

In this work, we study and report the errors due to the use of inaccurate baseline optical
parameters in DOT using brain atlases from four adult subjects. Further, we follow the model-
based learning approach to develop a post-processing technique that can marginalize the resulting
errors. The remainder of the paper is organized as follows. In Section 2, we review the light
transport model, the conventional image reconstruction model, and describe our proposed
post-processing technique. Simulations are described in Section 3. Results are presented in
Section 4. Finally, the conclusions are given in Section 6.
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2. Methods

2.1. Diffuse optical tomography

In a DOT measurement setup, near-infrared light is introduced into an object from its boundary.
Let Ω ⊂ R3 denote the three-dimensional object domain with boundary ∂Ω. A commonly used
light transport model for DOT is the diffusion approximation to the radiative transfer equation
[40]. Here, we consider the steady-state version of the diffusion approximation [1,41]

−∇ · 1
3(µa(r) + µ′s(r))

∇Φ(r) + µa(r)Φ(r) = 0, r ∈ Ω, (1)

Φ(r) + 1
3(µa(r) + µ′s(r))

α
∂Φ(r)
∂n̂

=

⎧⎪⎪⎨
⎪⎪⎩

q, r ∈ s

0, r ∈ ∂Ω \ s
, (2)

where Φ(r) is the photon fluence, µa(r) is the absorption coefficient and µ′s(r) is the (reduced)
scattering coefficient. The reduced scattering coefficient is a property incorporating the scattering
coefficient µs and the scattering anisotropy −1<g<1, given by µ′s = µs(1 − g). The parameter q
is the strength of the continuous-wave light source at location s ⊂ ∂Ω. Further, α is a function of
the effective reflection coefficient owing to Fresnel reflection at the boundary ∂Ω, and n̂ is an
outward unit vector normal to the boundary. The measurable data on the boundary of the object,
exitance γ(r), is given by

γ(r) = − 1
3(µa(r) + µ′s(r))

∂Φ(r)
∂n̂

=
1
α
Φ(r). (3)

The numerical approximation of the forward model (1)–(3) is typically based on a finite
element (FE) approximation [1]. In the FE-approximation, the domain Ω is divided into Ne non-
overlapping elements joined at Nn vertex nodes. We write the finite-dimensional approximations
for Φ(r), µa(r) and µ′s(r) as

Φ(r) ≈
Nn∑︂
k=1

ϕkψk(r), µa(r) ≈
Nn∑︂
k=1

µa,kψk(r), µ′s(r) ≈
Nn∑︂
k=1

µ′s,kψk(r), (4)

where ψk are the nodal basis functions of the FE-mesh, ϕk is photon fluence and µa,k, µ
′
s,k

denote the absorption and scattering at the nodes of the FE-discretisation. In this work, the
FE-approximation was utilized with the Galerkin formulation [42].

A typical data type for continuous-wave DOT is the logarithm of amplitude, which is obtained
from the logarithm of exitance, as

y = log(γ), (5)

where y ∈ RNm is the data vector, and Nm is the number of measurements. The FE-approximation
of (1)–(3) is denoted by operator A and the observation model is written as

y = A(µa, µ′s) + e, (6)

where e ∈ RNm models the random noise in measurements, µa = [µa,1, . . . , µa,Nn
] ∈ RNn and

µ′s = [µ′s,1, . . . , µ′s,Nn
] ∈ RNn are discretized absorption and scattering coefficients.

2.2. Conventional difference imaging

Functional DOT brain imaging utilizes changes in the measurements due to corresponding
changes in brain absorption, to monitor cerebral haemodynamics [6,10]. Consider data y1 and
y2 of two log-intensity measurements obtained from a target with optical parameters at two
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different time instances as (µa,1, µ′s,1) and (µa,2, µ′s,2), respectively. These two measurements are
represented by the model, Eq. (6) as

y1 = A(µa,1, µ′s,1) + e1, (7)

y2 = A(µa,2, µ′s,2) + e2. (8)

Considering the change in measurements is purely due to the change in absorption (µ′s,2 = µ
′
s,1),

the change in measurements δy = y2 − y1, due to the change in absorption δµa = µa,2 − µa,1, is
given by the linear perturbation model [6,10]

δy = Jδµa + δe (9)

where the change in absorption δµa = µa,2−µa,1, and Jacobian J = ∂A
∂µa

is the discrete representation
of the Fréchet derivative of the nonlinear operator A, evaluated at the baseline (or initial) optical
parameters (µa,1, µ′s,1). Here, δe = e2 − e1 is the error, or noise in the difference measurements.
Considering Gaussian distributed absorption parameter changes and noise

δµa ∼ N(0, Γδµa ), δe ∼ N(0, Γδe),
where Γδµa is the prior covariance and Γδe is the noise covariance, the maximum a posteriori
(MAP) estimate for difference imaging is given by the following closed-form expression

δµrecon
a = arg min

δµa

∥δy − Jδµa∥2Γ−1
δe
+ ∥δµa∥2Γ−1

δµa
=
(︂
JT
Γ
−1
δe J + Γ−1

δµa

)︂−1
·
(︂
JT
Γ
−1
δe δy

)︂
. (10)

When considering the difference data δy, at least part of the systematic errors in the mod-
els/measurements are subtracted. However, the approach is based on the global linearisation of the
non-linear observation model (6), which can lead to images that are qualitative and/or with weak
spatial resolution [43]. Moreover, the estimates depend on the selection of the baseline optical
parameters (µa,1, µ′s,1), used in computing the Jacobian J. Typically, the baseline parameters
(µa,1, µ′s,1) for the different tissue compartments are based on previous findings [6,10]. This
choice can lead to errors if the actual parameters differ from the assumed parameters.

2.3. Learned post-processing of the estimated images

In this work, we have developed a post-processing technique to improve the conventional estimate
of optical parameters (10), in presence of erroneous baseline optical parameters (µa,1, µ′s,1). For
this, we extend a model-based iterative learning approach that we earlier proposed for absolute
imaging [30] to the difference imaging problem. In this approach, we aim to learn an update
function for the ‘model-based’ estimates (10) as

δµ
post
a = Gθ (δµrecon

a ) (11)

The update function Gθ corresponds to a CNN with network parameters θ learned from a
set of training data. The function Gθ uses sequential CNN blocks as shown in Fig. 1. We have
considered five blocks of CNNs, i.e., jmax = 5. As shown in Fig. 1, the estimated absorption
coefficients are given as an input to a pipeline. In each CNN block, the images are expanded to
80 and then 160 channels by a convolutional layer with kernel size of 2 pixels, and dimension 3,
including bias and equipped with a ‘leaky’ rectified linear unit (LReLU) as non-linearity, that
was defined for an input image µ as

LReLU(µ) = max(µ, 0.1µ).
The expansive part of the network serves as a feature extractor (encoder) and the contracting

part feature fusion (decoder).
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Fig. 1. (a) Diagram of the CNN used to post-process the reconstructed absorption images
(µrecon

a ) consisting of processing blocks 1, . . . ., jmax. (b) The structure of a processing block
is shown. Here, the blue arrows denote a convolutional layer with 2×2×2 kernel for a 3D
image, bias and followed by a LReLU. The resulting channels in each layer are indicated in
the squares.

The network was trained by simulations utilising a set of absorption and scattering distributions,
i.e. ‘ground-truth images’ {µtrue

a,1 , µ′true
s,1 , δµtrue

a }i, i = 1, . . . , Nsamp. For these sample distributions,
measurement data with change in absorption were computed using Eqs. (7), (8). Thereafter, the
conventional difference estimates {δµrecon

a }i were computed using Eq. (10), using the difference
data δy and incorrect values of baseline optical parameters. Meaning that, the difference estimates
(10) were computed with a Jacobian matrix J that was computed with incorrect baseline optical
coefficients. The subsequent operation by the post-processing network (11) was to correct the
errors in the estimated images caused by the incorrect baseline optical parameters. For this, the
network parameters were trained by minimizing a ‘L2-loss’ cost function. The cost function for
i’th sample and j’th CNN block was

Costj = min
θj

∑︂
i
∥Gθj ({δµa}j)i − {δµtrue

a }i∥, i = 1, . . . , Nsamp (12)

The minimisation of the total cost from all the CNN blocks (Cost =
∑︁

j Costj), as shown
in Fig. 1 reduce the artifacts in the post-processed image by training the network parameters
θ = {θj}j=1...jmax . Requiring local optimality by (12), instead of only a final loss function for
{δµa}jmax , showed to reduce artifacts and improved training stability of the model.

Training of the θ’s was carried out by minimising (12) with the TensorFlow’s implementation
of the Adam optimiser [44] using Nsamp = 2000, with batches of size 2, using 20 epochs and step
size of 10−3 (learning rate). Since CNNs operate on uniform pixel domains, the ground-truth and
reconstructed images in the mesh basis were interpolated to the image basis of size 25×25×25
for the application of the CNN. An application on meshes would be possible by using graph
convolution [45,46]. The procedure for training the CNNs and obtaining the post-processed
image µpost

a , is summarised below in Algorithm 1.

2.4. Evaluating the post-processing step

After training the parameter sets θ’s, the post-processing scheme was evaluated for a separate set of
evaluation images {µtrue

a,1 , µ′true
s,1 , δµtrue

a }i, i = 1, . . . , Neval by applying the trained post-processing
network Gθ . This procedure was equivalent to Algorithm 1, starting by drawing Neval evaluation
sets, computing the measurement data δy and corresponding δµrecon

a , skipping the function
‘TRAIN’ and computing the post-processed image µpost

a using the trained network Gθ . In this
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Algorithm 1. Training the post-processing stepAlgorithm 1 Training the post-processing step

1: Draw set {𝜇true
a,1 , 𝜇

′true
s,1 , 𝛿𝜇true

a }𝑖 , 𝑖 = 1, . . . ,Nsamp.
2: Generate noisy measurement data 𝛿𝑦 = 𝑦2 − 𝑦1 using Eqs. (7), (8).
3: Compute {𝛿𝜇recon

a }𝑖 , using Equation (10) for Nsamp cases.
4: function Train({𝛿𝜇recon

a } 𝑗 , {𝛿𝜇true
a } 𝑗 )

5: Train 𝜃’s by minimizing
∑

𝑗 Cost 𝑗
6: end function Return 𝜃

7: 𝛿𝜇
post
a ← 𝐺 𝜃 (𝛿𝜇recon

a )

Fig. 2. Finite-element meshes of the four adult subject brain atlases used in the study.
The meshes are displayed to reveal the inner compartments of scalp (skin color), skull
(white), CSF (blue) and grey matter (grey). Axes units are in mm.

sets, computing the measurement data 𝛿𝑦 and corresponding 𝛿𝜇recon
a , skipping the function171
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post
a using the trained network 𝐺 𝜃 . In this172

work, we evaluated the networks using Neval = 400 samples using four different measurement173

domains. Details of these measurement domains are mentioned below in Section 3.1.174
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The Toast++ software [47] was utilised in the FE-solution of the diffusion equation using176
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mesh library [49]. Subjects numbers 4, 18, 41, 54 of the library, which visually demonstrated the185

most significant structural differences, were chosen in this work. These subjects were normal186

adults with an age range of 24–37 years [50]. We refer to these four subjects as Subjects 1-4 and187

show the finite-element meshes of their brain atlases below in Figure 2 (a)-(d).188

The measurement setup consisted of 27 sources and 31 detectors modelled as Gaussian surface189

patches of 2 mm width located in interlaced fashion on the boundary, as shown in Figure 3 (a).190

Since the sources and detectors were located on the forehead, the brain regions with highest191

sensitivities to DOT imaging are immediately below the forehead, as shown in Figure 3 (b),(c).192
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The Toast++ software [47] was utilised in the FE-solution of the diffusion equation using
MATLAB (R2017b, Mathworks, Natick, MA). A Python library, Tensorflow (version 2.10) [48]
was utilised in implementation and training of the CNNs. The simulations, were carried out in a
Fujitsu Celcius W550 desktop workstation, with IntelXeon W-2125 CPU @ 4.00GHz×8cores,
and operating system Ubuntu 22.04.2. The training of the CNNs was carried out on an NVIDIA
Volta V100 GPU (Tesla V100-SXM2-32GB) with 1290MHz frequency, and operating system
Red Hat Enterprise Linux, version 8.6.

3.1. Data generation

In our numerical studies, the domainsΩ ⊂ R3 were four brain models from the open-source brain
mesh library [49]. Subjects numbers 4, 18, 41, 54 of the library, which visually demonstrated the
most significant structural differences, were chosen in this work. These subjects were normal
adults with an age range of 24–37 years [50]. We refer to these four subjects as Subjects 1-4 and
show the finite-element meshes of their brain atlases below in Fig. 2(a)-(d).

Fig. 2. Finite-element meshes of the four adult subject brain atlases used in the study. The
meshes are displayed to reveal the inner compartments of scalp (skin color), skull (white),
CSF (blue) and grey matter (grey). Axes units are in mm.

The measurement setup consisted of 27 sources and 31 detectors modelled as Gaussian surface
patches of 2 mm width located in interlaced fashion on the boundary, as shown in Fig. 3(a).
Since the sources and detectors were located on the forehead, the brain regions with highest
sensitivities to DOT imaging are immediately below the forehead, as shown in Fig. 3(b),(c). The
baseline optical parameters of the different brain regions, with which parameter variations were
studied are shown in Table 1. The measurement data sets y1 and y2 were simulated using the
FE-approximation of the diffusion approximation (7), (8).
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Fig. 3. (a) Location of sources and detectors on the brain mesh of subject 1. The resulting
sensitivity (Jacobian) values due to all sources and detectors were added and shown as
contour plots along the (b) coronal and (c) sagittal plane of the domain.

Table 1. Optical parameters of the brain compartments chosen
in this study, based on Refs. [51,52]. White matter (WM) and

gray matter (GM) were chosen to have the same values. Units
are in mm−1.

Scalp Skull CSF WM+GM

µa µ′s µa µ′s µa µ′s µa µ′s
0.0191 0.66 0.0136 0.86 0.0026 0.01 0.0186 1.10

3.2. Noise model

We considered photon shot noise and dark current noise, since realistic modeling of the
physiological noise remains a challenge. Dark current arises at the detectors even when no
photons are detected. The current amplitude (ADC) can be measured when all light sources are off
and it can be converted to an equivalent input optical noise equivalent power (NEP) at a certain
bandwidth (BW) in units [W/

√
Hz] using the known responsivity (R) in [A/W] of the detector

[53,54], defined as
R =

η e
Eλ

, (13)

where η is the quantum efficiency of the detector, e is the elementary charge, and Eλ is the energy
of a photon at the selected wave length λ [55]. The corresponding noise equivalent power for the
selected source-wise single measurement time t and BW (BW = 1/(2t)) is [53–55]

PNEP = NEP ·
√

BW =
ADC
R

. (14)

This gives the dark current amplitude at the detector as

ADC =
η e PNEP

Eλ
.

The corresponding mean current (XDC) can be computed by setting to zero the detected photon
current Xphoton in the definition of the total shot noise amplitude for a simple photodiode, without
gain and shot noise dominating over thermal noise [55–57]

Atotal noise =
√︂

2 e (Xphoton + XDC) BW . (15)

We get (see Eq. (3) in [58]; compare to first part of Eq. (12) in [59])

XDC =
ADC

2

2 e BW
=
η2 e2 P2

NEP

2 e BW E2
λ

=
η2 e NEP2

2 E2
λ

. (16)
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Now the signal-to-noise ratio (SNR) at the detector for any SDS-dependent incident optical
power P and corresponding recorded electric current Iphoton = R · P can be computed as [57]

SNR =
Xphoton

Atotal noise
=

η P t/Eλ√︁
η P t/Eλ + XDC t/e

.

By the definition of SNR, the estimate for the corresponding standard deviation (SD) of
additive zero-mean Gaussian noise for the absolute intensity measurements can be computed as

SDI =
I

SNR
, (17)

where I is the simulated intensity value. Assuming that the SD values are small compared to the
absolute data, and that the standard deviations of the intensities at two time instances are similar
in magnitude, the corresponding SD for additive noise in log-intensity difference data can be
obtained using (17) as

SD∆ ln I = SDln I2−ln I1 =
√︂

SD2
ln I2 + SD2

ln I1 ≈
√

2 SDln I ≈
√

2
SDI

I
=
√

2
1

SNR
. (18)

In the second last step above, we used a linear approximation to the logarithm of the intensity,
and assumed the additive noise as small n ≈ 0, to obtain ln(I + n) ≈ ln(I)+n/I, or SDln I ≈ SDI/I.
In this work, we considered avalanche photodiode (APD) detectors with quantum efficiency
η = 0.8, NEP = 20 fW/

√
Hz [6], and single wavelength λ = 800 nm. The single measurement

time per source, t was selected as 1/(27/1.1) s ≈ 0.04 s. The idea is that we have 27 sources,
and a total measurement time of 1.1 s, repeating each measurement 30 times. According to
Fig. 1(f) in Eggebrecht et al. (2014) [60], the incident optical power at SDS of 3 cm is on average
approximately 1 nW. This was used to scale simulated intensity values into linearly dependent
optical powers for estimating the SNR values.

Random noise for the difference measurements δy, denoted as δe in (9), was then drawn from
the zero-mean Gaussian distribution

π(δe) = N(0, Γδe), Γδe = diag(σ2
δe,1, . . . ,σ2

δe,Nm
), (19)

with the standard deviations σδe,i = SD∆ ln I(i) for each measurement i, and added to the difference
data δy.

3.3. Training of neural-networks

To train the neural-networks, we drew Nsamp = 2000 ground-truth samples of {µtrue
a,1 , µ′true

s,1 , δµtrue
a }i.

In these samples, the baseline optical parameters for the different brain compartments {µtrue
a,1 , µ′true

s,1 }
were specified by drawing random values from a uniform random distribution. The uniform
distribution has its lower limit as the values specified in Table 1, and its upper limit as 40% higher
than those. Meaning that the network training was intended to correct up to 40% variations to
the values specified in Table 1. The absorption perturbations {δµtrue

a } were specified as smoothly
varying distributions, by drawing samples from a Gaussian (Orstein-Uhlenbeck) prior distribution
[30]. To prevent the CNNs from over-fitting the training images to noise, those training samples
were smoothed by a 3-D Gaussian smoothing kernel, using MATLAB function ‘imgaussfilt3’.
This process reduces noise and emphasizes important features of the image [61]. In this case, the
spread and distribution of the absorption changes were emphasized over the noisy pixel-to-pixel
variations. A few example samples are shown in Fig. 4. The training time for one subject model
is displayed in Table 2. The training times were similar across all the subjects because the meshes
were of similar sizes and their training used the same number of image samples, basis, and
epochs.
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Fig. 4. Four samples of absorption perturbations (δµtrue
a ) used in training. Parameters units

are in mm−1.

Table 2. Training time of the learned post-processing step for one
subject and evaluation times for the reference, conventional and

post-processed estimate for one sample, in hours (h) or seconds (s).

Subject Training time Evaluation time for one sample

(Nsamp = 2000) Reference Conventional Post-processed

1 98h 163s 162s 165s

3.4. Estimation

For computing MAP estimates (10), the simulated measurement data corrupted with noise (19)
was used. The noise covariances were assumed known. The estimates were computed in the
same mesh that was used to generate the data, to avoid model errors due to discretisation. To
compare the estimated absorption changes with the (true) target absorption change, we computed
three kinds of estimates:

Reference estimate: The reference estimate used the target baseline optical parameters
(µtrue

a,1 , µ′true
s,1 ), to compute the Jacobian and MAP estimate, Eq. (10). These estimates present the

most accurate estimates, without errors due to inaccurate baseline optical parameters.
Conventional estimate: The conventional estimates used the optical parameters mentioned

in Table 1 to compute the Jacobian and MAP estimate, Eq. (10). This led to modeling errors
when the measurement data was generated with target baseline parameters (µtrue

a,1 , µ′true
s,1 ) different

from the values mentioned in Table 1.
Post-processed estimate: The post-processed estimates δµpost

a were obtained by applying the
trained CNNs on the conventional estimate, Eq. (11). The trained CNNs compensate the model
errors in the conventional estimates.

3.4.1. Evaluation metrics

To evaluate the accuracy of the three estimates in terms of contrast and localisation, we used the
following three metrics, utilised in earlier brain imaging studies [11]:

Contrast error: The error in the contrast of an estimated image δµ̂a was quantified using the
relative percentage error

E(δµa) =
∥δµ̂a − δµtrue

a ∥
∥δµtrue

a ∥
× 100%, (20)

where δµtrue
a is the (true) target image of the absorption parameter change.

Position error: The position error was quantified by computing the Euclidean distance
between the center of mass of the estimated image from the center of mass of the target image.

Area error: The area error was quantified by computing the dice coefficient between the
estimated image and the target image. The dice coefficient was the ratio of the overlapping
voxels between estimated and target activation to the total number of activated voxels [11]. The
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activation voxels in an image were specified as the areas displaying values higher than 1% of the
peak (maximum) values.

4. Results

4.1. Effects on estimated images

In Fig. 5 we show the estimates obtained with the subject 1 atlas. As seen in the reference
estimates, the changes in absorption in the forehead region, which are closer to the sources and
detectors are estimated more accurately. This was expected as the sources and detectors were
placed near the forehead (Fig. 3). We also show conventional estimates obtained with 30% and
40% errors in the assumed baseline optical parameters, that show distortion and reduced contrast.
The post-processed images using CNNs trained with 40% errors show improved contrast and
spatial distribution.

In Fig. 6 we show estimates obtained with targets that had distinct (spherical) activation regions
below the forehead. Figure 6(top two rows) shows a target with an activation area specified
in grey matter. Figure 6(bottom two rows) shows a target with two spherical activation areas,
that contained both grey and white matter. The conventional images show distortion of the
activation spot shape and location, due to the errors in assumed baseline optical parameters. The
post-processed images show improved shape and localisation of the activation spot. Note that

Fig. 5. Subject 1 evaluation with 30% errors (top two rows) and 40% errors (bottom two
rows). The post-processing network was trained with up to 40% errors. Coronal (top) and
Saggital (bottom) views of parameters are shown. The columns show: (a) baseline target
absorption coefficient, (b) scattering coefficient, and (c) change in absorption coefficient,
followed by (d) reference estimate, (e) conventional estimate in presence of errors and (f)
post-processed images.
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Fig. 6. Evaluation with ‘out-of-distribution’ targets showing distinct activation regions. Top
two rows demonstrates a case with one activation region, and bottom two rows demonstrates
a case with two activation regions. Subject 1 was used in this evaluation case. Conventional
and post-processed cases had 40% errors in optical parameters. The post-processing network
was trained with up to 40% errors.

these evaluations are ‘out-of-distribution’ cases, as the training of the CNNs were performed
with absorption image samples with Gaussian spatial distribution (Fig. 4), while the evaluation
cases had distinct regions of activation. This show that the training the CNNs using the Gaussian
spatial distribution, can also apply to other possible absorption distributions.

4.2. Statistics of estimation errors

In Fig. 7 we show the statistics of errors from 400 evaluation cases, that had varying target
baseline optical parameters and absorption change distributions. The training and evaluation was
carried out on the Subject 1 atlas. As shown, we obtain improvement in the contrast and overlap
area of the estimated images, using the proposed post-processing technique. The method show
improvements when the evaluation was carried out with same level of errors (40% variation) or
higher errors (40%-50% variation) in baseline parameters. This show that the method has some
tolerance to errors higher than errors used in its training.

In Fig. 8 we show the statistics of errors using the atlases of Subjects 2-4. As seen in Figs. 7, 8,
the proposed post-processing technique reduces the errors in the conventional estimates. The
error values and their improvements vary across the different subjects, possibly due to their
structural differences.
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Fig. 7. Statistics of errors in contrast, position and overlap of activation regions using
reference, conventional and post-processed methods. The post-processing network was
trained with up to 40% errors. Conventional and post-processed cases had up to 40% errors
(top row), 40%-50% errors (bottom row) in optical parameters.

We observed clear improvements in overlapping voxels (Dice coefficient). Improvements in
the center of mass position were negligible for Subjects 1 and 3. Post-processing improved image
contrast, but errors remained wide. Training data variability, drawn from a Gaussian prior, likely
caused varying contrast in CNN outputs. This variability, however, helps the model adapt to
out-of-distribution targets, which is beneficial.

5. Discussion

We studied the effects of erroneously specified baseline optical parameters in DOT brain imaging
with simulations on four adult brain atlases shown in Fig. 2. The images of the estimates shown
in Figs. 5, 6 and the statistics of errors shown in Figs. 7, 8 show that errors in optical base line
parameters can cause large errors in the estimates.

We also developed and tested a post-processing technique to compensate for the modeling errors
caused by choosing approximate baseline optical parameters. The proposed technique improved
the DOT estimates, as shown in Figs. 5–8. The presented method does not require significant
computational resources to carry out the post-processing, as shown in Table 2. However, the
(off-line) training of the neural networks required around four days.

In this work, we have not considered other errors or uncertainties related to DOT brain imaging,
such as motion artifacts, mixing of signals due to scalp blood flow, the unknown shape of the brain,
or the approximately known locations of sources and detectors. Modeling and marginalization
of such errors has been considered using the ‘Bayesian approximation error (BAE) method’
earlier in Refs. [21,62,63]. In our tests, the BAE method proved unsuccessful in marginalization
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Fig. 8. Statistics of errors in subjects 2-4 (top to bottom). The post-processing network was
trained with up to 40% errors. Conventional and post-processed cases had up to 40% errors
in baseline optical parameters.

of errors due to baseline optical parameters. The BAE method assumes errors to be normally
distributed, which can be restrictive in certain cases to describe complicated errors [64] .

We have considered the segmentation of the head into four tissue types with constant optical
properties. This is a strong simplification of the very complex heterogeneous anatomy of the
brain, where the optical properties change constantly, for example, due to the pulsation of blood.

When trained on limited datasets, CNNs may not learn the full complexity of the data
distribution. Hence, increasing the diversity of training data to improve generalization, for
example, using generalized Gaussian field distributions, can help the method adapt to out-of-
distribution cases.

Here, we carried out simulations in adult head models where the light propagation is severely
attenuated. We note that the severity of the errors might be lower in infants’ or children’s brains.
The CNNs used in this work and their training procedure could be further optimised, for example
using more GPUs in parallel, which can possibly improve the training times and results. However,
these choices also depend on other factors such as the measurement geometry, the chosen optical
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parameters, noise, etc. In the future, we will consider these factors as we extend the proposed
methods to real data.

6. Conclusions

Our results show that errors in baseline optical parameters can cause large errors in DOT brain
imaging. Post-processing of the estimates using pre-trained CNNs can reduce these errors,
improving contrast and localisation of brain activation. We have reported the statistics of errors
in estimated images, and improvements using the trained CNNs, from four subject atlases. The
practical implication of this work is the improvement in robustness and accuracy of DOT brain
imaging. In the future, the proposed post-processing technique can be trained using data from
other subjects and applied to enhance brain imaging with real-world data.
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