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Structural Disorder by Octahedral Tilting in Inorganic
Halide Perovskites: New Insight with Bayesian
Optimization

Jingrui Li,* Fang Pan, Guo-Xu Zhang, Zenghui Liu, Hua Dong, Dawei Wang,
Zhuangde Jiang, Wei Ren, Zuo-Guang Ye, Milica Todorović,* and Patrick Rinke

1. Introduction

Structural disorder in materials has become an important topic
in both experimental and computational materials science.[1–8]

Disorder phenomena are very common
in emergent functional materials, as ion-
mixing or doping strategies are widely
applied to obtain high performance
and stability. Notable examples include
ferroelectric oxide perovskite solid
solutions,[9–11] multiple-cation metal halide
perovskites for solar cells and light-
emitting diodes,[12,13] and kesterite photo-
voltaic materials.[14,15] Structural disorder
can also occur in pure materials with per-
fect stoichiometry, if the material exhibits a
series of stable structures with similar ther-
modynamic free energies and the energy
barriers separating free-energy minima
are easy to overcome. Consequently, prop-
erties of complex functional materials often
arise from the thermal population of a
number of low-energy structures.

Cesium lead iodide (CsPbI3) is an exam-
ple of the latter category that has received

increasing attention in recent years. It is a promising photovol-
taic material as CsPbI3-based perovskite solar cells have a
reported power conversion efficiency above 21% and good
stability.[16] It is generally believed that CsPbI3 adopts the cubic
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understanding the functional properties of these materials. First-principles
methods can address structure variation on the atomistic scale, but they are often
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α phase (space group Pm3m) at high temperatures, which suc-
cessively converts into the tetragonal β phase (P4=mbm) at 533 K
and then to the orthorhombic γ phase (Pnma) at 448 K upon cool-
ing.[17] The structural details of the β phase are not well estab-
lished. In a joint experimental–theoretical study, Marronnier
et al. analyzed the phonon instabilities of this phase.[18]

Jinnouchi et al. related the phase transition to the change in
the effective Csþ radius by thermal fluctuations.[19] Klarbring
suggested that the macroscopic tetragonal phase consists of
dynamically fluctuating orthorhombic structures.[20] Yang et al.
further showed that some other low-symmetry structures are also
involved.[21] Dynamical disorder has previously been found in
other isostructural inorganic halide perovskites.[20,22–24] For
example, a recent density functional theory (DFT) and molecular
dynamics study indicated that the disorder in cubic CsPbBr3 is
closely related to the octahedral-tilting dynamics.[24] The nature
of disorder in the high-temperature phases of inorganic halide
perovskites remains unclear to date. It is thus important to tackle
disorder given the link between the atomic structure and func-
tional properties of materials. Better knowledge of the involved
structures, energetics, and mechanisms of structural fluctuations
is crucial to understand the atomistic origin of functional prop-
erties and to design the next-generation high-performance
perovskites.

To gain theoretical insight into structural disorder and its
energetics, it is useful to study the system’s multidimensional
potential energy surface (PES),[25,26] that is, the total energy as
a function of the relevant degrees of freedom (DOFs) for disor-
der. Energy differences governing structural disorder may be
very small, so we must employ accurate DFT methods which
have celebrated great successes in modeling molecules and con-
densed matter systems.[27] DFT can supply 1D and 2D PESs with
an equispaced-grid approach (such as in ref. [20]). Yet PES com-
putations quickly become intractable as the number of DOFs and
thus the number of grid points grows. Attempts to construct
accurate high-dimensional PESs based on first-principles calcu-
lations can be traced back several decades, when a series of inter-
polation schemes were developed to study polyatomic chemical
reactions.[28,29] However, it is not easy to directly apply this
approach to complex-materials problems such as solid states
and interfaces. Among the many atomic DOFs of a complex

material, there are usually several “principal” DOFs that play a
decisive role in structural energetics, while other DOFs are
dependent or of secondary importance. As a result, such a
PES could be much more complicated than that of a polyatomic
molecular system. It might have multiple maxima and minima,
making simple interpolation approaches difficult.

In the past decade, machine learning (ML) has made an
impact in the field of computational materials science.[30–34]

ML and DFT can be combined to approximate PESs[35,36] and
to accelerate structure search with improved sampling
schemes[37–41] and accelerated force evaluation.[42–45] Force fields
can of course provide the PESs in terms of all atomic DOFs yet
typically lack the accuracy. Modern machine-learnt force fields
or interatomic potentials[46–53] also provide DFT accuracy, but
they take a long time to train in materials with many chemical
species. We are here, however, interested in PESs that we can
visualize, which is not possible for high-dimensional PESs of
force fields.

Recently, some of us have developed the Bayesian optimiza-
tion structure search (BOSS) approach, an ML-based structure
search scheme for accelerated and unbiased PES computation.[54]

BOSS couples state-of-the-art DFT calculations with the active
learning Bayesian optimization (BO) technique. It employs a
Gaussian-process to fit a PES surrogate model to DFT data points
and refines this model until convergence is achieved by acquiring
further data with a smart sampling strategy. In such a way, BOSS
can construct a complete high-dimensional PES using a relatively
modest number of energy data points. BOSS has already been
applied to solve problems such as conformer search for organic
molecules[54,55] and adsorption of organic molecules at semicon-
ductor surfaces,[54] to resolve different organic adsorbate types
and film growth at metallic surfaces,[56–58] and to identify the
interface geometries of inorganic or organic materials at perov-
skite surfaces.[59–61] The application of BO in materials science is
not limited to structure search, for example, it was used to train
the force fields to study phase transition in hybrid perovskites,[19]

to select optimal ML hyperparameters,[62,63] or to efficiently
solicit experimental data.[64,65]

In this work, we apply BOSS to study disorder in the bench-
mark systems CsPbI3 and the isostructural bromide perovskite
(CsPbBr3). The latter is a standard green-emitting material for
perovskite light-emitting diodes,[66] another of today’s key mate-
rials in perovskite optoelectronics. We select the three octahedral-
tilting angles[67] as the principal DOFs. Previous experimental
and theoretical studies[20,22,24,68–70] have established that they
are key to determining the materials structure. One of the main
objectives of this work is to compute a realistic and accurate 3D
PES that best reflects the structures inside the perovskite materi-
als. The smart data sampling by BOSS enables us to include all
three octahedral-tilting angles as variables for the 3D PES. We
thus go beyond the previously established 2D view of
Klarbring,[20] which nevertheless is considered as reference for
our study. In addition we use BOSS to generate a 3D profile
of the bandgap. This enables us to gain insight into the
effects of structural disorder and temperature on functional
properties. Important information about the structural disorder
in both CsPbI3 and CsPbBr3 is obtained by gathering all these
findings.
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2. Bayesian optimization structure search scheme

2.1. Octahedral Tilting and the Disorder Search Spaces

The disorder search spaces for the benchmark systems CsPbI3
and CsPbBr3 are spanned by the three octahedral-tilting angles.
We adopted the Glazer notation arabrbcrc of octahedral tilting in
perovskites[67] throughout this manuscript. Here, xrx denotes the
tilt around the lattice vector x (=a,b,c) of the quasicubic cell, and
rx ¼ þ, � , 0 indicates the in-phase, out-of-phase, and zero-
tilting modes (sometimes shortened as “tilts”), respectively
(Figure 1a). The corresponding tilting angle is denoted by θx
hereafter. Different combinations of tilting modes and angles
around the three lattice vectors result in different tilting patterns.
The perovskite lattice accordingly exhibits different types of dis-
tortions. Originally, Glazer had derived 23 tilting patterns[67,71]

and later Woodward revised this framework into 15 based on
experimental results and space-group analysis.[72–74] In this work,
we considered all possible tilting patterns (listed in Table 1) that
are compatible with both Glazer’s and Woodward’s conventions.
A recent study of CsSnI3, which is isostructural and closely
related to our systems, indicates that this is necessary.[75]

Results of full DFT relaxation for both systems with different tilt-
ing patterns are provided in Section S1, Supporting Information.

The Glazer tilting patterns listed in Table 1 can be divided into
four categories: those with three in-phase tilts, with two in-phase
and one out-of-phase tilts, with one in-phase and two out-of-
phase tilts, and with three out-of-phase tilts. For each of these,
the three octahedral-tilting angles as coordinates span a 3D con-
figuration space (Figure 1b). We denote them by aþbþcþ,

(a) (b)

(c)

Figure 1. Definition of octahedral-tilting configuration spaces for CsPbX3 (X= I, Br) used in this work. a) Tilting modes along a lattice vector: in-phase tilt
(left, Glazer notation “þ”) and out-of-phase tilt (right, “�”), with Pb2þ cation colored in blue and X� anions in red, octahedral rotation directions indicated
by yellow arrows; b) the four configuration spaces representing different categories of octahedral-tilting patterns; and c) the total configuration space.
Spaces in (b) and octants in (c) are colored to indicate the correspondence between them, for example, the “mmm” space in (b) and the “mmm” octant in
(c) are both colored in green.

Table 1. Attribution of Glazer tilting patterns to different categories
(disorder search spaces).

Tilting ppp ppm pmm mmm

a0a0a0 ✓ ✓ ✓ ✓

aþb0b0 ✓ ✓ ✓

a�b0b0 ✓ ✓ ✓

aþaþc0, aþbþc0 ✓ ✓

aþb�c0 ✓ ✓

a�a�c0, a�b�c0 ✓ ✓

aþaþaþ, aþaþcþ, aþbþcþ ✓

aþaþc�, aþbþc� ✓

aþb�b�, aþb�c� ✓

a�a�a�, a�a�c�, a�b�c� ✓
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aþbþc�, aþb�c�, and aþbþc�, or simply by ppp, ppm, pmm, and
mmm, respectively, with “p” standing for plus (“þ”) and “m” for
minus (“�”). For each of them, the “negative tilt” ð�xÞrx
describes the same tilt as the positive one, ðþxÞrx (i.e., rx mode
by θx angle), but in the opposite direction.[20] We should note two
important features of these configuration spaces: 1) tilting
patterns with zero tilt(s) belong to more than one spaces, for
example, aþbþc0 belongs to both ppp and ppm, and 2) there
are symmetry-equivalent points for each data point (except
a0a0a0). As a result, any of the eight octants of a configuration
space, for example, octant I with θa ≥ 0, θb ≥ 0, θc ≥ 0,
contains all information for this category. A brief discussion
of symmetries for data points that represent different tilting
patterns are supplied in Section S2, Supporting Information.

Figure 1c illustrates another way to construct the 3D disorder
configuration space. All tilting patterns listed in Table 1 are
included in one space by assigning the positive and negative val-
ues of each tilting-angle coordinate to in-phase and out-of-phase
tilts, respectively. We thus refer to it as the “total configuration
space” hereafter. The color correspondence between Figure 1b,c
indicates that each of the eight octants of this total space can rep-
resent a tilting-pattern category. For example, points in the mmm
octant, that is, θa ≤ 0, θb ≤ 0, θc ≤ 0, of this total space and
points in the octant I of the mmm space represent identical struc-
tures. In addition, either ppm or pmm has two symmetry-
equivalent octants in the total space.

2.2. BOSS Protocol

BOSS is an ML method that accelerates structure search via
strategic sampling of the PES. In general, it can be used to rapidly
explore N-dimensional domains and build surrogate models for
any simulated properties. A more in-depth description of the
BOSS scheme can be found in refs. [54,76,77]. Here we only out-
line the search principle of BOSS by highlighting the aspects that
are different to earlier applications.

First, the structures were sampled separately in the ppp, ppm,
pmm, and mmm search spaces to ensure that we have enough
data for all four tilting-pattern categories. The 3D surrogate mod-
els for visualization and analysis, in contrast, were constructed
within the total space to avoid ambiguous data at the subspaces
(planes and lines) shared by different tilting-pattern categories.
Second, for each arrangement of sampled tilting angles, we per-
formed a full structural relaxation of all other DOFs. We opted for
this approach instead of the building-block models in previous
BOSS applications to release any strains or structural artefacts
introduced by the rearrangement of perovskite octohedra.
Third, we guaranteed that the surrogate models were constructed
and the data acquired based on a set of DFT data points that
reflect the structural symmetry of the materials as alluded to ear-
lier. To this end, each sampling query additionally returned the
data of all symmetry-equivalent points in the search space after
each DFT calculation.

The BOSS workflow in this study is as follows. First, DFT cal-
culations of tilted structures were separately sampled in each of
the ppp, ppm, pmm, and mmm search spaces: 1) The database
was initialized with three nonequivalent structures together with
their symmetry images. 2) A 3D surrogate model was fit to all

existing data using Gaussian process regression. 3) Based on
the surrogate model, an acquisition function was calculated
and used to determine the next sample point in the configuration
space. 4) The database was updated with the newly sampled point
and its symmetric images. 5) Steps 2–4 were repeated until the
parameters of the most-stable structure did not change within 10
consecutive iterations (variation of total energy within 0.5 meV
per perovskite unit and all tilting angles within 0.5°). Then the
sampled data were merged into one data set according to the
symmetry of the total configuration space. 3D surrogate models
were fit to both DFT-calculated total energies and bandgaps to
build the PESs and bandgap landscapes, respectively. The surro-
gate models for the band gap were obtained in the same way
from the same set of computations.

Once the PES was evaluated, we analyzed it to extract the loca-
tions of all local minima and their predicted energies. For all min-
ima, we removed the fixed tilting angle restriction and optimized
the structures fully to evaluate the quality of this small approxima-
tion. For any pair of minima, we utilized the surrogate model to
compute the minimum energy path (MEP) between them and
determine the energies and structures of transition states.

For data sampling, we used the exploratory lower confidence
bound[78] acquisition function which balances exploitation
(search for better points near the predicted global minimum)
and exploration (acquiring data in the less visited regions of
the search space). Such heuristic approaches are suitable for
an unbiased exploration of the entire configuration space, and
not only limited to the vicinity of extrema.

For each sampled structure, we carried out DFT calculations
for CsPbX3 using a 2� 2� 2 supercell model that can host all
Glazer tilting patterns. The Pb–X framework of the system
was initialized according to the desired tilting pattern. The Cs
locations and lattice parameters were relaxed during structural
optimization, while the Pb and X fractional coordinates were
frozen so that the tilting pattern was (at least approximately)
maintained. We chose the Perdew–Burke–Ernzerhof exchange-
correlation functional for solids (PBEsol)[79] and analytical stress
tensor[80] implemented in the all-electron numeric-atom-
centered orbital code FHI-aims,[81–84] as PBEsol describes the
lattice constants of halide perovskites well with moderate compu-
tational cost.[85–87] Single-point bandgap calculations were per-
formed for each optimized structure using a hybrid functional
PBEsol0 that contains 25% exact exchange. Scalar relativistic
effects were included by means of the zero-order regular approx-
imation,[88] while spin-orbit coupling (SOC) was further included
in PBEsol0 calculations. Standard FHI-aims tier-2 basis sets were
used in combination with a Γ-centered 4�4�4 k-point mesh.
In the interest of open materials science,[32] all relevant DFT
calculation data are publicly available from the Novel Materials
Discovery (NOMAD) repository[89,90] via doi:10.17172/
NOMAD/2021.09.15-1.

3. Results and Discussion

3.1. Octahedral-Tilting PESs

The surrogate models for the energy landscapes produced by 3D
octahedral tilting provide insight into the energetics of disorder
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in CsPbI3 and CsPbBr3. We monitored the convergence of the
models to ensure that the landscapes were well converged and
reliable. Figure 2a,b illustrates important 2D cross sections of
the 3D PES of CsPbI3, which were constructed by merging
the first 23, 75, 76, and 34 DFT calculations (809, 795, 797,
and 793 symmetry-unfolded points) in the ppp, ppm, pmm,
and mmm search spaces, respectively. The total-space database
consists of 203 nonequivalent DFT calculations which are sym-
metrized into 982 data points. The 3D PES of CsPbBr3
(Figure 2c,d) was fit to 195 DFT calculations (937 data points)
collected from 38, 65, 70, and 27 DFT-calculated entries (815,
799, 797, and 793 data points) in ppp, ppm, pmm, and
mmm, respectively. Some further 2D cross sections of the 3D
PESs of both benchmark systems can be found in Section S3,
Supporting Information.

At the outset, it is important to verify the quality of the PES
surrogate models. The aþb�b� and aþb�mc� cross sections of
CsPbI3 (Figure 2a-top and middle, respectively) agree with the
previously reported 2D PESs of the same material very well.[20]

We note that 76 DFT calculations sufficed to converge the 3D
PES of pmm in our approach, while in ref. [20], 289 DFT data
points sampled over an equispaced grid in a quadrant of the
2D configuration space supplied a 2D PES. This comparison
demonstrates the validity, accuracy, and the remarkable
efficiency of our 3D approach aided by BO.

The global minima (including symmetry-equivalent struc-
tures) in each search space are marked by white dots in
Figure 2. Their structures are shown in Figure 3 (further views
of them are provided in Section S4, Supporting Information).
Table 2 features the tilting angle locations and PES values of

(a) (b) (c) (d)

Figure 2. 2D cross sections of 3D PESs of a,b) CsPbI3 and c,d) CsPbBr3. Total energies, Etotal, are given in their difference to the a0a0a0 structure in meV
per CsPbX3 unit. For each material: (a,c) cross sections aþb�b�, aþb�mc�, and aþmb�c� within pmm (subscript “m” in the Glazer tilting notation means
that the corresponding variable is kept constant at its value at the PES minimum), with white dots indicating the global Etotal minima in the total space.
(b,d) border planes aþbþc0 (shared by ppp and ppm), aþb0c� (shared by ppm and pmm), and a0b�c� (shared by pmm and mmm), with white dots
corresponding to the lowest energies in ppp, ppm, and mmm, respectively. The axis names of each plot are given at the top-left corner, for example,
θb ≈ θa meaning θb and θa (both in °) for the vertical and horizontal axes, respectively. All figures have the same x and y scales. Note the different colormap
scales for different materials.
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all minima, as well the results of subsequent full structure relax-
ations. The total energies derived from the surrogate model
(Etotal) are only <3.5 meV per perovskite unit higher than the

DFT full-relaxation results (Ef :r:), further confirming the
accuracy of the 3D PES surrogate models. This difference is
attributed to the constraint of the tilting patterns in DFT calcu-
lations. Since the difference is very small, we conclude that the
three tilting angles are suitable principal DOFs.

The lowest-energy structures of both materials exhibit the
aþb�b� tilting pattern (γ phase, space group Pnma) that is found
in pmm (Figure 2a,c). The 2D cross sections of the 3D PESs in
this space are qualitatively similar for these two materials. The
main difference is that the global minimum of CsPbI3 is lower
than CsPbBr3 by 35.3meV per unit. In addition, the low-energy
basins in CsPbBr3 are less steep than in CsPbI3. This can be
rationalized by structural considerations: the Goldschmidt toler-
ance factor of CsPbBr3 (0.862) is larger than that of CsPbI3
(0.851) due to the smaller radius of the Br� anion. CsPbI3 there-
fore has a stronger tendency toward octahedra tilting to stabilize
its structure, resulting in more energy gained compared to
the untilted structure and a steeper PES in the vicinity of the
minimum.

Based on the 3D PES surrogate models, we can use the
nudged elastic band method to easily evaluate the barrier of
the MEPs that connect a global minimum and its symmetric
image. The most important results are presented in Table 3
(see Section S5, Supporting Information for more details).
The smallest barriers are 25.7 and 16.4meV for CsPbI3 and
CsPbBr3, respectively, associated with the aþb�b� ! aþb�c0 !
aþb�ð�bÞ� transition path. The lower barrier of CsPbBr3 is a
direct result of the shallower basin in the vicinity of the global
minima. The MEPs linking aþb�b� and ð�aÞþb�b� have higher
barriers, indicating that more energy is required to reverse the
direction of an in-phase tilt than for an out-of-phase tilt. The tran-
sition aþb�b� ! aþð�bÞ�ð�bÞ� follows two consecutive MEPs,
each associated with the direction reversal of an out-of-phase tilt.

Figure 3. Structures of CsPbI3 (upper panel) and CsPbBr3 (lower panel) that correspond to the global minimum of each search space as indicated.
Symmetry-equivalent structures are not shown. The Csþ, Pb2þ, and halide (I� or Br�) ions are colored in green, blue, and red, respectively. The octahedra
are highlighted in purple. For each structure, the tilting around a has the largest amplitude (the approximate directions of lattice vectors a, b, and c are
given).

Table 2. Structural data of global minima of all search spaces (the global
minimum of the total space is marked by *). Positive and negative tilting
angles (in °) indicate in-phase and out-of-phase tilts, respectively. Etotal is
the total energy evaluated based on the 3D PES surrogate models. Also
listed are the total energy of corresponding structures fully relaxed with
DFT (Ef :r:). Both energies are given in their difference to the a0a0a0

structure in meV per CsPbX3 unit.

Search space *pmm* ppp ppm mmm

CsPbI3

θa 12.2 15.1 14.5 �14.8

θb �9.1 0 0 �3.5

θc �9.1 0 �6.2 0

Etotal �129.2 �91.3 �103.5 �93.2

Space group Pnma P4=mbm Cmcm C2=m

Ef :r: �132.6 �91.5 �104.1 �93.7

In Figure 2 a) b)-aþbþc0 (b)-aþb0c� b)-a0b�c�

CsPbBr3

θa 11.1 14.4 13.4 �14.3

θb �8.3 0 0 �2.7

θc �8.3 0 �6.2 0

Etotal �93.9 �71.5 �77.5 �72.5

Space group Pnma P4=mbm Cmcm C2=m

Ef :r: �97.3 �71.5 �78.3 �73.2

In Figure 2 c) d)-aþbþc0 d)-aþb0c� d)-a0b�c�
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A simultaneous direction reversal of the two out-of-phase tilts is
not favored. Our findings for CsPbI3 that 1) the lowest barrier is
associated with a transition-state structure with aþb�c0 tilting
and 2) its energy is lower than what is found in the 2D approach
by a few meV (see Section S5, Supporting Information) are in
good agreement with Klarbring’s results.[20] The advantage of
our BOSS approach is that we can directly evaluate the MEP
within the 3D PES, so that we neither need to calculate several
2D PESs nor will miss the path with the lowest barrier.

The other three search spaces are naturally of less interest than
pmm as they do not contain the overall most stable structure. For
an in-depth insight into the tilting modes, we nevertheless briefly
discuss them based on Figure 2b,d. Table 2 already indicates that
the white dots in the top, middle, and bottom of Figure 2b,d are
the global minima in the ppp, ppm, and mmm search spaces,
respectively. The lowest-energy structure of ppp has aþb0b0 tilt-
ing (space group P4=mbm), which is generally considered as the
structure of the recently reported tetragonal β phase.[17,18,91] This
structure is very localized in terms of the single in-phase tilting
angle, which is obviously larger than the in-phase tilting angle of
the overall most stable (aþb�b�) structure (see Table 2). This
structure also belongs to the ppm space group but is not the most
stable one within this search space. The global minimum of ppm
is instead located at aþb0c� whose energy is lower than the
aþb0b0 structure by 12.2meV. It is the transition-state structure
of the aþb�b� ! aþð�bÞ�b� MEP. The local minimum of
mmm exhibits a�b�c0 tilting with one large (>10°) and one small
(<5°) out-of-phase tilt. The barrier of the amplitude-exchange
pathway, a0b�c� ! a0c�b�, is rather low (see Section S5,
Supporting Information). Finally, none of the a�b0b0 (space
group I4=mcm) structures are a global minimum in any search
space. This might explain why it has never been experimentally
observed.

Summarizing Figure 2b,d provides insight into structural dis-
order in these two benchmark systems. The in-phase and out-of-
phase tilts have different characters. An in-phase tilt around one
lattice vector “excludes” in-phase tilts around any other lattice
vectors, while an out-of-phase tilt can stabilize the structure with
an in-phase tilt and can coexist and exchange energy with another
out-of-phase tilt. We can thus conclude that the out-of-phase tilt-
ing mode is more active than the in-phase mode in CsPbX3. The
motion of out-of-phase tilts transfers vibrational energy from one
lattice vector to another, giving rise to noticeable dynamical struc-
tural disorder.

3.2. Configuration Space Distribution of Structures at Finite
Temperatures

Based on the total-energy profiles in the 3D configuration space,
we can analyze the distribution of the structural disorder of
CsPbI3 and CsPbBr3 at finite temperatures. Figure 4 sketches
the total energy data listed in Table 2 and facilitates the prediction
of how structures evolve and disorder grows in both systems with
increasing temperature.

From the BOSS surrogate PES model (Figure 2), we calculated
the probability density of finding CsPbI3 or CsPbBr3 in a struc-
ture that is labeled by point θ (a shortened notation of tilting
angles) in the total configuration space at temperature T using
the Boltzmann distribution

ρðθ,TÞ ∝ e�½EðθÞ�Emin�=kBT (1)

Here E(θ) and Emin denote the energies of structure θ and the
overall most stable structure, respectively. kB is the Boltzmann
constant. In this work, we have not normalized the total proba-
bility but rather kept the maximum probability density always at
1. We can thus set a criterion of ρ (0.5 in this work) to help inves-
tigate the distribution of thermal population of disordered struc-
tures. We are especially interested in two features: 1) the region
within which ρ> 0.5 (the larger the region, the more extensive
the disorder) and 2) whether the ρ> 0.5 distribution emerges at
some particular regions in the configuration space (meaning
noticeable population at the corresponding tilting patterns).
Representative results are illustrated in Figure 5 (see also
Section S6, Supporting Information).

Figure 5a shows that CsPbI3 is quite strongly bound in its
most stable aþb�b� (Pnma, γ phase) structure at 300 K. As tem-
perature increases, the ρ> 0.5 regions grow gradually and reach
the aþb�c0 plane first at 450 K (Figure 5b). This corresponds to
the A ! B transition in Figure 4, which requires an energy of
25.7meV. At this point, the structure has not yet gained enough
energy to further travel across a series of aþbþc� structures (B!
C in Figure 4), but will rather be “reflected” by this aþb�c0 border
back to pmm. It can either go back to the initial aþb�b� structure
or fall into another equivalent aþb�ð�bÞ� minimum with the

Table 3. MEPs connecting the global-minimum structure aþb�b� and its
symmetry equivalent structures and the associated barriers.

Structure-variation MEP Barrier [meV]

CsPbI3 CsPbBr3

aþb�b� ! aþb�c0 ! aþb�ð�bÞ� 25.7 16.4

aþb�b� ! a0b�c� ! ð�aÞþb�b� 35.9

aþb�b� ! a0b�b� ! ð�aÞþb�b� 23.1

aþb�b� ! aþb�c0 ! aþb�ð�bÞ� ! aþb0ð�cÞ�
! aþð�bÞ�ð�bÞ�

25.7 16.4

Figure 4. Energies of the most stable structures (labeled by A–D) in the
four search spaces (red triangles and blue circles for CsPbI3 and CsPbBr3,
respectively).
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direction of one out-of-phase tilt reversed around the lattice vec-
tor. Our observation of the aþb�b� ! aþb�c0 ! aþb�ð�bÞ�
mechanism is in good agreement with the previous study of
the structural disorder for the observed β-CsPbI3 by Klarbring.[20]

As temperature further increases beyond 450 K, a noticeable
population of CsPbI3 structures at aþb0b0 (Figure 5a) and a�b�c0

(Figure 5b) is observed at 650 K. The former corresponds to “C”
in Figure 4, with only one single in-phase tilt while both out-of-
phase tilts are largely suppressed. The latter corresponds to “D”
in Figure 4. The structure can easily fluctuate between in-phase
and out-of-phase tilts at this temperature, too. The direction
reversal of the in-phase tilt, aþ ! ð�aÞþ, becomes highly prob-
able at 800 K. The motion of the less active in-phase tilt gives rise
to an extremely high level of structural disorder.

CsPbBr3 exhibits generally similar features (Figure 5c,d), yet
noticeable differences can be observed. Because of the shallower
PES basins, the probability distribution of CsPbBr3 at 300 K ismuch
broader than CsPbI3. First, ρ> 0.5 can already be observed at
aþb�c0 at room temperature due to a much lower activation energy

(16.4meV). At 400 K, the aþb0b0 (P4=mbm) structure is populated.
At this temperature, we also observe aþb0 ↔ a0b� tilting-mode
transitions. Finally, at 450 K the aþ ↔ ð�aÞþ motion sets in. All
of these findings indicate a much more disordered structure in
CsPbBr3 than its iodide analog at the same temperature.

Table 4 summarizes the important phenomena derived from
Figure 5 and S3, Supporting Information. Both benchmark sys-
tems exhibit a three-stage mechanism of structure variation as
temperature increases. Starting from the most stable aþb�b�

structure, we can first observe the motion of one out-of-phase
tilting mode, aþb�b� ↔ aþb�c0. This process is closely related
to the γ ! β phase transition. In our work, the temperature of
this stage is very close to the phase-transition temperature for
CsPbI3 (450 vs. 448 K[17,18]) but clearly lower than that for
CsPbBr3 (300 vs. 361 K[69,92]). A further temperature increase
activates the motion of another out-of-phase tilt and the fluctua-
tion between the out-of-phase and in-phase tilts. Finally, direc-
tion reversal of any mode and switch between any two modes
become prevalent, giving rise to the highly disordered, effectively

(a) (b) (c) (d)

Figure 5. 2D cross sections of unnormalized distribution probability density of a,b) CsPbI3 and c,d) CsPbBr3 in the search spaces of tilting angles at
different temperatures. Shown for each material: (a,c) aþb�b� cross section from pmm and (b,d) a�b�c0 cross section from the total configuration
space. The thick yellow lines in each plot mark a relative probability of 0.5.
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cubic structure with pronounced lattice vibrations. In our work
the temperature of this stage is a bit higher than the β!α phase-
transition temperature for CsPbBr3 (450 vs. 403 K[69,92]) and
much higher than that for CsPbI3 (800 vs. 533 K[17,18]). Our cal-
culations do not include entropy contributions and can therefore
not be expected to provide a close match to experimental transi-
tion temperatures. The focus of this work is to understand the
nature of structural disorder of these emergent and important
optoelectronic materials at the atomic scale. The PES database
created in this article has laid a solid groundwork for the direct
simulation of the γ!β!α phase transition, which is beyond the
scope of this work.

As a concluding note, we emphasize that the zero-tilting struc-
ture a0a0a0, which is generally regarded as the α (cubic) phase, is
very rarely populated even at >800 K. This is simply because it is
energetically much less favorable than the most stable aþb�b�

structure. Our results indicate that the cubic phase must be
understood as a dynamic average of disordered lower-symmetry
structures, a result that was found by a recent DFT and molecular
dynamics study for CsPbBr3.

[24] In this phase, plenty of domains
or nanoregions of low-symmetry structures (such as aþb�b�)
occur with equal probability; the octahedra of each nanoregion
are dynamically fluctuating to adapt to their neighbors, thus giv-
ing rise to an effectively cubic average structure.

3.3. Bandgap Distributed Over Disordered Structures

With the sampled DFT calculations we are able to fit surrogate
models for materials properties of interest other than PESs. The
bandgap is one of the most important electronic structure prop-
erties for optoelectronic materials. Here we focus on how bandg-
aps of the benchmark systems vary with octahedral-tilting angles.

Figure 6 provides representative 2D cross sections of 3D sur-
rogate models that are fitted to the bandgap data calculated with
DFT (PBEsol0þSOC). For CsPbI3, we observe that the bandgap
increases monotonically with tilting angle. While for CsPbBr3 the

Table 4. Important tilting patterns: the (approximate) temperature at
which they become noticeably populated, and the tilting-mode
transition to which they closely correspond.

Tilting pattern Relevant transition of tilting modes T of emergence [K]

CsPbI3 CsPbBr3

aþb�c0 aþb�b� ! aþb�ð�bÞ� 450 <300

aþb0b0 aþb�c0 ! aþð�bÞ�c0 650 400

a�b0b0 aþb0b0 ! a0b�a0 650 400

a�a�c0 a�b0b0 ! a0b�a0 800 450

(a)

(b)

Figure 6. Bandgaps of a) CsPbI3 and b) CsPbBr3 in the search space of tilting angles (shown are 2D cross sections aþb�b�, aþb�mc�, and a�b�c0 of the
3D surrogate models).
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overall trend is the same, small deviations are observed when all
three tilting angles are small.

It it noteworthy that the cubic a0a0a0 structure has an obvi-
ously lower bandgap than all minima structures in different
search spaces (white dots in Figure 6) for each benchmark sys-
tem. This is due to the maximal overlap of atomic orbitals as a
result of the zero tilt, which broadens the valence and conduction
bands, thus reducing the gap. As already alluded to, such a cubic
structure is not seen in experiments, because it is too high in
energy. The experimental bandgaps of CsPbI3 and CsPbBr3
are ≈1.7[17,93,94] and ≈2.3 eV,[69,95] respectively. DFT bandgaps
of all minima structures fall into those regions (see also
Section S7, Supporting Information), indicating that the
PBEsol0þSOC approach with α= 0.25 is a suitable choice for
both materials.

Based on the bandgap surrogate model, we calculated the
temperature-dependent average bandgap of each system by

hEgapðTÞi ¼
R
ρðθ,TÞEgapðθÞdθR

ρðθ,TÞdθ (2)

where the integrations run over the whole configuration space,
EgapðθÞ is the BOSS-predicted bandgap at θ, and the weighting
factor ρðθ,TÞ is the distribution density displayed in Figure 5.
Results are illustrated in the left column of Figure 7. The right
column of Figure 7 displays the search space-resolved bandgap
versus total energy relationship based on the BOSS surrogate
model data.

At 0 K, both systems are in their aþb�b� global-minimum
structures (with some small-amplitude zero-point vibrations).
The calculated bandgaps are accordingly 1.90 and 2.33 eV for
CsPbI3 and CsPbBr3, respectively. As temperature increases,
structural disorder grows first mainly within pmm (blue in
Figure 7-right). The average bandgap decreases as the contribu-
tion of ppm (green) increases, since the bandgaps of ppm struc-
tures within the low-energy range are generally smaller than
pmm. A further temperature increase enlarges the contribution
from both mmm and ppp to the average bandgap. The band gap
range of mmm (red) is above ppp (yellow). For CsPbI3
(Figure 7a), the bandgap range of the union of mmm and
ppp approximately superposes ppm. Consequently, the average
bandgap stabilizes between 300 and 700 K (1.81 and 1.82 eV,

(a)

(b)

Figure 7. Temperature dependence of the average bandgaps (left) and the bandgap versus total-energy relationship (right) of a) CsPbI3 and b) CsPbBr3.
In the right plots, only the BOSS surrogate-model data within the low-energy range are shown. Data from pmm, ppm, mmm, and ppp are colored in blue,
green, red, and yellow, respectively. The tilting pattern of the data entry corresponding to the local minimum of each tilting-pattern category is highlighted.

www.advancedsciencenews.com www.small-structures.com

Small Struct. 2024, 5, 2400268 2400268 (10 of 14) © 2024 The Author(s). Small Structures published by Wiley-VCH GmbH

 26884062, 2024, 11, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sstr.202400268 by A

alto U
niversity, W

iley O
nline L

ibrary on [13/11/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.small-structures.com


respectively). While for CsPbBr3 (Figure 7b) at T> 300 K, the
bandgap range of mmm⊕ppp is slightly higher than ppm, thus
resulting in a slowly increasing average bandgap with tempera-
ture (2.28 and 2.32 eV at 300 and 700 K, respectively).

Figure 8 shows the band structures and densities of states of
some tilted pmm structures. For CsPbI3, the total energies of the
structures in Figure 8a,b are close to that of the minimum ppm
structure (aþb�c0, �103.5meV). The bandgap of the pmm

(a) (b)

(c) (d)

(e) (f)

Figure 8. Band structures and densities of states of some disordered a–d) CsPbI3 and e–f ) CsPbBr3 structures. Also shown are their atomic structure
(view along lattice vector a). We arrive at the high-symmetry point labels in the band structures by treating the 2�2�2 model as quasiorthorhombic with
equal lattice constants. Contributions from Cs, Pb, and halide atoms to the partial density of states are colored in green, blue, and red, respectively.
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minimum structure (1.91 eV) lies in between those of structures
a (1.74 eV) and b (2.08 eV). A similar behavior can be observed
for the structures in Figure 8c,d, whose total energies are close to
the minima of mmm (a�b�c0, �93.2meV) and ppp (aþb0b0,
�91.5meV). For CsPbBr3 we only show two structures
(Figure 8e,f ), whose energies are in the range of [�80, �70]
meV where also the ppm, mmm, and ppp minima can be found.
Compared to the pmmminimum structures of both compounds
(parameters cf. Table 2), the structures with smaller bandgaps
(Figure 8a,c,e) exhibit smaller out-of-phase tilting angles, while
in the structures with larger bandgaps (Figure 8b,d,f ), one of the
out-of-phase tilts exhibits an angle larger than the in-phase tilt.
Section S8, Supporting Information, provides the electronic
structure of minimum structures in all four search spaces as well
as the untilted cubic structure for both compounds.

For CsPbBr3, the calculated average bandgap at room temper-
ature or above agrees well with experiments (ranging between
2.25[69] and 2.39 eV[95]). Our data reproduce the experimentally
observed trend that the bandgap increases with temperature
above 300 K.[95] For CsPbI3, our model somehow overestimates
the bandgap (reported experimental bandgaps are 1.67 eV for the
γ phase[17] and 1.73 eV for the α phase[93,94]). The accuracy of
bandgap estimation certainly depends on the computational set-
tings (e.g., the amount of exact exchange in a hybrid functional),
for which we need benchmark studies in the future. In addition,
we note that our calculations were conducted for 2� 2� 2 model
systems. For very large models, disorder-induced wavefunction
localization will occur, therewith statistical effects will emerge
and have impact on the bandgap calculations. This is beyond
the scope of this work.

Based on our full-dimensional PESs, we can already propose
valuable strategies to design next-generation optoelectronic materi-
als. For example, smaller tilting angles are desired to tune the
bandgap of photovoltaic material CsPbI3 to the optimal ≈1.35 eV
according to the Shockley–Queisser theory.[96] Doping with organic
monovalent A-site cations that are larger than Csþ would be a solu-
tion. While for CsPbBr3 in green-light emission, we are interested
in materials with minimal structural disorder for high monochro-
maticity. A-site mixing with cations smaller than Csþ and X-site
mixing with larger anions would be promising options.

4. Conclusion

This work offers new computational insights into the structural
disorder in benchmark systems CsPbI3 and CsPbBr3. With rela-
tively few first-principles (DFT) calculations sampled with the
BOSS scheme, we have obtained accurate landscapes for both
total energy and bandgap, each as a function of octahedral-tilting
angles. We could infer how the distribution of crystal structures
evolves within the 3D octahedral-tilting configuration space with
increasing temperature. We then evaluated the statistical mean
of bandgap, an important materials property for optoelectronic
application, over the disordered structures. Our work demon-
strates that novel cross-disciplinary ML computational materials
science tools such as BOSS can aid the description of structural
disorder phenomena, which is important to make recommenda-
tion for rational design of advanced functional materials such as
halide perovskites.
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