
This is an electronic reprint of the original article.
This reprint may differ from the original in pagination and typographic detail.

Powered by TCPDF (www.tcpdf.org)

This material is protected by copyright and other intellectual property rights, and duplication or sale of all or 
part of any of the repository collections is not permitted, except that material may be duplicated by you for 
your research use or educational purposes in electronic or print form. You must obtain permission for any 
other use. Electronic or print copies may not be offered, whether for sale or otherwise to anyone who is not 
an authorised user.

Rezazadeh, Y.; Sperling, A.; Gerloff, T.; Krüger, U.; Ferrero, A.; Campos, J.; Pellegrino, O.;
Dubard, J.; Ikonen, E.
Uncertainty of evaluation of spectral mismatch correction factor

Published in:
Journal of Physics: Conference Series

DOI:
10.1088/1742-6596/2864/1/012019

Published: 01/01/2024

Document Version
Publisher's PDF, also known as Version of record

Published under the following license:
CC BY

Please cite the original version:
Rezazadeh, Y., Sperling, A., Gerloff, T., Krüger, U., Ferrero, A., Campos, J., Pellegrino, O., Dubard, J., &
Ikonen, E. (2024). Uncertainty of evaluation of spectral mismatch correction factor. Journal of Physics:
Conference Series, 2864(1), Article 012019. https://doi.org/10.1088/1742-6596/2864/1/012019

https://doi.org/10.1088/1742-6596/2864/1/012019
https://doi.org/10.1088/1742-6596/2864/1/012019


Journal of Physics:
Conference Series

     

PAPER • OPEN ACCESS

Uncertainty of evaluation of spectral mismatch
correction factor
To cite this article: Y Rezazadeh et al 2024 J. Phys.: Conf. Ser. 2864 012019

 

View the article online for updates and enhancements.

You may also like
Research on machining technology of
stepped boring for intersecting holes in
aircraft
Xuezhen Chen, Chun Liu, Jinhui Song et
al.

-

Design and validation of a DMA-inspired
device for in-vivo measurement of human
skin mechanics: a finite element analysis
approach
Guyeli Yang, Xin Pang, Anchen Liu et al.

-

Improving the safety of an Ah-level
energy-dense Li-ion cell by LATP solid
electrolyte modified separators
Bo Wang, Lisa Mou, Mei Ou et al.

-

This content was downloaded from IP address 130.233.216.94 on 19/11/2024 at 06:45

https://doi.org/10.1088/1742-6596/2864/1/012019
/article/10.1088/1742-6596/2882/1/012019
/article/10.1088/1742-6596/2882/1/012019
/article/10.1088/1742-6596/2882/1/012019
/article/10.1088/1742-6596/2851/1/012019
/article/10.1088/1742-6596/2851/1/012019
/article/10.1088/1742-6596/2851/1/012019
/article/10.1088/1742-6596/2851/1/012019
/article/10.1088/1742-6596/2826/1/012019
/article/10.1088/1742-6596/2826/1/012019
/article/10.1088/1742-6596/2826/1/012019
https://pagead2.googlesyndication.com/pcs/click?xai=AKAOjstjn2Cmj8OW5r-bmm9RgihfJi7rMlvQKPpOiJ-5tD_78eNKfWmlW_Y3fIqjFZbBnf1yF-nOykhNTXknVHG6Vcy_8bvN-Mfl29hZVNAX2veobm2K39uPmXepPNM9vf4OwfoR-GQC_Y8G5Bofi8W0Y5I029vq9vb2sHLEq42pGKClJQ94KLZO3GGqRT8ESWEPIt3ngXXUZN6ApQQ0hYEfa_cT1IreEkruZfV4CDHM5ETUQ9wB5l8n91njHMl2ITsNW-Z1631d9j2uiBOuPwu-ENYiBEHrjq1L3vUa7d77qr5WOvFYRlQ9HuETq5SraXX2QLGG3KVnLk1hUJLtePfg5RxDDWtUEQamGlVW0gz_xeiq&sig=Cg0ArKJSzBg5xgdZTB_M&fbs_aeid=%5Bgw_fbsaeid%5D&adurl=https://www.electrochem.org/247/%3Futm_source%3DIOP%26utm_medium%3Dbanner%26utm_campaign%3DIOP_247_abstract_submission%26utm_id%3DIOP%2B247%2BAbstract%2BSubmission


Content from this work may be used under the terms of the Creative Commons Attribution 4.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

NEWRAD-2023
Journal of Physics: Conference Series 2864 (2024) 012019

IOP Publishing
doi:10.1088/1742-6596/2864/1/012019

1

 

 

 

 

 

 

Uncertainty of evaluation of spectral mismatch correction 

factor 

Y Rezazadeh1, A Sperling2, T Gerloff2, U Krüger3, A Ferrero4, J Campos4, 

O Pellegrino5, J Dubard6, and E Ikonen1,7 

 

 1Metrology Research Institute, Aalto University, Finland; 2Physikalisch-Technische 

Bundesanstalt, Germany; 3TechnoTeam Bildverarbeitung GmbH, Germany; 4Instituto 

de Óptica, Consejo Superior de Investigaciones Científicas, Spain; 5Instituto 

Português da Qualidade, Portugal; 6Laboratoire National de Métrologie et d’Essais, 

France; 7VTT MIKES, Finland 

 

Corresponding e-mail address: yasaman.rezazadeh@aalto.fi 

Abstract. Addressing the effect of partially correlated components of spectral irradiance data on 

spectral integrals poses a substantial challenge. This study employs Monte Carlo methods to 

conduct an uncertainty analysis of spectral integrals, with a focus on the uncertainty of the 

spectral mismatch correction factor. The investigation encompasses the primary types of 

uncertainty contributors of spectral irradiance, based on carefully calibrated FEL lamp 

measurements. A novel approach is introduced to estimate the impacts of partial correlations 

among spectral irradiance values at different wavelengths. The findings reveal that uncertainty 

components arising from partial correlations significantly outweigh those associated with full 

spectral correlation or complete lack of correlation at different wavelengths. This insight 

advances our understanding of uncertainty analysis of spectral integrals and underscores the 

importance of accounting for partial correlations in accurate measurements. 

1.  Introduction 

Various properties of the light sources and detectors, including colour temperature, chromaticity 

coordinates and spectral mismatch correction factor, are determined by evaluating ratios of integrated 

spectral irradiance values. In such quantities, factors described by a constant multiplier of spectral 

irradiance are cancelled and do not contribute to the total uncertainty. The constant multiplier describes 

the case of full correlation between spectral irradiance values, which can arise, for example, from 

uncertainty in the aperture area of the detector. On the contrary, non-existing or partial correlations 

between measured irradiance values at different wavelengths influence the uncertainty of quantities 

defined in terms of ratios of spectral integrals [1-4]. These correlations manifest themselves in three 

distinct types of uncertainty components: uncorrelated components (e.g., noise), partially correlated 

components with known spectral structure (e.g., lamp filament temperature), and partially correlated 

components with unknown spectral structure. The third type poses the greatest challenge for quantitative 

assessment due to the unknown and potentially non-linear nature of the spectral correlations [1]. 

https://creativecommons.org/licenses/by/4.0/
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Observations indicate that in spectral data, on average, harmonic deviation amplitudes from the 

reference value tend to be inversely proportional to the harmonic order [5]. This feature holds the 

potential for enhancing the reliability of uncertainty analysis of spectral integrals by improving the 

analysis method by Kärhä et al. [1]. We conduct here an uncertainty analysis of the spectral mismatch 

correction factor for a carefully characterized 1000-W FEL lamp [6]. We employ two different methods 

to estimate the uncertainty of this quantity, taking into account partial correlations in spectral irradiance 

through both the initial method of [1] and an improved method based on the inverse proportionality of 

harmonic deviation amplitudes on the harmonic order [5].  

2.  Mathematical description 

Spectral mismatch correction factor is used here as a model quantity of ratios of spectral integrals. The 

illuminance EV of a light source at a photometer is calculated by 

  

𝐸𝑉 =  
𝐾𝑚

𝐴𝑠0
𝐹 ∙ 𝐼,                                                       (1) 

 

where I is the photocurrent of the photometer, Km = 683.002 lm·W-1 is the maximum luminous efficacy, 

A is the area of the precision aperture of the photometer, s0 is the absolute spectral responsivity of the 

photometer at the air wavelength of λ0 = 555 nm, and  

 

𝐹 =  
∫ 𝐸𝑒 (𝜆)𝑉(𝜆)𝑑𝜆

∫ 𝐸𝑒(𝜆)𝑠𝑟𝑒𝑙(𝜆)𝑑𝜆
                                                  (2) 

is the correction factor needed for spectral mismatch of V(λ) and srel(λ), where V(λ) is the spectral 

luminous efficiency function of photopic vision and srel(λ) is the relative spectral responsivity of the 

photometer, normalized to 1 at λ0 = 555 nm. In Eq. (2), Ee(λ) is the spectral irradiance of the light source 

and λ is the wavelength within the limits of integration λ1 = 360 nm and λ2 = 830 nm. 

    Following Kärhä et al. [1] in analysing the effect of correlations by Monte Carlo simulations, the 

nominal spectral irradiance E(λ) is modified according to 

 

𝐸𝑒(𝜆) = [1 + 𝛿(𝜆)𝑢𝑐(𝜆)]𝐸(𝜆)                               (3) 

where uc(λ) is the relative combined standard uncertainty of spectral irradiance, consisting of various 

uncertainty components of a given type. For analysing the effects of fully uncorrelated uncertainty, the 

deviation function δ(λ) is selected from a zero-mean Gaussian probability distribution with unity 

variance, independently at each wavelength. 

      For analysing the effects of uncertainty components with unknown partial correlation, the deviation 

function is calculated according to [1] 

 

𝛿(𝜆) =  ∑ 𝛾𝑖𝑓𝑖(𝜆),𝑁
𝑖=0                                                (4) 

where N + 1 is the number of basis functions used and γi are the coordinates of a random point on the 

surface of an (N+1)-dimensional unit sphere. The basis functions fi(λ) used by Kärhä et al. are given by 

[1,2]  

 

𝑓𝑖(𝜆) =  √2 sin( 2𝜋𝑖 
𝜆−𝜆2

𝜆2−𝜆1
+ 𝜙𝑖)                             (5) 
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= √2 sin (𝜋𝑖
2𝜆 − 𝜆1 − 𝜆2

𝜆2 − 𝜆1
)  cos 𝜙𝑖 + √2 cos  (𝜋𝑖

2𝜆 − 𝜆1 − 𝜆2

𝜆2 − 𝜆1
)  

        
sin 𝜙𝑖   

        
 

where the phases ϕi are random variables uniformly distributed within the interval [-π, π] when i ≥ 1. 

The zeroth order basis function f0() = 1 is used to account for full correlation and it is considered as a 

special case as compared to other basis functions. The basis functions of Eq. (5) are orthogonal and 

normalised to unity variance over the wavelength interval from λ1 to λ2. This implies that in the limit of 

large N the relative error function δ()uc() in the Monte Carlo simulation using Eqs. (4) and (5) can 

represent all spectral shapes compatible with the combined standard uncertainty of spectral irradiance. 

     In this work, we take advantage of the results of a recent spectral analysis of deviations from the key 

comparison reference value in seven comparisons of radiometric quantities [5]. The results reveal an 

approximate outcome that, on the average, each harmonic deviation amplitude, i.e., parameters γi in 

Eq. (4) with i ≥ 1, is inversely proportional to the order i of the harmonic in all studied key comparisons. 

We thus improve Eq. (4) to the form [5] 

 

𝛿(𝜆) = sin 𝜃 +
cos 𝜃

√∑
1

𝑖2
𝑁
𝑖=1

∑
𝑓𝑖(𝜆)

𝑖
𝑁
𝑖=1  ,                           (6) 

 

where the square-root denominator comes from the normalization requirement that the deviation 

function δ(λ) has unity variance when integrated from λ1 to λ2. Phase θ is a random variable, uniformly 

distributed within the interval [-π, π]. Furthermore, instead of the sinusoidal basis functions of Eq. (5), 

Legendre polynomials Pi are used in Eq. (6), 

 

𝑓𝑖(𝜆) = 𝑔2𝑖−1(𝜆) cos 𝜙𝑖 + 𝑔2𝑖(𝜆) sin 𝜙𝑖                (7) 

where  

𝑔𝑖(𝜆) = 𝑃𝑖(
2𝜆−𝜆1−𝜆2

𝜆2−𝜆1
) 𝜎𝑖⁄                                           (8) 

and σi is the standard deviation of Pi when integrated from λ1 to λ2. Legendre polynomials are defined 

within the interval [-1, 1]. The argument of the polynomial is thus scaled in the same way as the argument 

in the latter form of Eq. (5). Factors cos ϕi and sin ϕi correspond to random weights of the odd and even 

contributions, respectively, of the sinusoidal and polynomial basis functions of Eqs. (5) and (7). 

Legendre polynomials are used to construct the basis functions because they are orthogonal with a 

weighting function equal to 1 when integrated from λ1 to λ2 [5]. 

3.  Experimental 

The uncertainty budget of the spectral irradiance of the studied FEL lamp at 500 nm wavelength is 

shown in Table 1 [6]. Uncertainty components due to constant multiplicative factors are not included, 

because factors independent of λ are cancelled out in Eq. (2) and do not produce any residual uncertainty. 

Each of the uncertainty components in Table 1 have specific spectral correlation features. Row (i) 

describes noise in the calibration which is uncorrelated at different measurement wavelengths. 

Uncertainty of the lamp filament temperature is 0.7 K on row (ii) of Table 1. Variation of the nominal 

temperature of 3100 K of the lamp filament within the Gaussian probability distribution of (0.7 K)2 

variance causes changes of the irradiance spectrum which can be calculated by the Planck radiation law. 

The third component (iii), related to drift and repeatability of the lamp irradiance, is assumed to have 
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unknown partial correlations between the spectral irradiance values measured at different wavelengths. 

This component is the main interest of the present work. 

 
Table 1. Main uncertainty components (k=1) of the spectral irradiance of a 1000-W FEL lamp [6], for the uncertainty 

analysis of F in Eq. (2).  

 
Component Relative uncertainty of the spectral 

irradiance at 500 nm (as an 

example) 

(i) Noise in the calibration 0.05 % 

(ii) Temperature deviation of the lamp 0.2 % 

(iii) Uncorrected drift and repeatability of the 

lamp 

0.2 % 

 

 
Figure 1. Relative spectral responsivity srel(λ) of the studied photometer and V(λ) curve in the wavelength range between 

360 nm and 830 nm. The photometer quality index f1’ is 7.3 %. 

    Figure 1 shows the relative spectral responsivity of the studied photometer. It corresponds to a real 

photometer selected from the PhotoLED database [7] in such a way that there is a large deviation relative 

to the V(λ) function in the blue spectral region. According to estimates in [6], it is assumed that the 

relative uncertainty in srel(λ) is negligible as compared with the relative uncertainty of spectral irradiance. 

4.  Simulation Results 

As determined from Eq. (2), the value of the spectral mismatch correction factor F is 0.95414 for the 

photometer of Fig. 1 and a Planckian radiator of temperature 3100 K. Monte Carlo simulations were 

then carried out corresponding to the uncertainty components of Table 1. The noise in calibration is 

entirely uncorrelated across different measurement wavelengths of spectral irradiance. To evaluate the 

effect of this uncertainty component, independent random numbers δ(λ) from a Gaussian distribution at 

each wavelength were generated for the modified spectral irradiance of Eq. (3). The standard deviation 

of F was found to be 0.2 × 10-5 due to noise in the calibration. 

     The variation in temperature, specifically at 3100 K, of the FEL lamp filament follows a Gaussian 

distribution with (0.7 K)2 variance. This temperature uncertainty leads to alterations in the irradiance 
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spectrum, which are computed using the Planck radiation law. The standard deviation of F was found to 

be 0.07 × 10-5 due to uncertainty in the lamp filament temperature. 

     For analysis of the effects of partial correlations, the drift and repeatability component of Table 1 was 

used for 𝑢c(𝜆) in Eq. (3). Figure 2 shows the resulting standard deviation of F calculated by Eqs. (3), 

(4) and (6) as a function of N. At each value of N, 10000 Monte Carlo cycles were repeated. The standard 

deviation obtained using Eqs. (3) and (6) does not depend on N with large values of N. This convenient 

feature allows to assign a standard deviation of 2.3 × 10-5 of F due to the drift and repeatability 

uncertainty component.   

    In the case of Eqs. (3) and (4), the standard deviation of F depends on N and no unambiguous standard 

deviation value can be selected on the basis of Fig. 2 alone. Thus Kärhä et al. [1] made an additional 

assumption that fully correlated, fully uncorrelated and severely partially correlated uncertainty 

contributions have equal weights. Severe partial correlation refers here to the maximum of the 

cumulative standard deviation curve of F in Fig. 2, calculated by Eq. (4). The green line in Fig. 2 

indicates the standard deviation of 2.0 × 10-5 of F obtained using the assumption of equal weights of 

different correlation types. The value is close to the result calculated according to more reliable Eqs. (3) 

and (6). 

 

 
Figure 2. Standard deviation of F due to unknown partial correlations. N+1 is the number of basis functions used. The green 

line indicates the standard uncertainty when fully correlated, fully uncorrelated, and partially correlated uncertainty 

components are given equal weight. 

Table 2. Main uncertainty components of the spectral irradiance of a 1000-W FEL lamp [6] and their contribution to the 

standard uncertainty of spectral mismatch correction factor F. 

 
 

Component Contribution to uncertainty of F 

(i) Noise in the calibration 0.2 × 10-5 

(ii) Temperature deviation of the lamp 0.07 × 10-5 

(iii) Uncorrected drift and repeatability of the 

lamp  

2.3 × 10-5 
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     The uncertainty due to each type of uncertainty components is summarized in Table 2. It is seen that 

the uncertainty component due to unknown partial correlations is by far the largest. The final standard 

uncertainty of 2.3 × 10-5 of F is obtained as the quadratic sum of the components (i) to (iii) of Table 2.  

5.  Conclusions 

In conclusion, uncertainty components of real experimental data were considered in the case of ratio of 

spectral integrals. The uncertainty components were categorized into three types, namely (i) fully 

uncorrelated components, (ii) partially correlated components with known spectral structure, and (iii) 

partially correlated components with unknown spectral structure. To reach reliable results, a new method 

was introduced for analysis of unknown partial correlations. If the partial correlations (iii) are not 

properly considered, the uncertainty of quantities defined in terms of ratio of spectral integrals will 

become severely underestimated.  

       The agreement found between the initial uncertainty evaluation method of [1] and the new method 

based on Eq. (6) is good in this case. However, that cannot be taken as a general rule and thus use of Eq. 

(6) for Monte Carlo simulations produces more reliable uncertainties than the initial method of [1]. 
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