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Low earth orbit (LEO) satellites provide the potential to overcome
the current limitations in global navigation satellite systems (GNSSs)
due to the increased satellite velocity and signal reception power. As the
whole LEO segment grows, preliminary studies and simulations have
been conducted in the most recent years to identify how to develop
a LEO positioning, navigation, and timing (PNT) system and add
value to the GNSS. To promote the development of LEO-PNT, this
work presents the simulation of several key components of a dedicated
LEO-PNT system. Our investigation analyzes features of the satellite
constellation, orbits, onboard instruments, signal propagation effects,
and user measurements and maps the accuracy of the service on the
ground. The analysis considers the signal propagation from both LEO
and medium earth orbit satellites and provides the expected accuracy
of a ground user when certain system parameters and instruments
are defined in the space mission design. All parameters and statistical
distributions, which can serve to future LEO-PNT simulations and
developments, are presented. For validation and demonstration, a
comparison is presented to analyze the expected positioning errors
for LEO satellites and how they differ from the classic GNSS. Our
investigation enables a valuable quantitative analysis of the dedicated
LEO-PNT systems and provides analysis for LEO-PNT system design
optimization.

I. INTRODUCTION

High-altitude orbits above 10 000 km from ground have
been normally used in satellite communications and satellite
navigation, as the high orbit can provide large service cov-
erage area and fixed services. The drawback of a high-orbit
satellite is the weak signal level and significant delay in
communication. Satellites placed in low earth orbit (LEO),
i.e., at around 400—1200 km above the sea level, in contrast,
provide much better signal properties, but the very high
number of satellites needed for global coverage has kept
this option unrealistic. In recent years, the development in
satellite miniaturization, mass production, and launch tech-
nology has decreased the prices drastically and LEO-based
satellite services have started to grow rapidly.

LEO satellites provide better services than traditional
satellites at higher orbits in several application areas of
wireless communications. There is now a worldwide grow-
ing interest toward a similar paradigm shift also in navi-
gation, with the goal of providing positioning, navigation,
and timing (PNT) through LEO satellites [1], [2], [3], [4].
This concept to perform navigation, nowadays referred
to as LEO-PNT, can provide benefits in comparison to
classic global navigation satellite systems (GNSSs) placed
in medium earth orbit (MEO), since LEO satellites can
offer fast geometric change [5], [6] and increased signal
reception power [7]. The PNT solution can be derived from
satellite constellations designed for Internet-of-Things con-
nectivity, communication [8], earth observation, or those
fully dedicated to PNT. Among these options, the latter
provides the highest level of accuracy [9]. However, to date,
there have been no dedicated LEO-PNT systems completely
operational, so that mission designs are essential, especially
in the face of the continuously growing number of LEO
satellites [10].

A reasonable constellation design is one of the most
relevant issues still to be settled in dedicated LEO-PNT sys-
tems [11], as it defines the service geometry and amount of
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TABLE1

Expected Components for an End-to-End Simulation Tool of a LEO-PNT Navigation System, Contrasted With Our Simulator

Propagation

Component Relevant Features of an End-to-End Simulator Qur Simulator
Constellation Topology, Number of Planes, Number of Satellites
1. Satellite Constellation per Plane, Orbit Inclination, Orbit Altitude, Orbit Eccentricity, Orbit | All Included

2. On-Board Instruments

Navigation Payload, GNSS Payload, Communication Payload, Plat-
form Design, Power Supply, Attitude Control

Navigation Payload
GNSS Payload

3. Orbit Determination

Single Point Positioning (SPP), Kinematic POD, Dynamic POD,
Reduced-Dynamic POD

SPP, Kinematic POD

4. Signal Design

Modulation, Multiple-Access, Channel Coding, Beamforming, Fre-
quency

Frequency

5. Signal Propagation Effects

Instrumental Delay, lonospheric Delay, Ionospheric Scintillation,
Tropospheric Delay, Tropospheric Scintillation, Multipath, Signal
Attenuation, Signal Obstruction

Instrumental Delay
lonospheric Delay
Tropospheric Delay

6. Ground-Segment Architecture

Communication Links, Optimization Strategy of Antenna Locations

None

7. User Measurements

Carrier Phase, Pseudorange, Doppler-shift, Signal-to-Noise Ratio
(SNR), In-Phase and Quadrature Data

Carrier Phase, Pseudor-
ange, Doppler-shift

8. User Positioning

Doppler-Based Positioning, SPP, PPP, Differential Positioning, Hy-
brid Positioning with, i.e., Inertial Measurement Unit (IMU)

Doppler-based position-
ing, SPP, PPP

9. User Application

Antenna Design, Receiver Design, Accuracy, Integrity, Availability,

Accuracy, Coverage

Continuity, Coverage

needed satellites. The satellite constellation orbital config-
uration is usually defined by running a set of complex algo-
rithms to simulate the space-segment orbital geometry [12].
Several features, such as orbit inclination, orbit altitude,
platform speed, and possible onboard instruments, should
be analyzed to optimize the service coverage, cost, and end-
user accuracy. A complete LEO-PNT system simulation
also requires accounting for the signal propagation effects,
ground segment design, and user segment properties. In this
regard, most of the current simulations have focused on frag-
mented topics of the full-chain LEO-PNT solution [9]. They
have focused on how to define new orbit models embedded
to the broadcast messages [13], [14], [15], orbit determina-
tion [16], [17], [ 18], signal structure designs [19], [20], [21],
atmospheric models [22], [23], [24], constellation optimiza-
tion strategies to improve the GNSS convergence time [6],
[25], satellite clocks [26], [27], user performance estima-
tion [28], [29], [30], [31], [32], [33], [34], and integration
with distinct sensors [33]. To expand the simulations, there
is still a gap in the process of implementing an end-to-end
LEO-PNT system, binding all segments in a unified model.
To the best of the authors’ knowledge, there is currently
no single commercial or scientific simulator available that
offers a complete LEO-PNT solution, incorporating all
the essential components, such as space, ground, and user
segments.

This article presents results of a comprehensive sim-
ulation of various components of a dedicated LEO-PNT
system. The simulation offers insights into the performance
and accuracy of the LEO-PNT system for precise point
positioning (PPP) in the postprocessing mode. The simu-
lations cover essential observations used in satellite-based
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PNT, such as pseudorange, carrier phase, and Doppler-
shift measurements, and evaluate the model’s ability to
reproduce them accurately. By defining the techniques and
parameter intervals based on experimental data analysis,
this work not only contributes to the development of LEO-
PNT systems but also serves as a valuable resource for
future simulations. Table I outlines the expected compo-
nents of an end-to-end simulator, contrasting them with
the functionalities currently enabled in our existing sim-
ulator. It is essential to acknowledge that a fully simulated
end-to-end environment has not been attained due to the
inclusion of approximations in the simulation setup. Never-
theless, our simulations bring us significantly closer to this
objective.

The article follows a similar structure to [9], providing
a comprehensive view of the three LEO segments (space,
ground, and user) as well as the considerations of the signal
propagation. In [9], the analysis is primarily based on a liter-
ature review, whereas our study relies on an in-house simu-
lation tool. As a result, we are able to validate and reinforce
certain aspects discussed in previous works. In addition,
while Prol et al. [9] speculate about possible requirements of
LEO-PNT systems, our article provides concrete numerical
values to support our analysis, while also uncovering novel
findings.

We present new findings on the impact of upcoming
LEO-PNT systems on PPP. Drawing upon historical data
from the International GNSS Service (IGS), we explore
various scenarios, ranging from user to space segment
perspectives, to discern how PPP would be influenced.
Specifically, this article delves into the following key
points.
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Fig. 1.

1) Our findings corroborate certain aspects observed
in prior research, such as the satellite constellation
design required in dedicated LEO-PNT systems, ex-
pected precise orbit determination (POD) accuracy,
and foreseen benefits that LEO satellites can bring
to PPP.

2) We investigate the impact of numerous factors on
LEO-PNT measurements, encompassing orbital er-
rors, earth’s rotation effects, satellite rotation im-
pacts, relativistic effects, and atmospheric delays.

3) We examine the expected accuracy of single-
frequency pseudorange measurements when em-
ploying a high-accuracy 3-D ionospheric model.

4) We explore the precision of LEO interpolation, uti-
lizing a technique commonly employed in PPP to
estimate GNSS satellite orbits.

The main assumption of our investigation is that the
LEO satellites are designed with specifications similar to
those of global positioning system (GPS) satellites operat-
ing at lower orbits, including the signal frequency, beam-
forming techniques, system accuracy, and other relevant
aspects, which are elaborated in the following sections.
This assumption holds practical relevance in the upcoming
years, given the ongoing developments of satellite mis-
sions using “GPS-like” signals in LEOs, as exemplified
by CentiSpace [36], [37] and underdevelopment projects,
such as the Xona’s Pulsar system [38], the LEO-PNT sys-
tem by the European Space Agency [39], and our project
focused on indoor navigation using CubeSat technology
(INCUBATE) [40]. Another pertinent point of the study
is that POD is conducted within the ground segment in the
postprocessing mode. It is presumed that data distribution
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LEO-59: model with nine modules to represent the LEO-PNT space segment, signal propagation, ground segment, and user segment.

occurs through an Internet connection, thereby excluding
real-time users and those without internet connectivity.

II. LEO-59 MODEL OVERVIEW

LEO-S9 (LEO simulator with nine modules) is the name
given to our simulator, as it is based on nine modules.
The diagram in Fig. 1 illustrates the sequential process
of the LEO-S9 simulator. This diagram is not intended to
represent a real LEO-PNT system. Its primary purpose is
to demonstrate the sequential order of the modules from
1 to 9. The four main parts of a satellite-based navigation
system are reproduced in the model: the space segment, the
signal propagation effects, the ground segment, and the user
segment.

The space segment simulates the LEO dynamics and
the satellite payloads. Main model parameters consider the
metrics that affects the system accuracy, such as orbits,
clocks (8t), instrumental biases, such as the differential
code bias (DCB), and antenna design, including frequen-
cies, phase center offset (PCO), and phase center variation
(PCV).

The signal propagation module provides the geometric
distances (p), ionospheric (/) and tropospheric (T') de-
lays, signal propagation time (Af), phase windup (A®),
and relativistic effects (Apg). Several options exist for
signal modulation, channel coding, and multiple access.
Due to the high number of possibilities, they are not in-
cluded in the current model. We just assume signal char-
acteristics similar to GPS signals, where the measurement
noise can be adjusted according to the mission design
interests.

The ground segment module carries out the POD in
the postprocessing mode and produce outputs similar to
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the receiver independent exchange (RINEX) file format,
containing measurements taken by GNSS receivers onboard
the simulated LEO satellites. Then, an ephemeris model
is generated for the users, which can be broadcast by In-
ternet protocol as we deal with postprocessing mode. It
should be noted that LEO satellites can be equipped with
GNSS receivers to perform orbit determination directly
within the space segment. This capability reduces potential
issues associated with data transmission failures and the
limited availability of ground stations within the satellite’s
footprint. By conducting orbit determination in the space
segment, the overall system autonomy can be enhanced.
However, it is important to acknowledge that real-time
POD is currently not feasible for several reasons. These
reasons include constraints such as limited onboard CPU
and power resources, the sensitivity of sensors to noise, and
the requirement for accurate orbits and clocks in space. Nev-
ertheless, advancements in technology may address these
challenges in the future, particularly with the advent of new
generations of GNSS corrections provided by initiatives
such as the Australian SouthPAN, Japanese MADOCA,
and European Galileo HAS [41], [42]. In this manner, we
currently assign the responsibility of POD to the ground
segment, where it is traditionally performed. Nevertheless,
we recognize the importance of exploring the possibility
of conducting POD directly within the space segment in
real-time applications.

In the user segment module, the GNSS measure-
ments are simulated as received in ground receivers, in-
cluding pseudoranges (P), carrier phases (L), Doppler
shifts (D), and instrumental noises. These measurements
are then used to perform Doppler-based positioning or
PPP.

In total, nine modules define the end-to-end LEO-S9
process, allowing to apply positioning techniques with sig-
nals of opportunity (SoO) [30], [43], [44], with dedicated
signals using independent navigation systems [43], or with
LEO satellites augmented by the GNSS [11], [46]. The next
sections show the details of each of the model segments:
space segment (see Section III), signal propagation (see
Section 1V), ground segment (see Section V), and a user
segment (see Section VI).

Ill.  SPACE SEGMENT

The main elements of interest in the space segment mod-
ule are: 1) the constellation design and 2) the instruments
carried by each satellite, such as antenna, clocks, and GNSS
receivers. Section III-A presents the simulation of LEOs.
The remaining sections present the relevant instruments
and parameters related to the components that affect the
overall accuracy of the system, i.e., the GNSS payload and
the navigation payload. The supporting parts of the satellite,
which provide the structure, power, commands for satellite
operation, telemetry, appropriate thermal environment, ra-
diation shielding, and attitude control are out of the scope
of the simulations.
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TABLEII
Keplerian Orbital Parameters
Eccentricity
Inclination
Semi-major axis
Argument of periapsis
Right ascension of ascending node
Mean anomaly

DE = o

A. Constellation Design

An intuitive way to initialize the LEO is using the
Keplerian orbital parameters. The six orbital elements, de-
scribed in Table I1, specify the orbit eccentricity, inclination,
altitude, and the starting point of the orbit at a particular
time. Details on how to use them in orbit determination are
shown in [14] and [47]. The Keplerian orbital parameters
allow us to initialize the satellite orbits. A realistic scenario,
therefore, must also include an orbit propagator to govern
the satellite motion over time. To this end, the constellation
is simulated using the Cowell numerical integration [48],
including the earth’s gravity, J2 perturbation due to the
earth’s shape, third body effects, solar radiation, and atmo-
spheric drags. The impact of these perturbation effects in
LEO satellite orbits is discussed in [ 15], [49], [50], [51], and
[52]. All of these effects are incorporated in our simulations
based on the poliastro tool [53], an open-source Python
library.

The simulation of a LEO-PNT system should be capa-
ble of, at a minimum, reproducing the LEO constellations
with a Walker delta topology, which allows near-circular
satellite orbits that keep a symmetric coverage by the user
in the ground [54], [55], [56]. To this end, the developed
simulation allows us to deploy evenly distributed planes
over a full 360° reference plan. The input values are the
number of planes, number of satellites per plane, orbit incli-
nation, altitude, and eccentricity. The argument of periapsis
is fixed in all the experiments. The right ascension and mean
anomaly, on the other hand, are defined to evenly distribute
the satellites within the constellation and keep the Walker
delta topology.

To define reasonable values of the orbit inclination,
altitude, and eccentricity, our investigation is carried out
using the geometric dilution of precision (GDOP) com-
puted for range-based positioning as a basis. Fig. 2 shows
four types of satellite coverage (left panels) and expected
precision (right panels) when varying the orbit inclina-
tions. We have simulated 441 satellites distributed in three
constellations with the following inclination angles: 85°,
covering mainly the polar region; 55°, covering mostly the
mid-latitudes; and 25°, covering the low-latitudes. When
a unique orbit inclination is used, the constellation covers
mainly a specific region. One can notice that the highest
inclination can provide up to 54 satellites in view, while
lower inclinations provide 22-24 satellites in view. In polar
orbits, the number of satellites in view is concentrated in
the small part of the polar regions, while lower inclinations
generate more balanced distribution worldwide. In addition,
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Fig. 2. Relation between the orbit inclination, number of satellites in
view, and GDOP for range-based positioning. LEO-S9 simulations are
performed to obtain constellations with three orbit inclinations: 85°, 55°,
and 25°. Bottom panels are derived from merging the three orbit
inclination planes. All the cases are developed using a fixed number of
441 satellites.
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Fig. 3. Relation between the orbit altitude and the minimum number of
satellites to have a maximum GDOP value lower than 4. The LEO
constellation was simulated with three orbital planes of inclination angles
equal to 85°, 55°, and 25°.

an evenly distributed constellation is obtained when the
three inclination planes are merged (bottom panels). By
merging these three inclination planes, we can obtain a
minimum of eight satellites in view globally. In addition,
it allows a GDOP [57] value of below 2 in global scale,
which is excellent for positioning. These results strongly
indicate that merging three orbit inclination planes can
optimize the entire LEO constellation for PNT applications,
as also discussed in [6], which has motivated us to define
this configuration as default in the LEO-S9 model.

The orbit altitude is another relevant parameter for the
system coverage and GDOP. To define an optimized value
for our simulations, Fig. 3 shows a relation of the orbit
altitude and the required number of satellites to keep the
GDOP values below 4 in global scale. From this example,
around 450 satellites are required for a constellation with
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Fig. 4. Eccentricity values from the entire lifetime of satellite CO01 of
the COSMIC-1 mission (top panel) and from 29 satellites used in the
COSMIC-2 and SPIRE missions.

800-km altitude. As the satellite constellation is placed
in higher orbits, the system coverage increases, and the
required number of satellites decreases. At 1000 km, for
instance, the required number of satellites is ~25% lower to
provide an excellent geometry for positioning. The tradeoff,
however, is that signal path losses increase with the increase
in altitude. For the simulations, we have used an orbit
altitude of 800 km with 441 satellites, which allowed to
keep the GDOP<4.

Once defined the orbital inclination and altitude, a miss-
ing information to develop the simulations is the eccentric-
ity. In this regard, a dedicated study is presented in Fig. 4
to define reasonable eccentricity values for LEO satellites.
The eccentricity values in the top panel are derived from
the entire lifetime of the satellite COO1 of the FORMOSAT-
3/COSMIC mission (COSMIC-1 in short), which is flying
at 800 km with an inclination of 72°. The bottom panel
shows eccentricity values computed for 29 LEO satellites
on May 10, 2022, derived from the constellations of the
FORMOSAT-7/COSMIC-2 [58] and Spire Global Inc. [59]
missions. From this analysis, we could observe a reason-
able interval of the eccentricity values between 0.001 and
0.006. It is worthy to mention that we have not found high
correlations between the eccentricities and the inclination
angles. We have also not observed correlations between
eccentricities and orbit altitudes, where the satellite altitudes
are ranging from 470 up to 850 km and the inclinations
are varying from 24° to 82°. The future simulations are,
then, performed with an intermediate value of 0.003 for all
inclination planes and altitudes.

B. Onboard Clocks

Onboard clocks are used in the GNSS payload and
navigation payload. The GNSS payload is equipped with
instruments designed for orbit determination, while the
navigation payload assumes the responsibility of generating
and transmitting signals specifically dedicated to PNT. To
represent the clocks in both payloads, we have adopted a
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TABLE III
Adopted Values for the Clock Simulations

Clock Term Values

Offset —1.00 < ag < 1.00 ms
Drift —0.05 < a1 < 0.05 ns/s
Drift rate az = 0.00 ns/s?

Crystal clock stability o, = 10711 (1s)
Atomic clock stability o, =10"12 (1s)
The minimum and maximum clock offsets, drifts, and drift rates
were derived by the GPS broadcast messages from 1995 to 2020.

101 i ™
] Ty white noise
] ~ ~ - — simul;tion
] . | = satellite
— rocejver
10—12 E
I TS
k=l 1
=3
-13 |
8 1077
=] 3
o
=
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10 100 1,000 10,000 100,000
Time Interval [s]
Fig. 5. Allan deviation distributions of atomic and crystal clocks of

GPS satellites and receivers. Gray lines refer to simulations using
random-walk (dashed) and Gaussian (solid) noise distributions. GPS
clocks were obtained by the IGS products.

similar model used in broadcast GPS clocks [60], but with
an additional stability term that can vary depending on the
simulation requirements, as follows:

810 = ay +ai(t —to) + ar(t — 1)’ + Y(or) (1)

where ay is the clock offset, a; is the clock drift, a; is the
clock drift rate, and ¥ (o) is a random noise process that
depends on the clock stability o7.

The values adopted for the clock simulations are based
on the intervals shown in Table I1I. The clock offset, drift,
and drift rate were derived from a large dataset of clock
values of the GPS broadcast messages from 1995 to 2020.
The shown intervals in Table III refer to the minimum
and maximum values obtained from the large GPS dataset.
It should be noted that the observed value of zero in all
drift rate values of the broadcast products led to the as-
sumption that the drift rate is zero. The stability terms
were derived by experimental data and Allan variance [61]
analysis. Fig. 5 shows Allan variance values obtained by:
1) oven-controlled crystal oscillators (OCXO), which are
clocks used in a typical geodetic-grade GPS receiver; 2)
atomic clocks used in GPS receivers; and 3) atomic clocks
used in the GPS satellites. The simulated clocks with an
Allan deviation of 10~!" at T =1 s was found close to
experimental OCXO clocks. This is depicted by the top
gray dashed line, which closely aligns with the black solid
line representing the OCXO clock. Atomic clocks, on the
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other hand, were better represented by Allan deviations
of 10712 at T =1 s, represented by the close alignment
between the bottom gray dashed line and the black and blue
solid lines. These distributions agree with clocks obtained
by GNSS-induced errors [61], which reproduces clocks in
IGS products.

In Fig. 5, we can observe that the Allan deviation of
the experimental clocks is higher at lower t values, which
occurs due to the high impact of noise in the short-term
variations. The Allan deviation is lower for the long-term
variations, since the noise averages out. To represent such
experimental distribution, the simulation model incorpo-
rates a random-walk frequency noise to represent ¥ (o),
neglecting possible sudden changes (i.e., “jumps”) in the
clock. An example of the simulated Allan deviations us-
ing two stability terms with random-walk distributions is
incorporated into Fig. 5 (dashed gray lines). As presented,
the simulated Allan deviations show that the random-walk
noise distribution is compatible with the expected nonsta-
tionary noise processes from GPS clocks. We also include
a distribution considering the clock noise as a white Gaus-
sian process to exemplify how far the simulation can be
from a realistic scenario in case the noise is not properly
considered.

In LEO-PNT systems, the accuracy of clock simulations
is influenced by additional sources of error, including the
residual errors of POD models, the complex space environ-
ment, temperature variations, and the internal heat transfer
between different components [62]. Employing postpro-
cessing POD solutions and a temperature control system
can effectively mitigate these errors. However, in addition
to the model provided in (1), it is crucial to incorporate the
accuracy of the POD model into the simulation. In the real
setup of the Luojia-1A satellite, a frequency accuracy at
the level of tens of nanoseconds was achieved [1] when the
clocks were synchronized using GPS/Beidou signals. Our
simulation setup replicates a similar environment, allowing
us to observe clock instabilities that introduce a carrier phase
measurement noise of approximately 1.8 cm. More details
on the achieved accuracy are shown in Sections V and VL.

In addition to the natural presence of noises and instabil-
ities, clocks on the receiver and the transmitter experience
different relativistic frequency shifts, i.e., the frequency
ticks by the transmitter differ from those of a clock in the
receiver due to relativistic effects. To consider the relativis-
tic effects, the following equation is incorporated in the
simulations [63]:

A = —2(r - v)/? (2)

where r and v are the position and velocity vectors of the
transmitter, respectively.

C. (GNSS Payload

The GNSS payload incorporates all the instruments
required for POD based on GNSS. To this end, we adopt
GNSS receivers as the main instruments to drive the satellite
POD. Together with the GNSS receiver, the GNSS payload
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also includes a GNSS antenna and an attitude determination
and control system (ADCS). Based on these instruments,
the main parameters to perform the simulations are con-
sidered as the receiver clock, antenna parameters (PCO
and PCV), instrumental biases, and measurement noises.
In our simulation, we assume that the ADCS is effective in
maintaining the antennas pointing toward the earth and the
solar cells oriented toward the Sun. We, therefore, assume
that there is adequate control over external disturbances, in-
cluding gravity-gradient torque, aerodynamic torque, solar
radiation torque, and earth magnetic torque. This enables
the satellite to maintain a fixed orientation relative to its
orbit and ensures a stable attitude. Nevertheless, we do
not replicate the periodic satellite maneuvers performed by
satellite operators.

The PCO and PCV are obtained from the antenna
exchange format (ANTEX) file from IGS. We consider
a typical TRM59800 antenna to extract such parameters.
For the clocks, the simulation is based on the equations
presented in Section II1-B, considering two options: OCXO
and atomic clocks. To simulate the instrumental noises (¢),
we have adopted the same precision as geodetic-grade GPS
receivers. In this sense, GPS pseudoranges are considered
100 times noisier than the carrier phase measurements and a
white Gaussian distribution is used [64], [65]. Like common
positioning tools, such as RTKlib [66], the standard devi-
ation of 3 mm is adopted as the default option for the raw
phase measurements, leading to 30-cm standard deviation
in the code measurements.

In case of the instrumental bias, we cannot access ex-
perimental values in its absolute form. On the contrary, the
instrumental biases have only been observed in relative
terms. Several previous studies have considered distinct
frequencies, stations, satellite missions, and chipping rates
to analyze the DCB. All of them have observed DCB
values in the level of nanoseconds (see, e.g., [67], [68],
and [69]), so our simulations also assume the magnitude
of the absolute bias as nanoseconds. The developed model
primarily focuses on simulating the interfrequency biases,
specifically assuming satellites from the same mission and
utilizing a single modulation type. For this reason, the model
does not account for intersystem bias [70]. The instrumental
bias is randomly created with a certain nanosecond interval
for each satellite, frequency, and receiver. To quantify a
reasonable interval, Fig. 6 presents a long time series of
the DCB values produced by the center for orbit deter-
mination in Europe (CODE) from several satellites and
receiver stations. From such analysis, we have defined a
reasonable interval of —30 to 60 ns for the instrumental
biases. In addition, as IGS, we are imposing the sum of the
interfrequency DCB values equals to zero [71], [72].

D. Navigation Payload

The navigation payload consists on the mission data
unit, which typically transmit RF signals and frequency
standards to the users. The three main parts of the navigation
payload consists of the processor/baseband, RF equipment,
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Fig. 6. Long time series of DCB (P1-P2) values derived from the
CODE products.

and frequency standards. Our simulator does not deal with
the processor/baseband, so the generation of pseudorandom
codes and their modulation with digital data are not repro-
duced. Nevertheless, DCBs generated by the transmitting
instruments are simulated with the same strategy presented
in Section III-C.

Regarding the RF equipment, the developed model
mainly reproduces the transmitting antenna onboard the
LEO satellites. The transmitting antenna type may vary
depending on the chosen frequency. Larger antenna types,
such as wire, patch, and slot antennas, are required for
low carrier frequencies (very high frequency, ultrahigh
frequency, L-band, and S-band). At higher frequency (Ku-
band, and K/K a-band), reflectors and reflect-array antennas
are more used. Due to the large number of antenna options,
the LEO-S9 model does not currently deal with all the op-
tions of antenna patterns and gains. The main parameter to
be adjusted in the simulations is the frequency, influencing
the atmospheric delay of the reproduced observations. We
assume that our simulations mainly deal with S-bands or
lower. In case higher frequencies are used, the geostation-
ary earth orbit (GEO) forbidden region needs to be also
considered since certain frequency bands, such as Ku and
K/Ka bands, cannot be utilized in the restricted areas to
avoid interference with GEO satellites, thereby ensuring
efficient spectrum sharing and minimizing potential signal
degradation [73].

Our simulation is inspired by the CentiSpace mission,
currently in development within the frequency bands equiv-
alent to the GPS. While the L1 and L2 frequency bands are
typically reserved for the GPS, we have selected them as
the default options to establish a baseline for comparison
against the GPS. However, in practice, the potential reuse of
the L1 and L2 bands depends on ensuring that the LEO-PNT
signal does not cause interference with existing GNSS
systems. Given the frequency of interest, all consequent
computations are performed neglecting the antenna size
dimensions and type. The antenna calibration parameters
PCO and PCV vary from frequency to frequency and can
produce an error of a few meters if neglected. As default,
we are adopting the PCO and PCV values from the GPS
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satellite PRN-01 of BLOCK IIF. These values are obtained
from the ANTEX file from IGS.

The frequency standard, given by the onboard clocks,
is the heart of the navigation payload. The atomic clocks
used nowadays as references for PNT applications are made
by passive hydrogen maser and rubidium atomic frequency
standards, which are too large and consume too much power
for use in small LEO payloads. However, our simulations
are performed considering atomic clocks as precise as the
GPS atomic clocks. This assumption is grounded in the fact
that time synchronization in LEO satellites can be improved
by using onboard GNSS receivers [74]. Hence, the clock
model presented in Section II1-B can be employed.

IV. SIGNAL PROPACGATION EFFECTS

Various effects can produce signal refraction, reflection,
loss, diffraction, and polarization shifts. The current simu-
lation deals with effects that can be seen as delays in the
PNT observations, since they have a severe impact in the
overall accuracy of the LEO-PNT system. The module of
signal propagation aims to reproduce the delay effects over
the pseudorange, carrier phase, and Doppler-shift measure-
ments. The following equations present typical representa-
tions used in the GNSS of the pseudorange P (3) in meters,
carrier phase ¢ (4) in meters, and Doppler shifts D (5) in m/s:

P=cAt=p+c(8t"—ot°) +1+T +m+ep (3)
p=ptc(t"—o")—I+T+m+B+d+¢5 (4

D= (1"3—if)@+c(6f,—6fj)+f+?”+eo
)

where c is the speed of the light, p is a geometric distance
between the transmitter and the receiver, 8t" and 8¢° are
the receiver and satellite clock errors with respect to a
time system, respectively, I is the ionospheric delay, T
is the tropospheric delay, and m is the delay caused by
multipath. Terms €p, €4, and €p indicate the thermal and
instrumental noises of the pseudorange, carrier phase, and
Doppler shift, respectively, including receiver and satellite
instrumental delays and satellite orbit errors. The term
B stands for the bias term referred to the first tracking
instance and @3 is the term accounting for antenna phase
center offset and variations in the receiver and transmitter.
Terms r, and r; are the 3-D coordinate position vectors of
the receiver and satellite tied to the signal reception time,
respectively, Iy and I, are the velocity vector of the satellite
and receiver, 8¢, and 8f, are the clock bias drifts, I is the
ionospheric delay rate, and T is the tropospheric delay rate.

The following sections present the effects that need
to be modeled when simulating the pseudorange, carrier
phase and Doppler-shift observable with a reasonable level
of accuracy. Details are presented to demonstrate how to
consider the earth’s rotation, phase windup, relativistic path
range, ionosphere, and troposphere. Additional analyses are
presented to quantify the expected impact of such errors in
the upcoming LEO-PNT systems.
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Fig. 7. Impact of the earth’s rotation effect on the coordinates of GPS

and LEO satellites. The top panel shows a simulation of the earth’s
rotation impact over satellites placed in distinct altitudes. Bottom panels
show the magnitude of the earth’s rotation effect when using real GPS
satellites and simulated LEOs at 800 km. The results are referred to DOY
6, 2021. The geometric range error refers to the direct impact of the
earth’s rotation in the range (p) measurements. The satellite coordinates
refer to the error of the satellite 3-D coordinates in case the rotation is not
applied.

A. Earth’s Rotation

A precise simulation of the carrier phase, pseudorange,
and Doppler shift must include the earth’s rotation effect: a
relative error known as the Sagnac effect [75]. During the
signal propagation time At, the earth’s coordinate system
rotates, requiring a correction to tie all measurements to the
coordinate system of the reception time. The correction of
the earth’s rotation is obtained by rotating the coordinates of
the transmitting antenna by an angle « = wg At over the z-
axis. The equation to consider the earth’s rotation is given by

(6)

where wg is the angular velocity of the earth, R; 1s a
rotation matrix over the z-axis, and rs emission 15 the satellite
coordinate vector tied to the signal emission time.

To quantify the earth’s rotation effect, Fig. 7 (top panel)
shows a simulation of the earth’s rotation impact over
satellites placed in distinct altitudes. The geometric range
error refers to the direct impact of the earth’s rotation in
the range (o) measurements. The satellite coordinates refer
to the error of the satellite 3-D coordinates in case the
rotation is not applied. As we can see, both error types
increase with the altitude, being the satellite coordinates
more severely impacted and reaching up to 175 m in the
MEQO altitudes. At lower altitudes, both geometric ranges
and satellite coordinate errors severely reduces. Fig. 7 (bot-
tom panel) shows an example of the magnitude of the earth’s
rotation when using real GPS satellites and simulated LEOs
at 800 km. Whereas the GPS coordinates are affected up to
40 m (range) and 160 m (coordinates), LEO satellites at
800 km are impacted by around 6 m. Indeed, the impact
of the earth’s rotation in LEO satellites is reduced once the

ry = RZ(mE At )r.r,emission
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expected propagation time Af is lower in comparison to
MEQO satellites. It is shown that the impact of the earth rota-
tion reduces by approximately 75-97% for LEO satellites
related to the geometric range and 3-D satellite coordinate
errors, respectively.

B. Phase Windup

As the satellite moves along its orbit, the platform
continuously rotates to keep the solar panels pointed in the
direction of the sun for maximum exploitation of the solar
energy. The antenna rotation on the transmitting platform
causes a phase variation in the circularly polarized waves.
This phase variation, known as a phase windup, provide
range accumulation in the counting number of cycles used
to generate the carrier phase measurements. It can be written
as [76], [77], [78]

A® =2N7 + A¢ (7

where
. ( D-D .
A = sign(@)cos (”D,” : ||D||) ®
N = int[(A®i_; — Ady)/27] )
§=k-(D'xD) (10)

D=x—-k(k-x)+kxy
D'=x"—k(k-x)+kxy

(1D
(12)

where x, y, and x', y' are the dipole unit vectors of the
transmitting and receiver antennas, respectively, k is the
unit vector from the satellite to the receiver, and i is
the epoch time. The operators sign and int return the sign
and integer value of a real number, respectively.

The apparent range increases because the phase windup
depends on the transmitted frequency and the platform
rotation speed. Usually, the phase windup in classic GNSS
systems varies slowly with time; however, faster panel rota-
tions are expected in LEO satellites due to the higher orbital
speed. To demonstrate typical values of phase windup com-
puted by LEO and classic GNSS satellites, Fig. 8 shows a
simulated example only considering rotations in the satellite
platforms. The top panel shows the range accumulation
due to the phase windup considering an elevation cutoff
angle of 0°. The bottom panel shows the nonaccumulated
part of the phase windup (A¢) without any elevation mask.
As can be seen, the LEO satellites provide much shorter
arcs (top panel). Any misrepresentation of the phase windup
will, therefore, provide a lower impact on the ambiguity
estimation. On the other hand, the number of platform
rotations is much higher for LEO satellites (bottom panel).
While the GPS platform rotates twice per day, seen by two
Ad¢ peaks, the LEO satellites at 800 km perform 14 full
rotations, related to the orbital revolutions.

C. Relativistic Path Range

Due to the curvature produced by the gravitational field,
a general relativistic correction to the geometric range is es-
sential for subcentimeter representation of the pseudorange
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in the bottom panel. The GPS satellite is referred to PRN 1 in DOY 6,
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Fig. 9. Error interval due to the relativistic path range for GPS and LEO
satellites. GPS data were obtained by precise IGS files. LEO data were
obtained by the developed simulation model. The example is referred to
DOY 6, 2021.

and phase measurements. The relativistic effect on the path
range, also known as Shapiro signal propagation delay, is
described by the following expression [63]:

2, sl + Il +p
¢ el + el — o

where ||rg|| and ||r,|| are the norm of satellite and receiver
coordinates, respectively, p is the geometric distance, and
4 1s the gravitational parameter.

The magnitude of the relativistic effect on the GPS
path range with a ground receiver is well represented by
the example shown in Fig. 9. This figure also presents
the expected relativistic impact on LEO-based navigation
systems with satellites placed at 800 km. As can be seen, the
range delay A pr; using GPS satellites is around 13-19 mm.
In LEO heights, the magnitude much reduced, lying around
1-4 mm. Therefore, any misrepresentation of this effect will
reduce the modeling errors in future LEO-PNT missions.

Aprer = (13)

D. lonosphere

Several empirical models have been developed over
the last few decades to describe the total electron content
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Fig. 10. Top-left panel shows a global distribution of the ionospheric
delay in meters at the L1 GPS frequency obtained from ground to GNSS
orbit height. The bottom-left panel shows the corresponding ionospheric
delay contribution from the plasmasphere and topside ionosphere in %,

considering a LEO satellite at 800 km. The right panel shows average

values of the ionospheric contribution above LEO satellites placed at
several altitudes. The example corresponds to DOY 6, 2021, at 12 h UT
(Universal Time).

(TEC) and correct the ionospheric delay in the GNSS
observations. Most of the ionospheric models rely on 2-D
representations of the ionosphere, such as the Klobuchar
model [79], BeiDou global broadcast ionospheric delay
correction model [80], and the global ionospheric maps
(GIMs) provided by IGS [81]. They can be efficiently used
to represent the ionospheric delay in the signal path between
the classic GNSS satellites and the ground. However, in
LEO-PNT, a large region above the LEO height (up to
20 000 km), corresponding to the topside ionosphere and
plasmasphere [82], [83], [84], should be removed from the
current ionospheric models. In this regard, 3-D models are
more realistic for LEO-PNT systems.

To account for the requirements of the upcoming LEO-
PNT systems, the developed simulation model uses a similar
approach to the method developed by Prol et al. [85] to esti-
mate the 3-D ionospheric/plasmaspheric model. In [85], the
global-scale tomography was performed using around 2700
GNSS stations, requiring high processing time. To reduce
the computational burden of the 3-D estimations and allow
us to generate simulations with a reasonable processing
time, the LEO-S9 model is developed only using vertical
TEC (VTEC) observations. The VTEC observations are
obtained from the GIMs developed by the CODE. The
VTEC values are then inverted into 3-D electron densities by
data ingestion. An evaluation of the proposed ionospheric
model is shown in Sections V and VL

To quantify the expected impact of the iono-
sphere/plasmasphere in LEO systems using the developed
model, Fig. 10 presents the estimated ionospheric delays
using LEO in comparison to typical values in the GNSS. The
top-left panel shows a global distribution of the ionospheric
delay at the L1 GPS frequency obtained from ground to
GNSS receivers. The corresponding topside contribution is
shown in the bottom-left panel, considering the LEO satel-
lite flying at 800 km. The right panel shows average values
of the percentage contribution for distinct scenarios of LEO
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satellite altitudes. Overall, we can observe contributions
of around 15-60%, depending on the latitude, local time,
and satellite altitude. The highest contributions occur in the
nighttime, low-latitude regions, and at lower LEO heights.
Therefore, the lower altitudes at which LEO satellites are
positioned, specifically at 800 km, result in reduced errors
introduced by the ionosphere, ranging from approximately
40% to 85% in the LEO-PNT measurements. If the LEO
satellite 1s placed below 500 km, the error contribution
sharply decreases, reaching almost 0% at 250 km.

E. Troposphere

The troposphere extends from the ground up to lower
altitudes than LEO satellites. Identical empirical models
used in classic GNSS can, therefore, be used in LEO-based
navigation systems. Our simulations are performed using
the troposphere model recommended for GNSS augmenta-
tion systems, named RTCA MOPS model [86], [87]. The
RTCA MOPS model is based on meteorological data of air
pressure, temperature, water vapor pressure, temperature
lapse rate, and vapor pressure. The meteorological values
are derived by the U.S. standard atmosphere supplements
and organized in the form of a table. Therefore, the model
does not require external information about the actual state
of the atmosphere.

The two main parameters estimated by RTCA MOPS
are the zenith hydrostatic delay (ZHD) and zenith wet delay
(ZWD). At the mean sea level, they are defined as

ZHD, = 10-5k, XaP (14)
8m
and
R
ZWDy = 10~k d ‘ (15)

gnA+ 1) —aRy T

where k; is the refraction coefficient for dry air, Ry is the
constant of dry air, g,, is the mean gravity, p is the pressure
of air at mean sea level, k5 is a refraction coefficient for
wet air, e is the water vapor pressure at mean sea level, A
is the vapor pressure decrease factor, « is the temperature
lapse rate, and T is the temperature at mean sea level. More
details about these parameters are shown in [88].

After computing the tropospheric delays at the mean
sea level (ZHDgy and ZWDy), a reduction to the receiver
height (H) is required. The following formulas are applied
to reduce tropospheric delay above the mean sea level:

H\ %=
ZHD = (1 —“T) “ ZHD, (16)
o {:};I]g_l
T3
ZWD = (1 _xz ZWD, (17)

where g is the gravity acceleration.

Once the troposphere is equal in both LEO and MEO
systems, there is no necessity to demonstrate how the RTCA
MOPS model applied in the classical GNSS would differ to
LEO-based navigation. We, therefore, show in Fig. 11 the
expected accuracy of the RTCA MOPS model in both the
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Reference values were obtained by the IGS final products of the
troposphere. The example corresponds to DOY 6, 2021. The left panel
shows an histogram of the error considering the entire day of data. The

right side panels show the estimated ZTD and the corresponding error for
0hUT.

systems. The evaluation is presented in terms of zenith total
delay (ZTD = ZHD + ZWD) considering several GNSS
receiver stations during DOY 6, 2021. The worldwide dis-
tribution of the stations is presented in the right panels.
The reference ZTD values were obtained by the IGS final
products of the troposphere. As can be seen, the expected
error lies around £16 cm with the average of the error
centered at zero. No clear bias is observed in the error dis-
tribution; however, a slight worse performance is observed
in the Southern hemisphere, which is expected since the
RTCA table was built with measurements in the Northern
hemisphere. Our simulations, therefore, are expected to
obtain similar accuracy for zenith delays. An additional
error increment, however, is expected since the tropospheric
delay computation requires to convert the zenith delay to the
slant direction. To this end, the well-known Niell mapping
function (NMF) is used. A numerical validation of the NMF
is presented by Qiu et al. [89], showing an accuracy higher
than 5 cm for elevation angles above 10°.

V. GROUND SEGMENT

The ground segment module is the main responsible for
the maintenance of the navigation system. The related tasks
for the simulation model in this segment are the generation
of the GNSS measurements onboard the LEO satellites
and the POD. Therefore, the simulated LEO-PNT system
depends on the GNSS for precise positioning and time syn-
chronization. We assume that achieving complete indepen-
dence is challenging because it requires large atomic clocks
that consume a significant amount of power. In addition,
the satellite clocks must be cost effective, especially when
deploying a practical LEO constellation with numerous
satellites. Due to these challenges, particularly associated
with size, weight, power, and cost of clocks and navigation
payloads, our simulation is not reproducing independent
systems. The next sections show how the tasks of the ground
segment are performed by the LEO-S9 model, with their
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Fig. 12. Accuracy evaluation of the phase and pseudorange simulations
of the LEO-59 model in comparison to real measurements obtained by
the GPS receiver onboard SWARM. The top panel refers to the
ionospheric free linear combination. The bottom panel shows the
undifferenced P1 observations. Each color represents a different GPS
satellite. The example is performed in DOY 6, 2021.

corresponding accuracy. The communication links and the
specific methods used by the ground segment for system
maintenance fall outside the scope of our investigation.

A. Onboard GNSS Measurements

The main GNSS measurements to the ground segment
simulations are the carrier phase, pseudorange, and Doppler
shifts. The range-based measurements are enough for POD;
however, we also include Doppler-shift observations since
it can be efficiently used to derive the satellite velocity
in further analysis. These observations are obtained
through (3)—(5), presented in Section IV. Notice that the
tropospheric delay is neglected since we deal with the
environment above the LEO heights, which are above the
tropopause (around 60 km).

To demonstrate the capabilities of the model to repro-
duce pseudorange and carrier phase measurements obtained
by onboard GNSS receivers, Fig. 12 presents simulated
GNSS observations in comparison to real tracked data
by the SWARM-A satellite. The unique terms that were
not simulated in this example, but rather estimated, are
the GNSS receiver clock and phase bias. We were also
not capable to obtain Doppler-shift measurements by real
GNSS onboard missions, so we rely in the validation using
ground-based GNSS data to represent the Doppler shift, as
shown in Section VI.

As can be seen, the simulation allows the GNSS mea-
surement reconstruction up to the level of a few centimeters.
When simulating the dual-frequency (DF) carrier phase, in
the form of ionospheric free observations, a 3-D root-mean-
square error (RMSE) of 1 ¢m (1-sigma) is obtained, with a
maximum error of around 10 ¢cm. In case of the pseudorange
simulations, a 3-D RMSE of 28 cm (1-sigma) is observed,
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with a maximum error of 2 m. This result demonstrates
how powerful the LEO-S9 model is to reproduce realistic
GNSS observations. The remaining errors of the GPS P1
observations are mainly related to the inherent noises of the
measurements and the ionospheric delay. Although we have
used a high-resolution 3-D ionospheric model, there are still
missing specifications in the ionospheric model that require
further improvements. Nevertheless, the obtained accuracy
can be considered high for single-frequency POD.

B. Precise Orbit Determination

As shown by the extensive literature review provided
by Selvan et al. [90], the most common tracking system
to obtain POD of LEO satellites nowadays is based on
spaceborne GNSS receivers. A clear trend is observed in
techniques using least-squares solvers, DF signals, undif-
ferenced (UD) phase and code observations in the postpro-
cessing mode. This procedure has now evolved into a mature
technique, with an average POD accuracy lying around
3-10 cm. To keep up with the most recent trends on orbit
determination, the POD solution in LEO-S9 is derived based
on phase and code UD observations, the postprocessing
mode, and the least-squares estimator. It can be understood
as a kinematic PPP algorithm, with the following config-
urations: 1) daily RINEX files with I-s interval; 2) only
GPS constellation; 3) batch solution, so that no forward and
backward filters are necessary; 4) cutoff angle of 10°; 5) no
tropospheric delay; 6) ionospheric delay based on the 3-D
global ionospheric model (details in Section IV-D) in case
of single-frequency solutions; 7) ionosphere-free in case
of DF solutions; 8) precise GNSS ephemerides (sp3) and
satellite clock corrections (5 s) acquired from IGS products;
9) correction of PCO and PCV of antenna obtained through
IGS products; 10) phase windup corrections; and 11) no
strategy for ambiguity solution. The accuracy of the POD
estimation is equal to the accuracy range of the simulated
observations. As shown in Fig. 12, the expected accuracy
lies around 1-5 cm, in case of DF, and 30-200 cm for
single-frequency solutions.

After the POD solution, the satellite orbits need to
be transmitted to the user segment. Keplerian ephemeris
models are the usual option in MEO satellites [91] since
they allow orbit and clock predictions for a few hours.
Unlike MEO, the LEO satellites are much closer to the
Earth. Consequent gravity and atmospheric drag forces
require more complex orbital dynamics. To overcome this
issue, our simulations are based on the premise that the
responsibility of sending corrections to users lies with the
ground segment, following the traditional infrastructure for
providing corrections to PPP users. In line with the practices
of IGS, we assume that satellite coordinates and clocks are
delivered to PPP users in the form of precise files in the
postprocessing mode. In MEO satellites, they allow precise
orbit interpolation in the level of a few centimeters by an
1 1-order sliding-window Lagrange interpolation [92]. In the
direction of producing a simulation environment capable

6510

1.0
— metop-A
—— metop-B
= metop-C
0.8 1 =—— cosmic-2: ID 01
cosmic-2: ID 02
— cosmic-2: 1D 03
= cosmic-2: |D 04
'E 061 — cosmic-2: 1D 05
‘:‘ —— cosmic-2:
£
“ 0.4 4
0.2 1
0.0 T

T T T T
0 50 100 150 200 250 300
Sample Interval [s]

Fig. 13. Error of the sliding-window Lagrange interpolation for several
LEO satellite missions. The interpolation was performed considering
distinct time steps (or sample rates) to describe the orbit. Only the
maximum error during an entire day is shown for each time step.
Experimental POD data obtained in DOY 6, 2021 from COSMIC-2 and
METOP were used for the validation.

of accurate LEO satellite positioning, the developed model
uses the same sliding-window Lagrange interpolation.

A question still unanswered, however, is the minimum
time step required to reproduce a precise LEO interpolation.
In the case of classic GNSS, the time resolution to perform
the interpolation with IGS products is 15 min. However, this
time step is not enough for the accurate interpolation of the
LEO satellite coordinates. To define a more realistic time
resolution, Fig. 13 shows the error of the sliding-window
Lagrange interpolation considering different temporal step
sizes of LEOs. We have applied the interpolation over dis-
tinct satellite missions and time intervals. In every mission,
the POD was performed within a centimetric level by the
responsible center, limiting the accuracy of the evaluation.
In this analysis, we could observe that a time step of 1 s
provides, in maximum, 2 cm of error, while time step sizes
of 100 s produce around 20 cm. Consequent simulations that
use a time step size of | s are, therefore, considerably more
reliable. Although the LEO-S9 model can be operated with
these distinct time steps, we have defined 1-s time interval
for further analysis, which includes a few centimeters of
errors (< 2 cm) in the orbit description.

VI.  USER SEGMENT

The user segment module comprehends the receivers
and antennas that process the measurements and pro-
vide solutions for several applications. The overall con-
figuration of the LEO-PNT system gives rise to several
possibilities for user segments. Defining the link bud-
get, for instance, requires several assumptions, includ-
ing the antenna array, power supply, satellite size, solar
panel dimensions, clock precision, onboard GNSS receiver,
satellite altitude, expected beamforming, signal frequency,
ADCS, and signal bandwidth. Incorporating all the neces-
sary requirements for computing the potential gains from
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Fig. 14. Accuracy evaluation of the simulations obtained by the
LEO-S9 model in comparison to real measurements obtained by the
ground GNSS receiver named BRST, in France. The accuracy of the IF
phase, P, pseudorange, and D Doppler shift is presented in the top,
middle, and bottom panel, respectively. Each color represents a different
GPS satellite. The example is performed in DOY 6, 2021.

increased signal reception power poses a considerable
challenge. Therefore, in this study, we have chosen to
focus primarily on the receiver noise level as the main
factor driving the user segment performance. As a result,
the responsibility for computing the link budget and de-
termining the expected noise level lies with an external
party.

The primary objective of this study is to analyze the
advantages of LEO systems in terms of geometric gains
when compared to the GPS. We have maintained similar
signal characteristics to GPS, assuming the availability of
a dedicated link budget. Section VI-A shows the accuracy
of the LEO-S9 model to reproduce GNSS measurements.
Section VI-B shows the expected improvement in position-
ing domain when including LEO constellations in the PPP
estimations.

A. Ground-Based GNSS Measurements

The main measurements of interest to PNT users are
the pseudorange, phase, and Doppler shift, described by
(3)—(5) in Section IV. Their accuracy, when reproduced
by the simulation model, is presented in Fig. 14 for P,
Dy, and the ionospheric-free carrier phase. These are usual
measurements for single-frequency PPP, DF PPP, and PNT
based on So0. It shows a comparison between the simulated
GNSS observations and real tracked data by the IGS station
named BRST, in France. The receiver clock and phase bias
were not simulated in this case but estimated. Overall, the
simulated phase RMSE, when compared to real data, is
10 cm, with a maximum of 36 cm. The P, RMSE is 44 cm,
with a maximum around 2 m. The D; RMSE is 1 cm/s,
with a maximum of 7.5 cm/s. By this example, the model
can be used not only for range-based positioning but also for
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Fig. 15. Range-based positioning error using only GPS data (top
panels), only LEO data (middle panel), and GPS augmented by LEO

satellites (bottom panels). The LEO constellation is simulated with 441
satellites in three orbit inclinations (85°, 55°, and 25°) at an altitude of
800 km. GPS data are simulated considering the real orbit trajectories in
DOY 6, 2021. The receiver is located at 10° x 10° x 200 m in latitude,
longitude, and altitude, respectively. A kinematic PPP is performed with
a static receiver.

Doppler-based positioning. A worse performance, however,
is observed in comparison to the GNSS measurements
shown in Fig. 12 to reproduce POD measurements, mainly
in the carrier phase simulations. This is expected since the
tropospheric delay plays an important role in the measure-
ment taken on the ground. For instance, we can clearly see
a dependence of the phase error with the satellite elevation
angle in Fig. 14, which is associated with the misrepre-
sentation of the tropospheric delay estimated by the RTCA
MOPS model. Usually, the tropospheric delay is estimated
together with the PPP solution; however, we preferred to
keep the results obtained by the troposphere model (see
Section IV-E) to demonstrate the most realistic accuracy of
the simulations. Despite this, LEO-S9 can be considered a
powerful model to reproduce GNSS-like signals.

B. Precise Point Positioning

The user positioning simulations were performed using
the PPP technique with ionospheric-free observations. The
positioning was determined through a kinematic solution,
considering the receiver coordinates (X, Y, Z), clock bias,
troposphere, and ambiguities as unknown. The coordinates
and clocks were considered uncorrelated with time, making
the analysis realistic for dynamic users. Fig. 15 (top panel)
shows the accuracy level of the range-based positioning
reproduced by LEO-S9 when using only GPS observations
in the simulations. Middle panels show the solutions based
only on LEO satellite. Bottom panels show the results
utilizing LEO satellites as a complement to GPS, also
known as LEO enhanced GPS (LeGPS). Right panels are
the 3-D RMSEs obtained from a single simulation of 1 h.
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Left panels refer to the average and standard deviation of
100 simulations. Each simulation is generated with ran-
dom values of clocks, satellite orbit errors, instrumental
biases, and instrumental noises. These values were sim-
ulated using realistic intervals and statistic distributions,
which are shown in previous sections. In this example, the
clocks and orbits are described as precisely as the final
products by IGS, so that we can analyze the gains that
LEO satellites can provide by just improving the system
geometry.

Overall, the simulations using only GPS have provided
an average accuracy of 7.9 & 4 cm (1-sigma), which is a
reasonable accuracy in real cases of kinematic PPP with 1-h
data collection [93], [94]. [95]. The PPP using only LEO
data has presented an accuracy of 6.3 £4 cm (1-sigma). In
case of the GPS augmented by LEO satellites, the accuracy
improves to 3.7 &+ 2 cm (l-sigma). This presents an
improvement of 20% when using LEO-based positioning
in comparison to GPS-only. In addition, an improvement
of 53% is obtained when using LeGPS in comparison to
GPS-based positioning, which is mostly related to geometry
gains that LEO constellations can offer. However, the main
challenge in making this simulated system work in the real
world lies in the assumption that it is feasible to implement
hundreds of satellites in LEO with similar characteristics
to the GPS. While several aspects regarding the feasibility
of such a system are still open for discussion, considerable
efforts have been underway in recent years to achieve this
ambitious goal [4], [5], [6], [9], [11], [56].

VII.  CONCLUSION AND FUTURE WORK

This work presented results of a comprehensive sim-
ulation of various components of a dedicated LEO-PNT
system to PPP. We first introduced which parameters have
been adopted to simulate the satellite constellation. Then,
we have simulated the most common observations used
in satellite-based PNT, such as the pseudorange, carrier
phase, and Doppler shift, and discussed the model accuracy
to reproduce them. All techniques and parameter intervals
adopted to simulate the LEO-PNT system, such as clock
model, instrumental noises, code biases, signal propaga-
tion models, and PNT strategies, have been defined based
on experimental data analysis. This may serve for future
developments of LEO-PNT as well as help future simu-
lations. Additional analysis have discussed the differences
when using LEO and classic GNSS satellites. The main
conclusions of this work regarding the discussions are
shown as follows.

1) Space segment: We have identified that three orbit
inclination planes with around 400 satellites at 800-
km height allow excellent worldwide GDOP values
with continuous eight satellites in view. LEO-PNT
implementations with similar constellation designs
are, therefore, recommended in future systems. In
addition, atomic and OCXO clocks have found good
agreement in comparison to real data when using
random-walk distributions and Allan deviations of
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107'2(15) and 10~!(1 s), respectively, which may
serve to future clock simulations.

2) Signal propagation: All the considered signal ef-
fects (earth’s rotation, phase windup, relativistic path
range, and ionosphere), despite the troposphere, pre-
sented lower impacts in LEO-PNT systems in com-
parison to classic GNSS. Their impact was 15-97%
lower in LEO, depending on the altitude orbit height.
So, any mismodeling of the signal propagation ef-
fects will influence considerably less in LEO-PNT
in comparison to the GNSS.

3) Ground segment: Our strategy has demonstrated
high accuracy to reproduce the measurements re-
quired for POD. An accuracy of | cm was obtained to
simulate ionosphere-free carrier phase observations
retrieved by receiver onboard LEO satellites, with
maximum errors of 10 cm. The pseudorange mea-
surements in the L1 frequency were simulated with
an accuracy of 28 cm and maximum error of 2 m,
which reflects the accuracy of the developed iono-
spheric model. In addition, we have demonstrated
the expected accuracy of the POD ephemeris in
LEO satellites. It was considered that the ephemeris
coordinates are transmitted to the users in a similar
form to the IGS final products. In this analysis, a time
step of 1 s has provided a maximum error of 2 cm,
while time step sizes of 100 s produced around 20-cm
€rTor.

4) User segment: In the user segment, the carrier phase
ionospheric-free and P1 measurements from ground
stations were simulated with lower accuracy than
the spaceborne measurements. This is mainly due
to the tropospheric delay, which was simulated using
the RTCA MOPS model and an NMF. Usually, the
tropospheric delay is estimated together with the
PPP solution; however, the simulations are limited
to the accuracy of the current tropospheric mod-
els. The developed model was capable to reproduce
Doppler-shift values with errors around 1 cm/s, and
maximum errors of 7.5 cm/s. We have also observed
that LEO constellations can provide improvements
of 20% when using only LEO data and 53% when
using GPS augmented by LEO, in comparison to
typical GNSS-based PPP solutions with 1 h of data
collection.

The simulation presented in this study has shown
potential in reproducing accurately the PNT parame-
ters. However, the LEO constellation was simulated with
specifications similar to those of GPS satellites operating
at lower orbits. While our simulations do incorporate LEO
satellites with characteristics similar to GPS satellites, their
sizes and specifications will differ. LEO-PNT benefits from
the GNSS for precise orbit and clock determination, leading
to more feasible requirements for onboard instruments.
This allows for notable reductions in clock size, power
supply capabilities, and overall satellite dimensions. We ac-
knowledge, however, that our current simulation overlooks
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the fact that LEO satellite beamforming should be scaled
down compared to traditional GNSS systems. This aspect
warrants further investigation to ensure a comprehensive
understanding of the implications and considerations for
LEO-PNT. Moreover, the LEO-PNT system presently relies
on the GNSS, particularly for orbit determination. Conse-
quently, our simulated LEO-PNT system is susceptible to
GNSS vulnerabilities and potential failure modes. Future
advancements in this domain will require the authentication
of Receiver Autonomous Integrity Monitoring algorithms,
exploiting the correlated faults between GNSS and LEO-
PNT, thereby augmenting the robustness and assurance of
the system.

We also recommend simulating the impact of signal-to-
noise ratio (SNR) on the measurements. Although we have
considered the measurement noises in the simulations, the
SNR characterization may bring better representation of
the pseudorange, carrier phase, and Doppler-shift noises,
but would require simulating additional signal character-
istics, antenna patterns, and modulation schemes. In ad-
dition, there are a few more effects that could improve
the overall accuracy of the developed model, such as the
earth orientation parameters and ocean loading. They have
not been adopted due to their low impact; however, they
could make the simulations even more realistic, especially
in static positioning. Another point is that we have mainly
focused on single-station positioning techniques, such as
PPP; however, techniques using relative or differential po-
sitioning would also be relevant to simulate and check the
improvement that LEO satellites can offer. We have also
used Kinematic PPP techniques to compute LEOs. In real-
time applications, an embedded orbit propagation model is
necessary. In such scenarios, employing reduced-dynamic
POD methods can offer increased efficiency by enabling
data gap filling through the estimated orbits. Finally, it
is recommended to apply the simulations to specific case
scenarios, such as constellation planning on regional scales,
which is advantageous in high latitudes, where the GNSS
system encounters challenges in providing satisfactory
geometry.
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