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ABSTRACT Semantic Twins are a novel means of describing Digital Twins and their associated
real-world entities in human- and machine-readable formats. Together, this (Entity) Triplet facilitates easier
development and deployment of Twin-based solutions, but a key challenge in critical applications is ensuring
the trustworthiness of the Triplet: that they produce reliable services throughout their lifecycle, particularly
in high-risk use cases. This paper studies the trustworthiness requirements of Triplet-based systems and the
extent to which they can be addressed with Self-Sovereign identities (SSIs). The results show that there
are cross-cutting requirements applicable for different entity types and lifecycle phases, and that SSIs can
solve many of the key trustworthiness requirements. However, there is also a need for additional governance
methods, such as architectural blueprints and ecosystem governance frameworks, to reach a comprehensive
approach to the trustworthiness of Triplets. Finally, the paper provides a list of the essential trustworthiness
requirements that even the low-risk Triplets should aim for.

INDEX TERMS Semantic twin, digital twin, entity triplet, self-sovereign identity, trustworthiness.

I. INTRODUCTION
Internet of Things (IoT) devices and their associated Digital
Twins (DTs) have enabled many new digital services, e.g.
in smart cities [1], and the manufacturing industry [2], but
as their numbers grow, manually discovering and managing
the devices can become a daunting task. Each device and its
associated DT can offer many services [3], use one or more
Application Programming Interfaces (APIs) to access them,
have different policies for using and paying for the services,
and provide different levels of assurance to the veracity of
the information they provide etc. To effectively manage this
multitude of metadata and efficiently develop and deploy new
IoT- and DT-based services, there is a need for an automated
and scalable mechanism such as Semantic Twins (STs) [4]
that provides machine-readable semantic information about
the devices and their DTs. Effectively, the addition of a
Semantic Twin expands the IoT device (or, more generally,
any real-world entity) and its associated DT into an Entity
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Triplet, which addresses the need for solution development
and deployment more wholistically.

The Triplets can cover many types of use cases from
simple hobby solutions all the way to complex systems
that provide high-risk or even life-critical services, which
is then reflected on the demands based on the Triplets.
A key element in building high-risk and critical solutions,
particularly those that utilize multiple Triplets controlled by
different actors, is establishing sufficient trust for the Triplets.
The extent to which entities deserve trust can be assessed with
trustworthiness [5], which builds on appropriate assurances
/ evidence. Trustworthiness requirements can help define
which assurances are sufficient to establish trust in a
particular situation, and as such, ensure the reliable operation
of Triplets under those conditions. However, measuring
trustworthiness is difficult [6], especially considering the
fact that interactions may occur between different types
of entities, such as IoT devices, natural persons, and
organizations.Maple et al. [5] defined that the trustworthiness
of digital services can be evaluated based on (1) ethics, (2)
privacy, (3) reliability, (4) robustness, (5) security, and (6)
resiliency criteria, and this categorization is used also in this
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paper to identify the key trustworthiness requirements for
Triplets.

A common technology to address many key trustwor-
thiness requirements in digital services is to use digital
identities (identifiers, claims, and credentials) [7]. This paper
also explores the role of one emerging identity type, the
Self-Sovereign Identities (SSIs), in the trustworthiness of
Triplets as they offer particularly good privacy-preservation
through data minimization1 and decentralization.

FIGURE 1. Research process to study how to build trustworthy Triplets.

The research process depicted in Fig. 1 was used to
study the construction of trustworthy Triplets. The process
was initiated by identifying a sufficiently complex case
description to extract a comprehensive set of trustworthiness
criteria for a high-risk application by utilizing the model of
Maple et al. Two complementary viewpoints (entity types and
lifecycle phases) were then used to complete the discovery
and assessment of the trustworthiness requirements. The
next step was to evaluate SSIs to determine the extent to
which they could be utilized to address the requirements and
what requirements raise the need for additional approaches.
Finally, a list of essential trustworthiness requirements
were identified, which are usable in building trustworthy
Triplet-based solutions even in low-risk scenarios.

Altogether, the paper addresses the following research
questions:

• RQ1: What constitutes a comprehensive set of trust-
worthiness requirements for Triplets used in high-risk
applications?

• RQ2: How does the real-world entity type and different
lifecycle phases of the Triplet affect trustworthiness?

• RQ3: Which Triplet trustworthiness requirements are
essential even for low-risk Triplet use cases?

• RQ4: Which trustworthiness requirements of the com-
prehensive list can be effectively addressed using SSIs,
and how should that be done?

The results show that Triplets need to balance their
trustworthiness requirements against the criticality of the
solution, and that SSIs can address many trustworthi-

1Only processing data that is strictly necessary for a specific purpose.

ness requirements such as data provenance2 and privacy-
preservation.3 However, a more comprehensive approach to
the trustworthiness of Triplets requires the introduction of
e.g. additional data governance4- and technical-architecture-
related activities, such as architectural blueprints, reference
architecture frameworks,5 and ecosystem governance frame-
works.6

The contributions of the paper include (1) describing
the basic characteristics of an entity Triplet, (2) defining a
model to identify the essential trustworthiness requirements
of a Twin-based system depending on its criticality, and
(3) assessing which trustworthiness requirements can be
addressed with Self-Sovereign Identities.

The rest of the paper is organized as follows: Section II
describes the Triplet, its lifecycle model, and discusses why
Triplet trustworthiness is important. Section III provides a
background on Self-Sovereign identities, and Section IV
presents previous work on trustworthiness requirements.
Section V describes the studied real-world IoT use case:
a traffic monitoring camera, and Section VI examines the
comprehensive list of trustworthiness requirements based
on the use case. Section VII explores how different entity
types and different lifecycle phases of the Triplet affect
the requirements. Section VIII provides the essential Triplet
trustworthiness requirements applicable for all Triplets,
and analyzes the extent to which SSIs can address the
comprehensive list of trustworthiness requirements for high-
criticality applications. Section IX provides a discussion
along with areas for future work, and Section X presents the
conclusions.

II. TRIPLET AND ITS TRUSTWORTHINESS
This section details the Triplet, its lifecycle, and the
challenges of ensuring its trustworthiness.

A. THE TRIPLET AND ENTITY TYPES
The Entity Triplet [4] as shown in Fig. 2 consists of three
things: a real-world entity such as an IoT device, a Digital
Twin (DT) that is the digital representation of the entity, and
a Semantic Twin (ST) that offers a structured description of
the entity and the DT.

A real-world entity is the heart of each Triplet. In addition
to IoT devices, Triplets can be created for many other types
of entities, such as companies, private individuals, Artificial
Intelligence (AI) systems, and robots. In order to come up
with a representative categorization of different types of
Triplets, this paper will use three dimensions to assess the

2Trace the origin of a piece of information [8].
3Protecting individuals’ personal information and maintaining control

over the disclosure of their identity-related data.
4A set of processes that ensures that data assets are formally managed

throughout the enterprise [9].
5A structured and standardized set of guidelines, principles, and models

that provides a comprehensive blueprint for designing, building, and
deploying systems.

6Describes the binding, ecosystem-wide rules and specifications (busi-
ness, legal, technical, social) and defines the ecosystem’s borders [10].

182102 VOLUME 12, 2024



T. P. Kääriäinen, Y. Kortesniemi: Building Trustworthy Twin-Based Systems With SSIs

FIGURE 2. Triplet’s schematic diagram.

TABLE 1. Entity type categorization.

TABLE 2. Examples of autonomous and dependent entity types.

entities for which Triplets can be created: physical vs. virtual,
human-centered vs. machine-centered, and autonomous vs.
dependent. Table 1 describes the different entity types
assessed for the first two dimensions, whereas Table 2
provides examples of autonomous and dependent entities.

Triplets of Person-type entities can describe and allow
trustworthy interaction with e.g. their attributes and capabil-
ities, asset ownership, and employment. Similarly, Organi-
zations’ Triplets may offer, for example, access to contact
points, business processes and workflows, and official rep-
resentatives of the company. Devices’ Triplets may provide
metadata about the capabilities of the Device, and facilitate
access to the Device and its services. Finally, for Services, the
Triplets may e.g. offer details about their ethical and privacy
guidelines, and affiliations to companies.

Person-type entities can be divided into autonomous
adults and guardian-dependent individuals, such as children.
Examples of autonomous Organizations are e.g. autonomous
public corporations, whereas franchisees dependent on a
franchise are examples of Organizations that can be consid-
ered dependent. Devices may be either autonomous (such
as robots), or dependent remote-controlled devices, such as
smart thermostats. Finally, an example of an autonomous
Service could be an AI system, whereas an example of
a non-autonomous Service could be an HR management
systems which always relies on a natural person managing
its functionality.

Digital Twins [11] are the virtual representations of
real-world entities that mirror and augment their behavior,
characteristics, and interactions. They are used to provide
access to the services provided by the entity, but also to e.g.
operate, monitor, and make available data of their real-world
counterparts, which enables improving decision-making and
optimizing their behavior. The versatility of Digital Twins
means that they can be applied to entities ranging from
individual components to complex systems, but also from
physical objects (e.g. humans [12], [13] or cars [14], [15])
to abstract concepts (e.g. organizations [16]).

Finally, the Semantic Twin augments the capabilities of
the Digital Twin and the entity by providing a means of dis-
tributing human- andmachine-readable semantic information
about the Digital Twin and the associated real-world entity,
including their capabilities, services, and other attributes.7 As
such, Semantic Twins are used to address e.g. the following
types of questions:

• What kinds of services and attributes do the Digital Twin
and the associated real-world entity offer?

• Under which terms may the Digital Twin or entity be
accessed?

• What costs are involved in using the Digital Twin or
entity?

• Who owns and manages the Digital Twin and the
associated real-world entity?

• How trustworthy are the Digital Twin’s and entity’s
capabilities and the data they produce?

As a consequence, the main goal of Semantic Twins is
to ease the deployment and adoption of Digital-Twin-based
solutions by producing human- andmachine-readable seman-
tic information in a scalable manner through well-designed
API endpoints.8 Semantic Twins allow e.g. for the discov-
ery of and access to Digital Twins and their associated
real-world entities (including their services and attributes).
Well-designed API endpoints facilitate a more interoperable
and secure manner of accessing DTs, compared to existing
solutions (e.g. offering direct access to Digital Twins).
Semantic Twins, thus, solve many wide-scale adoption and
accessibility problems of Digital Twins [18]: (1) Twins
are made accessible through internet platforms only as an
afterthought, (2) Digital Twins often contain confidential
information, and (3) practitioners do not have the necessary
skills to create Internet-accessible Digital Twins. Semantic
Twins solve these problems by ‘‘providing a shared infras-
tructure on which other solutions can be built’’ [18].

Finally, the term Triplet refers to the unit made of all three
parts. It offers a unified means of discovering and interacting
with the entity and its DT to use their services, and to gain
access to verifiable semantic information about them via the
ST. As such, the three parts of the Triplet complement each

7A presentation that defines a property of a Digital Twin or an entity.
8A well-designed API is easy to understand, use, and maintain. It should

follow consistent style conventions, include built-in security mechanisms
for authentication and data encryption, and reliably handle large volumes
of traffic [17].
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other and offer something more than the sum of its parts,
while allowing the parts to act independently of each other or,
significantly, be replaced if needed, in which case the triplet
can be much longer-lived than its constituent parts.

B. TRIPLET LIFECYCLE
In this paper, Triplet lifecycle will refer to the simplified
lifecycle model depicted in Fig. 3, which is used to study
the implications of Triplet lifecycle to its trustworthiness.
This lifecycle model captures the progression of a Triplet
from its creation, through ongoing updates, activations, and
passivations, until it is deleted. It emphasizes the dynamic
nature of the Triplet in actively supporting the development
and deployment of twin-based systems.

FIGURE 3. Simplified lifecycle model of a Triplet.

Triplets exist in two states: active and passive. They
move between states through three lifecycle phases9: cre-
ation, update, and deletion. Creation operations can create
Triplets into active (creation-to-active) or passive (creation-
to-passive) states. Update operations can be either activation
updates (passive-to-active), passivation updates (active-to-
passive), updates of active, or updates of passive operations.
One special case of a Triplet in passive state is a tombstone,
where the Digital Twin and the actual Entity may have been
removed, but the Semantic Twin remains as a mechanism to
refer to the Entity (and DT) that previously existed. As such,
a Triplet always requires the presence of an ST, whereas
presence of DT or the actual Entity is not necessary.

The Triplet lifecycle starts when it is created and the
Triplet is moved to either active10 or passive state. In active
state, the ST is discoverable and associated to a DT, and
the actual real-world entity (e.g. an IoT device) has been
deployed. In passive state, it is possible that only the ST is
created, and it is waiting for the deployment and association
of the DT and the actual entity.

Changes may be made to the Triplet’s setup through
updates while keeping it in an active or passive state. It is
also possible to update the Triplet, for example, in a manner
where the entity connected to the Semantic and Digital Twin
is changed (for example, in the case of a broken device, or a
person acting in certain role changes), so a Triplet can provide

9Stages that a Triplet undergoes throughout its existence.
10The Triplet and its parts are ready, activated, and taken into use.

continuity to services beyond the lifetime of its individual
parts. Passive triplet may be brought back to the active state
through activation, however, this may not be possible for all
entity types (e.g. if the ST and DT have been logically and/or
physically destroyed). Finally, triplets are removed through
deletion and, as such, cease to exist.

The effects of different lifecycle phases on the Triplet trust-
worthiness requirements are studied in detail in Section VII.

C. TRIPLET TRUSTWORTHINESS
Several sectors are taking advantage of IoT and Digital
Twin solutions [19]. In many less critical applications, the
trustworthiness of the Triplet is not a high priority, but
an increasing number of solutions deal with sensitive and
high-risk data processing (e.g. in healthcare [20] or critical
infrastructure [21]), whichmakes them susceptible to security
breaches such as hacking, data infiltration, and service
disruptions. For example, an insulin pump [22] may cause
serious repercussions for individuals if its trustworthiness
is not properly guaranteed. Taking trustworthiness into
consideration from the early phases of Triplet deployments
ensures e.g. that Triplets’ data can be trusted, they function
correctly under varying circumstances, and that they ensure
sustainable long-term operations.

As shown in Fig. 2, this paper studies Triplet trustwor-
thiness through external and internal views. The external
view allows us to consider the trustworthiness of the services
and interfaces offered by the Triplet, whereas the internal
view, which is required to enable the external view, allows
us to focus on managing the trust between the parts of the
Triplet during normal operations, but also through unusual
situation such as replacing a broken device. The internal and
external trustworthiness requirements are studied in detail in
Section VII through the analysis of different entity types and
lifecycle phases.

The systems and services that utilize Tripletsmay comprise
only a single Triplet, but there are examples of complex
systems with several inter-connected and interlinked Triplets.
In the latter case, the trust between Triplets needs to
be factored into the Triplets’ trustworthiness requirements.
As an example, the large apartment building shown in Fig. 4
has many types of Triplets associated to it: an organization
who owns the building, multiple internet-connected sensors
monitoring the building, a cloud-based self-service portal,
and natural persons as tenants, all of whom need to have
sufficient level of trust for each other, i.e. to ‘‘believe in
the integrity, ability, or character of an entity that they are
engaging with’’ [5].

Maple et al. define trustworthiness as a means to ‘‘deter-
mine the extent to which the entity deserves trust’’ and to
‘‘obtain confidence that the trust requirements are satisfied’’
[5]. To this end, they studied the trustworthiness requirements
of digital identity management systems and developed
a 6 class categorization of trustworthiness requirements,
as described below:
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FIGURE 4. Connected and inter-linked Triplets in a large apartment
building case.

• (1) Ethics: ensuring transparent, responsible, and
auditable operations, whilst enabling user empowerment

• (2) Privacy: ensuring personal and sensitive information
is treated privately, with adherence to legal and regula-
tory restrictions

• (3) Reliability: ability of the system to perform in a
consistent and expected way

• (4) Robustness: ability of the system to continue
functioning in the presence of internal and external
challenges without changes to its operations or state

• (5) Security: protection of data, information, and
systems against unauthorized access or modifications

• (6) Resiliency: ability of the system to adjust to
internal and external conditions to ensure continuation
of expected service

This categorization can be easily adapted to identify some
trustworthiness factors in the apartment building example:

• (1) Ethics: The ability of the sensor to ensure that the
provenance of its ownership information (who owns the
device) is correct, and the need for the tenants to ensure
that there is human-readable policy documentation and
easily accessible contact points towards the owning
organization.

• (2) Privacy: Ensuring that the sensors do not collect
information about the tenants without an appropriate
legal basis, such as consent, and that they ensure data
minimization.

• (3) Reliability: The need for the cloud-based service
to ensure that it is engaging with reputable customer
organizations to reduce the possibility of fraud.

• (4) Robustness: The ability of the cloud-service to
continue operations also when receiving unexpected
input from tenants or sensors, and the ability of the

owning organization to keep its tenant information up-
to-date.

• (5) Security: Allowing the cloud-service to be managed
only by authorized representatives of the owning
organizations and the need to ensure that the owning
organization has deployed the sensors in a manner that
prevents unauthorized tampering of the device.

• (6) Resiliency: the ability of the sensors to recover
from unexpected environmental conditions (storms or
disruptions in electric supply).

In Section V, this paper uses the 6 class trustworthiness
requirements categorization byMaple et al. (discussed above)
to identify a comprehensive set of Triplet trustworthiness
requirements for high-risk applications. However, somemod-
ifications are required, because the trustworthiness features
of Maple et al. were defined for Digital Identity Systems, and
they are discussed in the section, as well.

III. SELF-SOVEREIGN IDENTITIES
Digital identities have been used for decades to identify users
of digital services [23] with suitable levels of assurance11

[24]. Cameron defines digital identities as being able to
(1) convey an identifier to uniquely identify an actor, (2)
assert that an actor knows a given (private) key, (3) convey
personally identifying information, (4) convey information
that the actor is part of a group, or (5) state that the actor has
a certain capability [25].

Another complementary way to define digital identities
is that they are ‘‘a representation of an entity’’ and being
constructed of ‘‘claims and identifiers’’ [26]. Identifiers are
‘‘attributes or sets of attributes that uniquely characterize
[i.e. identify] an identity in a domain’’ [27] such as social
security numbers or email addresses, whereas claims are
defined as ‘‘assertions of the truth of something, typically
ones which are disputed or in doubt’’ [25], such as one’s first
name and last name or current employment details. Claims
and identifiers are often grouped together as credentials to
enable their use in digital transactions. Credentials use digital
signatures to ensure their integrity, along with the ability
to verify the origin of the identifier and claim information.
Examples of credentials include e.g. your employment
certificate issued by your employer, or a driver’s license.

In his paper, Allen [26] discusses how digital identities
have developed from centralized identities12 through fed-
erated13 and user-managed identities14 into Self-Sovereign
Identities (SSIs). SSIs are meant to present a shift in digital
transactions so that the identity owner is brought to the
center of the transactions to give them control over the
way their personal information is being processed. SSI

11Degree of confidence and trustworthiness.
12Digital identities being controlled and administered in a central system

or platform.
13Sharing of digital identities across multiple autonomous, yet collaborat-

ing, organizations or systems.
14Users being given more control over their own identity information, and

how it is used across different services and applications.
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solutions are often implemented using decentralized identity
technologies, in which digital identities do not need to
rely on any centralized party. A typical example of such
technology is the Decentralized Identifier (DID) defined by
the W3C DID specification [28], which offers discoverable
and privacy-preserving unique identifier capabilities. Other
techniques often used in decentralized identity solutions
are the Verifiable Credentials (VC) defined by the W3C
Verifiable Credential definition [29] and the Passkeys [30]
defined by the FIDO alliance.

Compared to previous identity techniques [7], SSIs offer
several benefits in solving trustworthiness requirements,
including:

• (1) Ethics: They offer equal and affordable access to end-
users.

• (2) Privacy: Users can enforce data minimization
through selective data sharing.

• (3) Reliability: Interoperable operations ensure that
systems function in a consistent and predictable manner.

• (4) Robustness: Decentralized governance of identity
information decreases attack surface and ensures that
claims about entities remain accurate and timely.

• (5) Security: Users having the ability to control access
to their personal and sensitive information protects from
unauthorized access and modification.

• (6) Resiliency: A user’s digital identity exists indepen-
dent of any centralized party.

Section VIII explores the extent to which the trustwor-
thiness requirements can be satisfied with SSIs, and where
additional solutions are required.

IV. PREVIOUS WORK
This section summarizes how the trustworthiness of Digital
Twin-based systems has been addressed in previous studies.
Because Semantic Twins are a novel concept, no previous
work exists on solving the trustworthiness of Semantic Twins
or Entity Triplets specifically. Semantic Twins have, however,
been studied in the context of existing semantic technology
frameworks, such as Ontology Modelling Language (OML),
Resource Description Framework (RDF), and Web Ontology
Language (OWF) [31], [32].

An existing study on trustworthiness requirements includes
e.g. a study of IoT device trustworthiness requirements by
Tragos et al. [33] who defined trustworthiness as ‘‘a metric
of how much an entity deserves the trust of other entities’’.
Based on their study, IoT device trustworthiness requirements
consist of criteria related to governance, security, privacy,
availability, and safety which can then be used to calculate
the trustworthiness of IoT devices and services.

A common way to identify trustworthiness requirements
for a solution is to study the various threats to the solution
in question, and for Digital Twins, particularly security-
and privacy-related threats have been studied in several
studies. A comprehensive survey by Alcaraz and Lopez [34]
discovered multiple security, resiliency, and privacy threats

(e.g. privilege escalation, privacy leakage) and effective
countermeasures, such as access control, authentication,
authorization, pseudonymous identification,15 and collection
of forensic information for security monitoring and security
event handling. In addition, Damjanovic-Behrendt [35]
discussed the privacy implications of Digital Twins in the
automotive industry, including the different cryptographic
and non-cryptographic approaches to privacy preservation
and how these are used to counter privacy-related threats.
The limitation of these studies is that they focus only on
three of the six trustworthiness requirements categories by
Maple et al. [5], listed in section II: (2) privacy, (5) security,
and (6) resiliency; therefore, they lack a holistic view of
trustworthiness (i.e. do not take into account (1) ethics, (3)
reliability, and (4) robustness).

Governance offers an alternative method to study the
trustworthiness of Twin-based systems. NIST’s retired draft
standard NIST IR 8356 [36] provides a holistic gover-
nance approach to the trustworthiness of Digital Twins
by discussing various cybersecurity and trustworthiness
considerations that are relevant for Digital Twins. The draft
standard considers the trustworthiness of Digital Twins on
different levels, such as the equivalence of the Digital Twin
with the physical object, the need to understand the context
of the physical object, and the need to standardize and certify
the Digital Twin technology. However, the standard lacks a
comprehensive view of Digital Twins of different types of
entities, as it focuses only on Digital Twins developed for
physical objects and ignores all other entity types.

An alternative viewpoint to governance is given by Wright
and Davidson [37], who discussed the need to ensure
traceability16 and reliability of measurements produced by
Digital Twins. However, this study focuses only on a subset
of trustworthiness categories, namely (1) ethics and (3)
reliability.

Some studies, such as Lee et al. [38] studied the capabilities
of blockchain-based techniques to improve the governance
of Digital Twin-based systems through the blockchain
platform’s ability to ensure immutability,17 transparency, and
traceability of transactions, along with the ability to ensure
compliance of different participants. However, these studies
only focused on the capabilities of certain technologies
(blockchains and Distributed Ledger Technologies (DLTs)),
thus making no attempt to provide a more holistic and
technology-agnostic approach to studying trustworthiness.

Finally, a comprehensive study of the trustworthiness
requirements of Twin-based systems for industrial applica-
tion was provided by Trauer et al. [39], who studied trust in
the context of Digital Twins and developed a trust framework
for Digital Twins. The elements of the model used in the
study include trustworthiness requirements, such as proper

15Entities represented by pseudonyms or aliases, rather than their real
names or direct personal identifiers.

16Ability to trace and document the origin, accuracy, and reliability of the
data and measurements.

17Data cannot be altered or deleted.
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FIGURE 5. The traffic camera use case.

documentation, uniformity of the deployment environment,
provable quality, protection of intellectual property, and the
need to create common economic incentives. Additional
considerations are provided by Khan et al. [40] who argue
that the ability to ensure trustworthy Digital Twin ecosystems
requires ‘‘joined efforts between manufacturers, maintenance
organizations, and regulators in order to mutually design,
develop, and control effective and trustworthy systems’’.
These studies focused on two sectors (manufacturing and
industry), whereas Digital Twins can be used in many
additional sectors.

A more general approach to address security- and
resiliency-related trustworthiness requirements is to adopt
a relevant security requirements criteria framework. Com-
monly used frameworks include e.g. ISO/IEC 27001 [41]
and NIST Cybersecurity Framework [42]. Moreover, these
standards suffer from focusing only on a few trustworthiness
categories: (5) security and (6) resiliency.

The use of digital identities in the context of Digital Twins
has been studied in multiple ways. Deng et al. [43] studied
the use of digital identities for urban entities (e.g. buildings,
sensors, and systems) in the context of building information
modeling (BIM) technology, where digital identities are used
as the basis for building operations and maintenance and
unique identifiers are issued for physical objects in the digital
world to enable unique identification, indexing, positioning,
and loading of related information about the physical objects
to asset databases. This offers the ability to use BIM systems
for various activities, such as mapping and surveillance.
Several other studies, such as those by Dietz et al. [44] and
Putz et al. [45], discuss an approach in which DLTs and
their built-in digital identity capabilities are used to offer
security capabilities, such as access control, authentication,
and authorization, for secure Digital Twin-based data sharing
and Digital Twin information management. Other examples

of digital identity deployments for digital twins include
e.g. the Trusted Twin [46] platform, which supports issuing
digital identities for digital twins, and Citopia Self-Sovereign
Digital Twins [47], which ‘‘are portable digital twins that can
authenticate identity and selectively disclose pertinent data’’.

The summary of previous work related to Digital Twin
trustworthiness shows that there is a clear research gap due to
the lack of a holistic view of trustworthiness, that is, previous
studies focus only on certain subsets of trustworthiness areas
(e.g. focusing only on (2) privacy, (5) security, and (6)
resiliency, thus omitting (1) ethics, (3) reliability, and (4)
robustness). Moreover, these studies have been focusing only
on a subset of DT types, certain sectors (e.g. manufacturing),
or focusing only on a single technology (such as blockchain
or DLT). This paper addresses this research gap by providing
a holistic and technology-agnostic view of the trustworthiness
of twin-based systems that can be applied to any type of
entity in any sectors. In addition, this paper provides essential
requirements on how to build trustworthiness in twin-based
systems that require trust between the actors even in low-risk
scenarios.

V. TRAFFIC CAMERA USE CASE
The study of Triplet trustworthiness requires a use case
which (1) involves all types of trustworthiness require-
ments (privacy, ethics, robustness, reliability, security, and
resiliency), (2) involves all types of entities listed in Table 1
(Persons, Devices, Organizations, Services), and (3) can be
used to analyze the entire lifecycle of associated Triplets.
The Jätkäsaari Living Lab18 provides such a use case with
complex interactions between the different types of entities
in a Twin-based system.

The use case includes traffic monitoring cameras provided
by a supplier, owned by the Helsinki municipality, and
maintained by the employees (mechanics) of the Installer
(a separate installation firm). Traffic monitoring cameras
publish data into a cloud-based traffic-management solution.
The use case and relationships of the entity Triplets are shown
in Fig. 5.

The use case consists of the following five Triplets:

• Helsinki municipality Triplet and Installer Triplet (Orga-
nizations).

• The Triplet of the mechanic (a Person) who is an
employee of the Installer and has sufficient privilege to
conduct actions on Devices.

• Triplet of the cloud-based traffic monitoring solution (a
Service) receiving data from the Devices owned by the
Helsinki municipality.

• Traffic monitoring camera Triplet (a Device) publishes
data and is operated by the Installer.

Here, the Triplets have differing trustworthiness require-
ments, e.g.:

18The Jätkäsaari Living Lab [48] (part of the EU Horizon 2020 IoT-NGIN
project) is a testbed for digital twin deployments in traffic management in the
Jätkäsaari area in Helsinki, Finland [49].
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• The Helsinki municipality needs to be able to ensure the
robustness of the traffic monitoring cameras in varying
environmental conditions and to provide sufficient
evidence about the maintainability of the setup. The
Helsinki municipality and Installer Triplets demon-
strate trustworthiness requirements of Organizations,
and also the complex trust relationships between
Organizations.

• The mechanic (employee of the Installer) needs to be
provided a sufficient level of privacy by ensuring e.g.
data minimization, data retention, use limitation, and
appropriate consent for personal data processing.

• The cloud-based traffic monitoring solution needs to
be able to ensure the provenance of the traffic camera
data, offer evidence of the ethics of the data processing
algorithms, allow traffic monitoring solution users to be
empowered to monitor possible misuse of data about
them, and to protect the system from unauthorized
access and modification.

The lifecycle of the traffic camera use case consists of the
following steps: (1) Helsinki municipality acquires a traffic
monitoring camera (along with its DT) through a supplier,
and the traffic monitoring camera’s Semantic Twin is created
(= made ready as a passive Triplet for the installation of the
rest of the Triplet), (2) Installer firm’s mechanic is given
access to the traffic monitoring camera’s ST and DT by
the Installer (who has received the authority from Helsinki
municipality), and (3)mechanic installs the trafficmonitoring
camera, and associates the camera and its Digital Twin
with the Semantic Twin to form an active Triplet, (4) data
produced by the traffic monitoring camera is uploaded to the
cloud-based trafficmonitoring solution, (5) trafficmonitoring
camera may go out of order and needs to be replaced, (6)
traffic monitoring camera is taken out of use.

VI. TRUSTWORTHINESS REQUIREMENTS
The trustworthiness features ofMaple et al. [5] are used as the
basis for the Triplet trustworthiness requirements. However,
not all requirements are relevant for all types of processing.
Therefore, it is necessary to adjust the requirements depend-
ing on the criticality of the data processing, type of entity, and
lifecycle phase of the data processing.

The following changes were made to the trustworthiness
requirements so that they could be used in the comprehensive
analysis of Triplet trustworthiness:

• Generalizing some requirements. For example, the
requirement for user consent was generalized so that it
applies to personal data processing in general, instead
of only focusing on user attribute collection, processing,
re-use, and release.

• Removing some requirements that are applicable only to
digital identity systems. Examples of removed require-
ments include e.g. ‘‘Remote Identity Proofing and Non-
Face-to-face Onboarding’’, ‘‘ID attributes collected fit

TABLE 3. Triplet trustworthiness requirements.

for scope and purpose’’, and ‘‘Identity Governance and
Intelligence’’.

• Combining some requirements, as they deal with the
same topic. E.g. requirements ‘‘Evidence of Layered
Security’’ and ‘‘Defense-in-depth’’ were combined to
form new requirement ‘‘Layered security and defense-
in-depth’’. Also requirements ‘‘SSO,MFA’’ and ‘‘Policy
enforcement and protection of PII/SPII’’ were not
considered separately, because they were already cov-
ered in requirement ‘‘Authentication, authorization, and
accounting’’.

The adapted, comprehensive set of Triplet trustworthiness
requirements for a high-risk application, that addresses RQ1,
is provided in Table 3.

A. ETHICS REQUIREMENTS
According to Maple et al. [5], the purpose of ethics
requirements is to ‘‘ensure transparent, responsible and
auditable operations throughout the whole lifecycle of data
and information management in systems whilst enabling user
empowerment into this process’’.

1) E1 DATA PROVENANCE
Data provenance (i.e. tracing the origin of a piece of
information) is a process to e.g. guarantee the authenticity
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of a device [50] by ensuring that the device’s claims and
attributes (e.g. device model and its unique identifier) have
been issued by a trusted issuer. Other practical examples
of data provenance are e.g. (1) the need for the cloud
service and its end-users to ensure that the images have
been produced by an authentic device, (2) the ability of the
cloud-service to ensure that the municipality Triplet (the
Triplet representing the owning organization) is, in fact,
authorized to represent the municipality, or (3) the ability
of the device publishing the images to ensure that the cloud
service is operated by a trustworthy legal entity whose
identity is known.

2) E2 MONITOR MISUSE
Different actors require varying levels of transparency [51]
to ensure that the data shared between parties are handled
according to a commonly agreed set of rules. This requires
tracking and data management tooling, for example, for the
mechanics to monitor how their personal data are processed
by the device and for users of the cloud-based traffic
management solution to track their personal data use. The
mechanics may also want to ensure that they can execute
their right to be informed about personal data processing
activities taking place by their employer. At the same time,
the mechanics themselves should be in control of their own
personal data, and as such, there should be no way for an
external entity to monitor the use of the mechanic’s Triplet
without the mechanic’s own consent.

3) E3 OPENNESS
Users of the cloud-based traffic monitoring solution must be
able to ensure that the cloud service’s business logic has been
implemented in a fair, ethical, and transparent manner [52].
This can be achieved e.g. through offering human-readable
policy documentation to provide the necessary evidence and
openness about the ethics of the data processing procedures.
The same openness may also be required from the device
itself as part of the data-processing activities taking place
at the device level. The ability of organizations and natural
persons to be fully open about their data processing activities
may, however, be limited due to data protection or corporate-
confidentiality-related requirements, which may then impact
their trustworthiness.

4) E4 AUDIT TRAIL
A tamper-proof audit log of essential data19 must be collected
by all the Triplets to ensure an appropriate level of traceability
and auditability for the solution in question, and to act as
proof for non-repudiation. An example of an audit log to be
produced includes e.g. a record of when a user has accessed
the DT, including their unique identifier, timestamp, and type
of action executed (e.g. read, update, delete). This type of
access log can be used later, for example, when resolving a
possible security incident. Log information must be collected

19Who did what and when, and on which asset.

in a manner that ensures privacy-preservation [53] by
ensuring data minimization20 and the presence of necessary
controls to reduce the risk of unnecessary correlation.

5) E5 INCLUSIVITY AND ACCESSIBILITY
The solution should consider the varying needs of different
user groups, e.g. through promotion of stakeholders’ inclu-
sion in city planning [54]. In many cases, this requirement
is driven by local regulations that may require inclusivity
and accessibility to be considered in the deployment of
digital services to ensure equal access [55] for all natural
persons. Accessibility requirements are important for the
cloud-based traffic monitoring solution, but the requirement
is also valid for the Installer firm as an employer, who
should not discriminate between its employees.21 Inclusivity
and accessibility governance may be further improved by
supporting human-readable documentation that can be made
available, for example, to employees or the general public.

B. PRIVACY REQUIREMENTS
Maple et al. [5] defined privacy requirements as ‘‘ensuring
that personal and sensitive information transmitted, processed
and shared is treated privately, in adherence to legal and
regulatory restrictions governing its use.’’.

1) P1 DATA MINIMIZATION
The mechanic’s Triplet must maintain its claims and attribute
information in a trustworthy and tamper-proof manner,
while being able to present verifiable information about
the mechanic in a privacy-preserving manner. Privacy-
preservation is the mechanic’s fundamental right [57], and
it must be ensured that only a minimal amount of identity
information about themechanic is exposed to the devicewhen
assessing whether the mechanic is authorized to operate on it.
In addition, it is important to determine the level of privacy
of the personal data exposed through the Semantic Twin
(e.g. to determine whether the personal data need to be fully
anonymous). It is also important to ensure that devices linked
to individuals contain the necessary privacy-preservation
controls, so that they do not weaken the privacy of the
individual. In addition, e.g., if the location information of the
device exposes something about the location of its owner,
the location information must be presented with sufficient
granularity and/or time delay to ensure privacy-preservation
in cases where the device is owned or operated by an
individual.

Organizations and cloud services must ensure data min-
imization, so that they only process personal data that is
essential for the case and the processing has a valid legal
basis. For example, the Installer firm as an organization must
only collect and process information about its employees that
are directly related to the job at hand. In addition, cloud-based

20Only collecting information that is needed.
21For example, reducing bias and discrimination in hirings or promo-

tions [56].
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traffic management solution must not unnecessarily process
personal data (e.g. facial images or license plates, that are
part of the images, should be removed already on the device-
level) that are not essential for the case, but instead should
implement measures to prevent the unnecessary processing
of personal data.

2) P2 USER CONSENT
User consent (one of the possible legal bases for personal
data processing under the EU’s General Data Protection
Regulation (GDPR) [58]) is often required for personal data
processing and ‘‘a valid consent must be explicit for data
collected and the purpose for the data collection should be
stated’’ [33]. Additionally, ‘‘data controllers must be able
to collect consent from end-users and consent might be
withdrawn’’ [33]. In this use case, personal data processing
occurs within the Installer firm (employees’ personal data),
in the device (mechanics’ personal data), and in the cloud-
service (service users’ personal data). As such, the only
service, where user consent would be the legal basis, is the
cloud-service, whereas the legal basis of personal data
processing by the Installer firm and within the device is
the employment contract of the mechanic. The mechanic’s
Triplet should offer capabilities for the mechanic to manage
his/her own consents by providing consent and allowing
revocation of consents.

3) P3 DATA RETENTION
Data retention is a ‘‘concept that encompasses all processes
for storing and preserving data as well as the specific time
periods and policies businesses enforce that determine how
and for how long data should be retained’’ [59]. For natural
persons, the data retention processes must ensure individuals’
control over their personal data to e.g. remain anonymous
when needed, or to control how the individual’s personal
data can be correlated across digital services (such as the
cloud-based traffic monitoring service). The requirements for
data retention can be fulfilled, for example, with sufficiently
short-lived pseudonymous and anonymous identification of
entities.

However, the level of anonymity required in this use
case for mechanics is fundamentally a value-based decision.
Is there a real need to preserve the actual identity of
the mechanic, or would it be enough to ensure that the
device was repaired by a certified mechanic? Usually, one
major reason for having privacy-preservation in place is
to restrict the possibility of large-scale mass surveillance.
In the physical world, one may usually meet at most
tens or hundreds of people, whereas in the digital world,
comprehensive mass surveillance can be easily built if no
privacy guarantees are in place. In this use case, it is not
necessary to keep the mechanics fully anonymous to mitigate
bad maintenance practices. A possible alternative would be to
expose anonymous information about the mechanic through
the Triplet, while allowing the possibility to reveal, in co-

operation with the employer, the identity of the mechanic in
exceptional situations (e.g. criminal investigation).

As such, the privacy of the mechanic’s identity information
should be preserved, while ensuring the ability of the
different actors to identify, to a sufficient degree, the
counterparts they are interacting with. This requires delicate
balancing, and as such, the level of identification is highly
contextual considering the need to ensure the anonymity or
pseudonymity of individual actors. For instance, the device
does not need to be aware of the exact identity of the
mechanic, but only of the pseudonymous identification of the
mechanic.

4) P4 USE LIMITATION
Personal data processing should be limited to cases in which
data are required. For example, the Installer firm should
process personal data about its employees only in cases
where it is required (i.e. not tracking all movements of
the mechanic during the workday). Similarly, the device
and cloud-based traffic management service should use
the personal data that they process only for implementing
the use case in question. Different actors should provide
adequate information regarding personal data processing,
while ensuring that these limitations are followed in practice.

5) P5 PRIVACY IMPACT ASSESSMENT
When considering compliance with privacy and data pro-
tection regulations, the Triplet must be able to provide
machine-readable proofs about the existence of an up-to-
date and periodically conducted privacy impact assessment
and the deployment of necessary controls to ensure privacy-
preservation. The results of the privacy impact assessment
may contain sensitive business-related information, which
means that the actual content of the privacy impact assess-
ment must not be published in its entirety.

6) P6 PRIVACY RISK MITIGATION PLAN
Similarly to privacy impact assessments, actors engaging
in personal data processing (Installer firm, cloud-service,
and camera) need to provide appropriate proof of an
existing privacy risk mitigation plan. This plan may contain
confidential and sensitive information that must be protected
appropriately. Privacy risk mitigation plans must be contin-
uously assessed and must ensure that they provide adequate
controls to counter threats from the continuously changing
privacy threat landscape.

7) P7 PRIVACY MODELS AND POLICIES
End-users engaging in digital transactions with the cloud
service, mechanics using the device, and employees of the
Installer firm need to be able to understand the privacymodels
and policies related to personal data processing conducted by
these entities. Thus, each entity must be capable of publishing
its privacy documentation in a consistent and machine-
and human-readable manner through the Semantic Twin.
An example of making privacy-policy-related information

182110 VOLUME 12, 2024



T. P. Kääriäinen, Y. Kortesniemi: Building Trustworthy Twin-Based Systems With SSIs

available in a standardized and machine-readable manner
is the Aries RFC 0430 framework for Machine-Readable
Governance Frameworks [60].

8) P8 USE OF PRIVACY STANDARDS
Adherence to privacy standards, such as GDPR [58] and
ISO/IEC 27701 [61], is a means for actors to prove e.g.
the existence of necessary tools, controls, and processes for
privacy-preservation in personal data processing. Compliance
usually requires self-assessment or official certification by
an independent auditor. An up-to-date self-assessment or an
official certification should then be made available by the
device, an Installer firm, and a cloud-service through their
Semantic Twin.

C. RELIABILITY REQUIREMENTS
Maple et al. [5] defined reliability requirements as ‘‘the
ability of the system to perform in a consistent and expected
way during a period of time in which it adheres to its
performance specifications adequately’’.

1) RE1 USER CONTACT POINTS
Triplet users have expectations regarding the sharing of
verifiable semantic information about parties engaging in
interactions. The ability to identify contact points (e.g. email,
reporting portal, or phone number) of e.g. the owner of
the traffic monitoring camera or the mechanic, who has
conducted device repair, promotes usability and accessibility
by allowing users to ensure that the device is in fact one
owned by the Helsinki municipality, or maintained by a
certified mechanic. Additionally, it would be possible to e.g.
report possible incidents, problems, defects, and discrepan-
cies in the traffic monitoring camera or traffic management
cloud service to promote e.g. more effective maintenance
procedures and quality of service, and reduce downtime.

2) RE2 FRAUD DETECTION AND PREVENTION
Parties engaging in digital interactions expect appropriate
measures to be in place to detect and prevent fraud which
may lead to e.g. financial loss or identity theft. Fraud
prevention may e.g. include mechanisms to ensure that the
parties are who they claim to be (e.g. the municipality or the
mechanic) and parties to be appropriately notified in cases
where fraudulent activity has taken place.22 Some parties
that engage in regulated activities may also have regulatory
requirements to counter and detect fraud.

3) RE3 EVIDENCE OF GOVERNMENT APPROVED AUDITS
It must be possible for entities engaging in regulated activities
to present proof of certifications that they have undergone
to ensure regulatory compliance. This may be enforced,
for example, through the need for the camera to undergo
regular certifications by an accredited certification body to

22Cloud service or municipality can host a contact point to be notified
about fraudulent use.

ensure that the camera produces images with sufficiently
high quality. In this use case, the mechanic must undergo a
regular certification exam to conduct device repairs. This is
especially important considering the trustworthiness of the
produced data for end-consumers. Regulatory compliance
should also take into account the global scale of Twin-based
solutions and their need to support multiple jurisdictions.
Based on local regulation, various auditing requirements may
also be imposed on the Installer firm (e.g. related to quality
or sustainability) or cloud service (e.g. related to financial
stability or environmental sustainability).

4) RE4 EVIDENCE OF ASSESSMENTS
Based on regulatory requirements, different entities (e.g.
an Installer firm, cloud service, or device) and their Triplets
may be required to make available verifiable semantic
information e.g. about the security or privacy certifications
and assessments of the Triplet. This semantic information
should be made available in machine-readable format. Ver-
ifiable evidence in question will act as additional regulatory
compliance-related proof of the Triplet’s trustworthiness.

5) RE5 HANDLING UNEXPECTED TERMINATION OR ACTION
To ensure the reliability and high-availability of the Triplet
and the possibility of managing the Semantic and Digital
Twins in a scalable manner, the different parts of the Triplet
must be loosely coupled.23 This is needed to e.g. (1) allow
replacing a broken device with a new one without the need
to provision a new Semantic Twin, (2) to properly manage
the situation where the ownership of the device or the cloud
service changes, or (3) when the employment contract of the
mechanic is terminated.

D. ROBUSTNESS REQUIREMENTS
Maple et al. [5] defined robustness requirements as ‘‘The
ability of the system to continue functioning in the presence
of internal and external challenges without fundamental or
drastic changes to its original operations or state’’. Maple et
al. also raised the concern that ‘‘There is no globally agreed
definition of robustness, and the situation is further blurred
by its relationship to resilience and stability’’.

1) RB1 EXPECTED OUTCOMES FROM UNEXPECTED INPUTS
While Triplets are expected to be networked, this does
not necessarily mean that the Triplets would be open to
the Internet; instead, some Triplets (e.g. for industrial IoT
devices) may be open only to a local network. However,
Triplets of cloud services and organizations (municipality,
Installer) are expected to be public, discoverable, and
Internet-facing. Since such endpoints have a wider attack
surface for possible misuse, it is important to ensure that
the Triplets with public and discoverable Internet-facing
endpoints continue to operate and provide the expected

23The elements are weakly associated, and changes in one element do not
affect the performance of the other elements.
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outputs even in exceptional scenarios. This may happen, for
example, in cases where the device produces corrupted or
invalid information to the traffic-monitoring cloud service,
or when an unauthorized person tries to request access from
the Installer firm to conduct repairs on the device.

2) RB2 TIMELINESS OF INFORMATION
Triplets must provide a trustworthy and tamper-safe mech-
anism to present the different claims and attributes of the
entities they represent. As such, it must be possible to ensure
the timeliness of the claims and attribute information so that
they have not been revoked, that they have not expired, and
that their information is up-to-date.

The timeliness of claims and attributes is especially
important when making authorization decisions about, for
example, whether individual entities can perform manage-
ment activities on the Triplet. Authorization may utilize,
for example, ownership-, attribute-, or role-based infor-
mation in decision-making related to the authorization
decision.

Another important situation to consider is the case when
the use of the Triplet is impeded, for example, when the
device is stolen or lost, or when the trafficmonitoring solution
is terminated. The decision to revoke claims and attributes
associated with the Triplet should be proportional to the
associated risk. In some cases (e.g. when using claims for
mechanic’s access control), it is sufficient to issue claims and
attributes with a short lifetime, which restricts their exposure
and lowers the risk for misuse [62]. However, in some cases
it is important that the claims and attributes are explicitly
revoked, for example, in the case that the claims about the
municipality contain invalid information that needs to be
rectified. One such revocation approach was discussed by
Fotiou et al. [63] and can be implemented using e.g. a revo-
cation method described in a W3C draft specification [64].

3) RB3 TOLERANCE OF PROCESS VARIABILITY
Individual parts of the Triplet should be loosely coupled, and
therefore, it should be possible to make changes to them
independently, without disrupting the overall functioning
of the Triplet (e.g. when a physical device is replaced,
the mechanic responsible for repairs changes, ownership of
the device, or cloud service changes). To observe possible
discrepancies in the functioning of the Triplet, it should be
possible to monitor their functionality to observe possible
errors or malfunctions.

Additionally, it should be possible to observe any unex-
pected changes in data storage or processing occurring in
individual parts of the Triplet. This may be one mechanism
for observing possible discrepancies, errors, or malfunctions
of the Triplet; for example, in case (1) there is physical failure
with the device, (2) the mechanic makes mistakes in the
repair, (3) there is a defect in the cloud service business logic,
or (4) the Installer firm erroneously grants too wide access to
device management.

4) RB4 EVIDENCE OF MAINTAINABILITY
Individual mechanics that conduct maintenance operations
may have access to hundreds or thousands of devices and
their Triplets. To improve automation and availability of
maintenance functionalities, mechanics should be able to
effectively discover and have access to machine-readable
and well-designed API endpoints through which to e.g.
request access to the Triplet management and maintenance
functionalities. The same type of automation is also essential
for cloud-based services, as automation is essential for
ensuring the appropriate security of the service (e.g. through
automated installation of software updates).

E. SECURITY REQUIREMENTS
Maple et al. [5] defined security requirements as ‘‘The
protection of data, information and systems against unautho-
rized access or modification whether in storage, processing,
or transit and against denial of service to authorized entities’’.
Many of the security requirements applicable for Triplets are
covered by security requirements criteria frameworks, such as
ISO/IEC 27001 [41] or NIST Cybersecurity Framework [42].

1) S1 ACCESS CONTROL
As defined by NIST Cybersecurity Framework [42] require-
ment PR.AA: ‘‘Access to physical and logical assets is
limited to authorized users, services, and hardware and man-
aged commensurate with the assessed risk of unauthorized
access’’. This applies also to Triplets, so that only authorized
entities should get access to them.

2) S2 SECURITY ASSESSMENT AND AUDITING
Depending on their risk-posture, the Triplets should
demonstrate ‘‘evidence on systematic security assess-
ment’’ [5]. Security assessments and audits are often
conducted using standardized tools and methods, such as
OSSTMM [65] or OWASP [66]. Triplets should make avail-
able machine-readable and verifiable semantic information
about the conducted security assessments and audits.

3) S3 AUTHENTICATION, AUTHORIZATION, AND
ACCOUNTING
Using authentication, authorization, and accounting (AAA),
it should be possible to ‘‘Identify all applications and entities
in the environment’’ [5], i.e. to ensure that the entities
are who they claim to be. Additionally entities should be
assigned access permissions, entitlements, and authorizations
following the principles of least privilege24 and separation
of duties25 as defined in requirement PR.AA-05 in NIST
Cybersecurity Framework [42].

24The principle that a security architecture should be designed so that each
entity is granted the minimum system resources and authorizations that the
entity needs to perform its function. [67].

25No user should be given enough privileges to misuse the system on their
own [68].
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4) S4 LAYERED SECURITY AND DEFENSE-IN-DEPTH
Requirement for layered security is based on the principle
of defense-in-depth which integrates ‘‘people, technology,
and operations capabilities to establish variable barriers
across multiple layers and missions of the organization’’
[69]. This means that Triplets can be e.g. protected with
layers of administrative, technical, or physical controls [5]
to prevent their misuse. Evidence of the use of layered
security principles should be part of the security assessments
conducted for the Triplets.

5) S5 REGULATORY COMPLIANCE
Regulatory compliance requirements set for different types
of Triplets are dependent on the type of Triplet (e.g.
Person, Organization), and on the context (e.g. financial
sector is more regulated). Generally, Triplets should be able
to demonstrate compliance against internal and external
requirements, and depending on the type of Triplet, e.g.
on ISO/IEC 27001 [41], ISO/IEC 24760 [27], or GDPR [58].
Evidence of compliance should be possible to be presented
by the Triplet as verifiable and machine-readable semantic
information.

6) S6 CRYPTOGRAPHIC PROTECTION
Cryptographic controls are often used to ensure confiden-
tiality and integrity of data-in-use, data-at-rest, and data-
in-transit. They should follow agreed data security policies
to ensure that ‘‘data are managed consistent with the
organization’s risk strategy to protect the confidentiality,
integrity, and availability of information’’ as defined by
requirement PR.DS in NIST Cybersecurity Framework [42].

7) S7 MATURITY LEVEL OF SECURITY POLICIES
Entities operating Triplets should be able to assess the matu-
rity of their security policies to continuously improve their
security posture. Entities may use security capability maturity
models, such as C2M2, to ‘‘evaluate their cybersecurity
capabilities and optimize security investments’’ [70].

8) S8 VULNERABILITY MANAGEMENT
Entities should consider vulnerabilities in Triplets throughout
their entire lifecycle. Vulnerabilities should be ‘‘identified,
validated, and recorded’’ (requirement ID.RA-01 [42]), and
the ‘‘potential impacts and likelihoods of threats exploiting
vulnerabilities’’ should be identified and recorded (require-
ment ID.RA-04 [42]). Finally, the vulnerabilities should be
remediated or mitigated.

9) S9 RISK RESPONSE
Entities operating Triplets should demonstrate ‘‘evidence of
security risk management’’ and ‘‘compliance with ‘‘relevant
standards for cybersecurity risk management’’ [5], such as
ISO/IEC 27001 [41], NIST Cybersecurity Framework [42].

This requirement is covered e.g. by requirement GV.OC-0126

in NIST Cybersecurity Framework [42].

10) S10 SYSTEMS AND COMMUNICATIONS PROTECTION
Triplets and their communication-means should be protected
following a ‘‘protection policy and procedures’’ [5]. These
policies and procedures may be established e.g. following
the principles of requirement PR.PS in NIST Cybersecurity
Framework [42], which states that ‘‘The hardware, software
(e.g., firmware, operating systems, applications), and services
of physical and virtual platforms are managed consistent with
the organization’s risk strategy to protect their confidentiality,
integrity, and availability’’.

F. RESILIENCY REQUIREMENTS
Maple et al. [5] defined resiliency requirements as ‘‘The
ability of the system to adjust to internal and external con-
ditions by adapting its operations to ensure the continuation
of expected service under these new conditions’’. Simi-
larly to security requirements, also many of the resiliency
requirements applicable for Triplets are covered by security
requirements criteria frameworks, such as ISO/IEC 27001
[41] or NIST Cybersecurity Framework [42].

1) RS1 INTERNET-FACE PROTECTION
Triplets exposing publicly-accessible endpoints (e.g. Orga-
nizations, Services) should consider applying appropriate
measures to protect these endpoints from harmful traffic.
Appropriate controls include e.g. network security controls
and patch management [5]. The requirement can be fulfilled
e.g. following the guidance from NIST Cybersecurity Frame-
work [42] requirement PR.IR-01.27

2) RS2 INTERNAL SECURITY PROCESSES ENFORCED
Triplets’ internal security processes should be understood
in order to ensure that appropriate controls and monitoring
mechanisms are in place [5]. Monitoring requirements
can be adopted e.g. following the guidance from NIST
Cybersecurity Framework [42] requirement DE.CM.28 For
other controls, guidance from NIST SP 800-53 [71] may be
followed.

3) RS3 BACKUP AND DISASTER RECOVERY PLANS
Triplets should consider backups and disaster recovery
planning for business-critical data to ensure the continu-
ity of the Triplets’ operations. Planning should include
defining acceptable downtimes along with the ability to
demonstrate verifiable evidence about the necessary actions
being taken [5]. Backups are covered by NIST Cybersecurity
Framework [42] requirement PR.DS-11, whereas disaster

26The organizational mission is understood and informs cybersecurity risk
management.

27Networks and environments are protected from unauthorized logical
access and usage.

28Assets are monitored to find anomalies, indicators of compromise, and
other potentially adverse events.
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recovery planning is covered by an entire section (RC) of
recovery-related requirements.

4) RS4 CYBER RESILIENCY STRATEGY
NIST SP 800-53 [71] defines resilience as ‘‘the ability of
an information system to operate under adverse conditions
or stress, even if in a degraded or debilitated state, while
maintaining essential operational capabilities, and to recover
to an effective operational posture in a time frame consistent
with mission needs.’’. Triplets with strict resiliency require-
ments should consider defining a cyber-resiliency strategy
to ensure that ‘‘security architectures are managed with the
organization’s risk strategy to protect asset confidentiality,
integrity, and availability, and organizational resilience’’
(requirement PR.IR in NIST Cybersecurity Framework [42]).

5) RS5 BALANCE BETWEEN PREVENTIVE AND DETECTIVE
CONTROLS
NIST Cybersecurity Framework [42] sets requirements
for both preventive (PR - ‘‘Safeguards to manage the
organization’s cybersecurity risks are used’’) and detective
(DE - ‘‘Possible cybersecurity attacks and compromises are
found and analyzed’’) security controls. Triplets’ security
should take into account both types of requirements to ensure
appropriate level of security for Triplets’ functionality.

6) RS6 REACTION TO SECURITY INCIDENTS
Finally, security of Triplets should consider the ability to
react to security incidents e.g. by following the requirements
from NIST Cybersecurity Framework [42] RS requirements
category. These requirements ensure the presence of appro-
priate mechanisms and processes to guarantee that ‘‘actions
regarding a detected cybersecurity incident are taken’’.

VII. EFFECT OF DIFFERENT ENTITY TYPES AND
LIFECYCLE PHASES
The importance of the studied trustworthiness requirements
varies depending on entity type and lifecycle phase of the
Triplet. After covering the full list of requirements in the
previous section, this section studies how these requirements
are applicable to different types of entities and different
lifecycle phases. The Triplet’s entity type is particularly
relevant for the trustworthiness requirements of the Triplet’s
external view, i.e. the services and interfaces exposed by the
Triplet, whereas the lifecycle phase affects the internal view,
i.e. the internal makeup of the Triplet. The two subsections
below collectively address RQ2.

A. ENTITY TYPES
The use case discussed in the previous section depicts Triplets
for different types of entities:

• Helsinki municipality and Installer (Organizations)
• mechanic (a Person)
• traffic monitoring cloud service (a Service)
• traffic monitoring camera (a Device)

TABLE 4. Trustworthiness requirements pertinent to each entity type.

Table 4 describes the trustworthiness requirements perti-
nent for each entity type. This section starts by presenting the
trustworthiness requirements that are common to all entity
types, and then presents the trustworthiness requirements
pertinent to the different entity types (Services, Devices,
Organizations, Persons). The key requirements for each entity
type are summarized in Fig. 6.

1) COMMON REQUIREMENTS
As a general rule, Triplets must have the authority to represent
an entity (E1). This capability is needed to counter fraud
(Re2) to ensure that the entity is who it claims to be (S3),
which may be a mandatory requirement in many regulatory
schemes (e.g. Anti-Money Laundering directive [72]). Addi-
tionally, it is important to ensure that the entity behind the
Triplet is trustworthy, in fact exists, and that it can ensure the
timeliness of the provided information (Rb2).

Such assurances should be given by the Triplet by offering
access to verifiable evidence about the capabilities of the
DT and underlying entity in machine- and human-readable
formats. Such evidence may be required e.g. for quality,
sustainability, financial stability, and regulatory compliance
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FIGURE 6. Key requirements for each entity type.

(S5). Examples of such verifiable evidence include e.g.
semantic information about Privacy Impact Assessments
(P5), fulfillment of government approved audits (Re3),
or security assessments and audits (S2).

Triplets also require a legal basis for processing personal
data. Services are one of the few entity types for which
consent (P2) can be considered an appropriate legal basis,
and from an individual’s point of view, they must have the
ability to manage their own consents through their personal
Triplet. For Organizations and Devices, the legal basis is
usually something other than consent.

Additionally, Triplets must ensure the presence of appro-
priate preventive and detective controls (Rs5) to protect
their data (S6), systems, communications (S10), and internal
processing (Rs2). Depending on the case, the controls
may be either technical, administrative, or physical (S4),
and they should facilitate the continuous identification and
remediation of vulnerabilities (S8) posing threats on the
Triplets. Finally, the mission-critical data of the Triplets
should be protected with necessary backups and ability to
restore normal operations in case of a disaster (Rs3).

Moreover, Triplets are the authorized representatives of the
entities in the digital realm, and as such, must offer uniform,
access-controlled (S1), and well-designed API endpoints for
DTs, underlying entities, and their services and capabilities.
These are provided by user contact points (Re1) that should
be used, for example, to report incidents or defects to improve
the maintainability and quality of service of the Triplet.
User contact points should also be used to notify relevant
parties (e.g. device owners as guardians and individuals)
about the observed fraudulent activity (Re2). These may,
in turn, be used to initiate necessary actions related to security
incidents (Rs6).

Finally, to ensure trustworthy operations of the Triplet
under unexpected conditions, Triplets should be designed
with loose coupling (Re5). Individual parts of the Triplet may
be in different states (e.g. due to physical failures, changes in
ownership, making mistakes in manual operations), but this
should be taken into account in the Triplet design to ensure
that it can tolerate this kind of process variability (Rb3).

The coverage of privacy-related requirements is heavily
dependent on the type of data processing happening within
the Triplet. When personal data is being processed by a
third party (such as a Device or a Service), the requirements
for privacy are much higher than e.g. in the cases where
an individual Person processes his/her own data for own
purposes.

2) SERVICES
All the ethics, privacy, reliability, robustness, security, and
resiliency requirements listed in Table 4 are applicable to
Services. This is understandable as most of the existing
trustworthiness requirements categorizations (such as the one
by Maple et al. [5]) have been built with digital services and
systems in mind.

Moreover, because Services are often exposed through
open endpoints, they are susceptible to e.g. hacking and
sensitive data leaks. As such, Services’ Triplets should be
robust enough to be able to handle hacking attempts (Rb1,
Rs1) without affecting the normal operations of the Triplet.

3) DEVICES
Types of Devices for which Triplets can be created range, for
example, from industrial IoT Devices to personal wearable
gadgets. Owing to the wealth of different types of Device
setups, it is not relevant for all Devices to offer an appropriate
level of inclusivity (E5), be available to all types of user
groups, or contain advanced fraud detection capabilities
(Re2). Some trustworthiness-related matters can also be
relaxed for Devices that are only accessible from local
networks that require physical proximity (Rb1, Rs1).

A key factor affecting Device and Service trustworthiness
is whether they process personal data, which necessitates
openness (E3) and transparency in personal data processing
activities. The level of transparency required by Devices and
Services differs from Organizations and Persons, as these
types of entities are not required to be fully transparent
and open about their internal data processing, which might
unnecessarily expose confidential information or hinder
individuals’ privacy.
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Finally, considering the key benefit of Triplets in easing the
development and deployment of robust Twin-based systems,
the need for automation is of particular interest. As the
number of Devices increases, the ability to scale automated
management of Devices (Rb4) becomes evenmore important.
For this purpose, the Devices must offer an interface for
remote management.

4) ORGANIZATIONS
Organizations, similar to Services and Devices, require an
actor, who should be able to monitor the Triplet for misuse
(E2). This approach differs from Persons’ own Triplets where
no external monitoring access should be given due to an
individual’s autonomy and need for privacy (although people
with guardians are an exception).

In this use case, the privacy of the mechanic (as an
employee of the Installer firm) needs protection. In this
case however, the legal basis of employee personal data
processing conducted by the Organization Triplet is based
on the employment contract and not consent (P2). When
dealing with personal data (such as that of employees),
Organizations may be forced (due to local regulations) to
follow e.g. the principles of non-discrimination, accessibility,
and inclusivity (E5).

Privacy and personal data processing in Organizations’
Triplets are important because of e.g. the power imbalance
between the employer and employee. As such, Organizations
should apply data minimization (P1) and use limitation (P4)
when processing personal data of their employees to ensure
that the privacy needs of the employees are fulfilled. Finally,
data retention (P3) is not a major problem, as it is sufficient to
assume that in organizations’ internal processes, employees
can be considered fully correlatable.

Organizations should also consider maturity of their
security policies (S7), risk management strategies (S9), and
cyber-resiliency strategies (Rs4) to ensure appropriate level
of security and resiliency for the data processing activities
with the Triplets.

5) PERSONS
Persons should be in control of the personal data process-
ing happening in their own Triplets (again, persons with
guardians are the exception). They must be able to control
their level of anonymity (pseudonymous or anonymous) (P3)
to limit personal data correlation. However, data protection
or privacy regulation requirements (P1, P4-P8), and some
security-compliance requirements (S7, S9, Rs4) are not
applicable in cases where a Person processes personal data
for their own personal use (i.e. where the GDPR’s household
exemption applies [58]). Individuals may, however, need to
e.g. take part in regular security trainings (S2) and keep
their personal Triplets up-to-date (S8) and backed-up (Rs3)
to ensure their secure and resilient operations.

In addition to being in control of their personal Triplets,
Persons must be able to manage how they can be discovered.
In most cases Persons’ Triplets are not expected to host public

and discoverable Internet-facing endpoints, and as such, they
should be less susceptible to data leaks and hacking by
malicious parties (Rb1, Rs1).

Finally, Persons may be working on regulated businesses,
and as such, will need the possibility to e.g. prove that they
possess certain certifications (Re3, S5). In these cases, it is
also important to consider the level of identification (P3)
required for the task at hand.

6) SUMMARY
Ethics-related requirements are mostly focused on Devices
and Services in the sense that all identified ethics require-
ments are applicable for these entity types. Persons and
Organizations are not required to be fully transparent about
their data-processing activities, as they should ensure the
appropriate confidentiality and privacy of these activities.
However, all entities should be able to produce immutable
audit logs and ensure appropriate proofs of the data origin.

Privacy requirements are also fully applicable for Devices
and Services; however, the applicability of user consent for
Devices depends on the legal basis upon which personal data
processing within the Device takes place. For Organizations,
some privacy requirements are not seen as applicable,
because the legal basis for personal data processing is usually
an employment contract. In addition, for Persons, not all
privacy requirements are applicable, for example, when
individuals process data for personal use.

Reliability is most important for Organizations and
Services, because some reliability requirements cannot be
imposed on Devices and Persons. This may be due to the
limitations of the data processing capabilities of Devices
(related to fraud detection and prevention), or to the inability
to enforce Persons to conduct security or privacy-related
assessments about themselves. All entities should be able
to make available contact information about themselves,
prove certifications and audits being conducted, and handle
unexpected lifecycle events (e.g. terminations or changes in
setup).

Robustness is especially relevant for entity types that
expose public and discoverable internet-facing endpoints
(Organizations and Services), whereas entity types that do
not have these types of endpoints can have more relaxed
requirements in terms of the ability to process unexpected
inputs. Automation is most important for Devices and
Services, but also Organizations and Persons can benefit from
it. However, all types of entities should be able to ensure
the timeliness of the information that they process and their
ability to tolerate variability in data processing activities.

Finally, all security and resiliency requirements apply fully
to Organizations and Services. Devices and Persons may
not need to consider public and discoverable Internet-facing
endpoints, if they do not expose such, but need to anyway
consider especially the security and resiliency of their internal
data processing, storage, and communications. All Triplets
should ensure that only authorized entities can access their
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functionalities, and that appropriate preventive and detective
controls are in place to counter threats against them.

B. LIFECYCLE PHASES
Whereas the previous subsection presented trustworthiness
requirements specific to individual entity types, this subsec-
tion covers trustworthiness requirements during the different
lifecycle phases of the Triplet as summarized in Table 5.
Lifecycle is related to the internal characteristics of the
Triplet, that is, how different parts of the Triplet are tied to
each other. This subsection begins by presenting the com-
mon trustworthiness requirements, pertinent to all lifecycle
phases. It will then continue to study the requirements of the
creation phase (for which all trustworthiness requirements
apply), and finally, trustworthiness requirements pertinent
to the update and deletion phases are gone through. The
key requirements for each lifecycle phase are summarized in
Fig. 7.

FIGURE 7. Key requirements for each lifecycle phase.

1) COMMON REQUIREMENTS
Triplets change their state through lifecycle events, and some
requirements need to be considered for all such event types.
Cyber attacks or other harmful events may cause issues e.g.
related to the integrity or confidentiality of the Triplet, which
may lead to the need to conduct investigative operations on
the Triplet. For this purpose, an immutable audit trail (E4)
must be produced to ensure non-repudiation and traceability.
One detective control to mitigate some of the harmful actions
is to notify e.g. the guardians of the Triplet through user
contact points (Re1) about Triplet lifecycle events (as it
might have been initiated by a malicious party) to prevent
misuse (E2) and fraud (Re2), and to react to possible security
incidents (Rs6).

Keeping Triplet setup up-to-date across lifecycle events
may become a daunting task, if done manually. Inconsisten-
cies may also lead to the Triplet going into incoherent state.
As such, lifecycle events of Triplets should be conducted
in an automated manner (Rb4) to reduce the need for
manual operations. This promotes the timeliness of Triplet
semantic information (Rb2) along with the ability to tolerate
possible variability in processes (Rb3) and to appropriately

TABLE 5. Trustworthiness requirements pertinent for each lifecycle
phase.

handle unexpected actions (Re5). Additional resiliency can
be achieved through automated backups (Rs3), which ensure
the ability to recover e.g. from accidental unwanted changes.

Therefore, it is important that Triplets end up in a stable
state as a result of every lifecycle event. This can be achieved
by promoting loose coupling between individual Triplet
elements, so that discrepancies in individual elements would
not make the other parts of the Triplet unusable.

2) CREATION
All trustworthiness requirements must be covered in the
creation phase of the Triplet lifecycle, while keeping in
mind the criticality of the data processing happening in the
Triplet. Special emphasis should be given to the possible
pre-requisites of Triplet creation, which are dependent on
the type of data processing taking place within the Triplet.
Most of the requirements related to the pre-requisites are
applicable to the entire lifecycle of the Triplet, but they are
most important when the Triplet is taken into use. In practice,
however, it is possible that Triplets are created in phases,
which may mean that not all pre-requisites are fulfilled in
the initial phases of the Triplet creation, which impacts the
overall trustworthiness of the Triplet.
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Triplets that represent entities in high criticality domains
may have strict regulatory requirements to ensure their
security, privacy-protection, reliability, and resilience. This
may require the Triplet to be able to demonstrate the presence
of adequate security controls (S4, S6, S10, Rs1), proof
of necessary audits (Re3) and assessments (Re4), and the
ability to conform to local privacy, data protection, and other
regulations (P1-P8, S5).

Proving ownership of the entity is an integral part of the
Triplet creation process in order to ensure that the Triplet can,
in fact, represent the entity in question. This can be achieved
e.g. based on possession of a strong register-based identifier,
and as such, to ensure appropriate data provenance (E1) and
timeliness of information (Rb2).

3) UPDATE
Significant changes in the internal makeup of the Triplet may
lead to a situation, where regulatory requirements force, for
example, a re-certification or audit (Re3, S5), or a privacy
or security assessment to be conducted (Re4, S2). Updates
and changes may also trigger the need to reassess security
policies (S7), risk management strategies (S9), or cyber-
resiliency strategies (Rs4). Major changes in personal data
processing activities also require e.g. that the privacy impact
assessment (P5), privacy risk mitigation plans (P6), privacy
documentation (P7), and privacy models and standards (P8)
are updated. Moreover, user consents (P2) may need to be
re-asked.

In addition, updating the internal setup of the Triplet
requires updating references in different parts of the Triplet
(Semantic Twin, Digital Twin, and entity). It may also be the
case that e.g. the newly associated Digital Twin does not have
access to the same information that the previous Digital Twin
used to have, so it is important that the new Digital Twin is
able to claim the necessary information from trusted sources
(E1).

Finally, to avoid data leaks and hacking, it is important
to detect (E2, Rs5) and prevent (Rb1, Rs5) update events
by unauthorized parties (S1, S3), and to ensure that updates
to the Triplet setup will not cause problems for the normal
operations of the Triplet (Rb3, Re5) e.g. through the
introduction of new vulnerabilities (S8).

4) DELETION
The final phase in the lifecycle of the Triplet is the deletion of
the associated resources. This may happen so that individual
parts of the system are removed or the whole Triplet is
removed altogether. Therefore, it is important to discuss
how removing individual parts of the Triplet affects its
trustworthiness requirements and how the timeliness of its
semantic information (Rb2) is guaranteed.

Removing only the Digital Twin would be an appropriate
option, for example, in the case that the entity itself continues
to function and the Semantic Twin serves the purpose of a
tombstone for the Digital Twin after it has been removed.
It should also be ensured that the entity continues to function
even though it has no Digital Twin associated with it. The

Triplet functions similarly when the entity itself is removed
(with or without the DT being removed). In this case, the ST
would act as a tombstone for the entity (and possibly also for
the DT).

Removal of the Semantic Twin, which leads to the
disappearance of the entire Triplet, must not affect the
availability of the consuming services. As such, the Semantic
Twin requires loose coupling with the consuming services
(i.e. services, Triplets, or other entities that use the services
and interfaces offered by the Semantic Twin).

Finally, if the entire Triplet is removed in a single
operation, the most important point is to ensure that sensitive
information that does not need to be retained is removed
appropriately to prevent misuse (P3). Appropriate backup
and disaster recovery plans (Rs3) are needed to ensure data
restoration in case that deletion happens unintentionally.

5) SUMMARY
The creation phase of Triplets is the most critical, as all
trustworthiness requirements apply to it. In the update phase it
is important to ensure that Triplet data remain up-to-date and
are read from trusted sources, and appropriate measures are
taken to assess the need for possible re-certifications, audits,
or re-assessments of the Triplet due to the change. During
the deletion phase, it is important to ensure data cleanup.
Common to all phases is the need to detect, track, and act
upon authorized changes to ensure robustness and reliability
in varying operational conditions, and to implement automa-
tion to ensure the maintainability of the Triplets.

VIII. ANALYSIS
This section provides an analysis of the comprehensive
set of Triplet trustworthiness requirements for high-risk
applications, which are based on a real-world use case, with
entity type and lifecycle phase viewpoints. It then provides
eleven essential trustworthiness requirements (derived from
the analysis) that should be fulfilled by any type of Triplets,
even ones used in low-risk use cases. These essential
requirements take into account the criticality of the data
processing happening in the Triplet, and answer the research
question RQ3. This section also studies how individual
requirements from the comprehensive list may be solved
with Self-Sovereign identities, and which requirements raise
a need for additional measures, thus providing an answer to
research question RQ4.

A. ANALYSIS OF ENTITY TYPES AND LIFECYCLE PHASES
The analysis revealed that there is no one-size-fits-all
approach for Triplet trustworthiness. The Triplet’s entity
type has a significant impact on trustworthiness requirements
and, as such, some requirements become less relevant for
some entity types, which allows focusing on trustworthiness
requirements that are most relevant to the entity type in
question. In addition, analysis of lifecycle phases revealed
that trustworthiness should not be treated as an afterthought;
instead, it should be ensured that necessary actions have
been taken to achieve the correct level of trustworthiness
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before the Triplet is created. However, these actions should be
balanced based on the criticality of the solution. Altogether,
these actions ensure that trustworthiness is not a hindrance
for the effective development and deployment of twin-based
solutions, but can instead ensure that an appropriate level of
trustworthiness is built-in to the solutions.

Furthermore, analyzing trustworthiness requirements
reveals several cross-cutting issues across all lifecycle
phases and entity types, mostly due to the fact that some
capabilities to demonstrate trustworthiness need to be
covered throughout the entire lifecycle of Triplets, and some
concepts related to security and resiliency are not limited
to any particular entity type or domain. These types of
requirements include the ability to generate an immutable
audit trail (E4), to offer contact points towards the Triplet
(Re1), to ensure reliability (Re5) and robustness (Rb3) under
varying operational conditions, and to ensure timeliness of
the semantic information managed by the Triplet (Rb2).
Additionally, several security (S1-S6) and resiliency (Rs3,
Rs5-Rs6) requirements also apply to all entity types and
lifecycle phases.

Special emphasis should be placed on the creation phase of
the Triplet, as all trustworthiness requirements are applicable
for this, mostly because it is assumed that capabilities to
promote trustworthiness are assumed to be built-in to the
Triplets and not incorporated to the solution afterwards.
All trustworthiness requirements also apply to Services’
Triplets which reflects the notion that existing trustworthiness
requirement frameworks have been developed mostly with
digital services in mind.

Monitoring capabilities built for Triplets should carefully
consider privacy implications, when using them to monitor
Triplets for misuse (E2) and fraud (Rb2) in all lifecycle
phases. For instance, no external monitoring access should be
given to the Triplets of Persons (except those with guardians)
to ensure that the individuals are in control of their own
Triplets. In addition, the type of data processing taking
place within the Triplet and the legal basis on which data
processing takes place (e.g. employee data processing is
based on employment contract) have a significant impact on
the requirements related to transparency and openness (E3),
protecting open endpoints (Rs1), inclusivity and accessibility
(E5), and privacy (P1-P8).

Moreover, Devices and Services can benefit from a
scalable and risk-resilient means for maintainability through
automation (Rb4) and presence of an appropriate risk
management strategy (S9) in all lifecycle phases.

Finally, Triplet owners are responsible for the necessary
actions to demonstrate the trustworthiness of their Triplet,
so that third parties can take advantage of them in their
own services. Decision-making on trustworthiness can be
made easier by offering verifiable proofs to back the claims
related to trustworthiness of the Triplet. These verifiable
proofs can include e.g. proof of required privacy impact
assessments (P5), existence of privacy risk mitigation plans
(P6) and privacy documentation (P7), proof of privacy

self-assessments or certification (P8), proof of necessary
government-approved audits (Re3) and security assessments
(Re4), and ensuring the presence of appropriate vulnerability
management (S8) and systems and communications protec-
tion (S10) practices, and internal security processes (Rs2).

B. ESSENTIAL TRUSTWORTHINESS REQUIREMENTS
The comprehensive trustworthiness requirements list for
high-risk applications provided in Section VI allows the study
of Triplet trustworthiness from different angles. Within the
covered requirements there are, however, some recurring
themes that can be summarized to an eleven-point list of
essential trustworthiness requirements (provided in Table 6)
that should be fulfilled by any Triplet-based system requiring
at least some level of trustworthiness, thus answering the
research question RQ3. This list combines common themes
and requirements into a concise set of new and more focused
essential requirements that also cover the most important
trustworthiness needs of less-critical solutions. For more
elaborate trustworthiness requirements handling required by
high-critical solutions, it is still necessary to go through
the comprehensive trustworthiness requirements listed in
Table 3.

C. HOW FAR CAN SSIS SOLVE TRUSTWORTHINESS?
Ensuring the trustworthiness of Triplets is an important aspect
to consider when discussing their wide-scale adoption. SSIs
offer one way to solve many of the discussed trustworthiness
requirements. This subsection presents the extent to which
SSIs can be used to solve the comprehensive trustworthiness
requirements of Triplets for high-criticality applications,
as shown in Table 7, thus addressing RQ4.

SSIs are useful e.g. for identification and ensuring
data integrity, but they do not offer other general-purpose
IT capabilities, such as monitoring, logging, governance,
maintenance, riskmanagement, incident response, or security
policy management operations. As such, the following
trustworthiness requirements cannot be fulfilled by the
deployment of SSIs: monitoring misuse (E2), audit trail
(E4), fraud detection and prevention (Re2), handling unex-
pected termination or action (Re5), expected outcomes from
unexpected inputs (Rb1), tolerance of process variability
(Rb3), evidence of maintainability (Rb4), risk response (S9),
maturity level of security policies (S7), and reaction to
security incidents (Rs6). Therefore, dedicated systems should
be used instead.

Further, some requirements raise the need for additional
measures, such as common monitoring and reporting solu-
tions (E2, E4, Re2), architecture blueprints to ensure robust-
ness (Rb1, Rb3) and reliability (Re5), cyber resilience strate-
gies (Rs4), tooling for automated maintenance, backups, and
vulnerability management (Rb4, Rs3, S8); and deployment
of dedicated security solutions, controls, and processes (S4,
S10, Rs1, Rs2, Rs6). However, through the capabilities of
Decentralized Identifiers [28] andVerifiable Credentials [29],
it is possible to express identifiers and claims about individual
entities such that they are e.g. guaranteed to be issued by a
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TABLE 6. Eleven essential trustworthiness requirements for Triplets.

trusted issuer (E1), are up-to-date and not revoked or expired
(Rb2), and offer controls to ensure effective access control
(S1) and authentication, authorization, and accounting (S3).
Self-Sovereign Identities also take advantage of effective
cryptographic measures, and can thus ensure appropriate
cryptographic data protection (S6).

Verifiable credentials can also be used as references for
documentation of data processing openness and transparency
(E3), adherence to inclusivity and accessibility regulations
(E5), user contact points (Re1), and evidence of government
approved audits (Re3), security assessments (Re4, S2), and
regulatory compliance (S5). In addition, most privacy-related
documentation required by data protection regulations can
be made available in a verifiable manner through verifiable
credentials. This documentation includes e.g. details regard-
ing personal data processing use limitations (P4), privacy
impact assessments (P5), privacy risk mitigation plans (P6),
privacy documentation (P7), and privacy self-assessments
and certifications (P8), respectively. Additionally, verifiable
credentials can be used to manage user consents and offer
consent management capabilities through the ability to give
and revoke consents (P2).

TABLE 7. Trustworthiness requirements solvable with SSIs.

Although verifiable credentials are an effective means to
ensure the origin and timeliness of the presented claims, they
require an additional governance layer to determine e.g. the
roles and responsibilities, processes, and common rules that
are applicable to the claims in question. Therefore, there
is a need for additional ecosystem governance frameworks
to determine the actual contents and policies associated
with verifiable credentials. The key requirements of these
ecosystem governance frameworks, compiled from [10]
and [73], are listed in Table 8.

Even though SSI concepts are mostly usable for Persons,
it is also possible to ensure privacy-preservation for Person-
affiliated Devices. Identifiers associated with SSIs also
offer the ability to provide anonymous or pseudonymous
identification, which is useful for fulfilling e.g. data retention
requirements (P3). The entities participating in digital
transactions should ensure that they are capable of handling
interactions with anonymous or pseudonymous identification
to guarantee privacy-preservation of the persons participating
in the interactions. Selective disclosure and Zero-Knowledge
Proofs29 (ZKPs) enable data minimization (P1), which has

29Protocols allowing one party to demonstrate to another party that a
particular statement is true, without revealing any information about the
statement itself.
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TABLE 8. Key requirements of ecosystem governance frameworks.

been enforced as a guiding principle in many data protection
regulations, such as the European General Data Protection
Regulation (GDPR) [58].

The benefits of using SSI identities are primarily related
to the ability to use a single and well-defined imple-
mentation to address multiple trustworthiness requirements.
These include, for example, proof-of-origin, timeliness of
information, and privacy-preservation. Additionally, SSIs
offer a cost-efficient and scalable solution that does not rely
on centralized parties. However, in a complex environment
with a large number of parties issuing different types of
credentials, it may become difficult for cloud providers and
other entities to stay up-to-date about who are the parties that
produce trustworthy data, which may lead to dependencies on
centralized providers of trustworthiness information.

In addition, SSIs cannot anonymize parties if the identi-
fying information is leaked via other channels. Therefore,
even though (short-lived) anonymous and pseudonymous
identification practically eliminates the ability to correlate
individuals’ activities, there may still exist additional means
for correlation especially when individuals have complex
relationships with multiple entities. This may happen, e.g.,
when a device owner uses multiple devices and correlation
occurs, for example, by deducing patterns from device usage.

Altogether, SSIs cover many areas of trustworthiness, and
as anonymous identification technology, they have several
benefits in ensuring privacy-preservation when comparing
against other digital identity technologies. However, SSIs do
not solve Triplet trustworthiness by themselves, as additional
tools such as architectural blueprints, reference architecture
frameworks, and ecosystem governance frameworks are
needed to comprehensively address Triplet trustworthiness,
and to fulfill the full set of requirements.

IX. DISCUSSION AND FUTURE WORK
Technically, it would be possible to build Triplets without any
trustworthiness considerations. However, it is probable that
their adoption and use would not expand, as it would not be
possible for actors to trust one another when planning to inte-
grate third-party offered Triplets to their solutions. Through

the availability of essential trustworthiness requirements,
trustworthiness can be offered also for low-risk use cases,
which makes it easier to ensure trustworthiness in all types of
scenarios and further promote the adoption of Triplet-based
technologies as the basis for twin-based solutions.

Trustworthiness is a complex topic that needs to be studied
from multiple angles. The comprehensive trustworthiness
requirements list in this paper shows that there are at least
tens of requirements that need to be considered in a high-
risk scenario. Assessing and evaluating even an individual
trustworthiness requirement may be a laborious task. Triplets
promote automation at the very best, but automation is
needed also in the evaluation and assessment of Triplet
trustworthiness. This would be an interesting area for future
research, i.e. to study the capabilities to automate the
trustworthiness evaluations of Triplets.

SSI technologies can still be seen as a viable technology
to demonstrate many aspects of trustworthiness. Study of
Triplet trustworthiness has shown that there is a need
to publish a vast amount of structured and unstructured
information about Triplet trustworthiness, which necessitates
improved ability to semantically model this information.
Therefore, it would be important to study the possibilities
of utilizing existing semantic technologies to model Triplet
trustworthiness information in an effective manner.

Future work on Triplet trustworthiness will include studies
on the effective use of attestation of verifiable data about
different entities, such as accreditations by certification
bodies about the trustworthiness of device measurements,
or credentials issued to a mechanic to perform certain instal-
lations or configurations. In addition, discovery mechanisms,
such as GS1 links and QR codes, could make accessing the
correct twins more convenient, but assuring that the linkage
is trustworthy requires further work. Finally, an interesting
area for future research would be to study how licensing,
payments, and other types of access restrictions should be
managed in a complex Twin-based environment.

A key limitation of this paper is that it does not attempt
to provide a thorough empirical validation of the proposed
model, but instead uses a representative use case to study
Triplet trustworthiness. Evaluating the model with additional
use cases of different types provides an opportunity for future
research.

X. CONCLUSION
This study has provided us with a comprehensive baseline
of trustworthiness requirements for Triplets, which ensures
trustworthiness for high-risk applications through a holistic
approach. This solves the shortcomings of previous studies
covered in Section IV by providing multiple trustworthiness
categories, viewpoints for different types of entities, and
being technology-agnostic. The original set of requirements
by Maple et al. [5] needed to be adapted to meet the
requirements of Triplets, and a closer study of the require-
ments revealed that some requirements become irrelevant
for some types of Triplets and lifecycle phases. There is
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also redundancy and overlap between the requirements; as
such, it is useful to primarily focus on the most essential
ones first, especially when dealing with low-risk Triplet use
cases. These eleven essential trustworthiness requirements
for Triplets were presented in Section VIII.

In addition, the paper has shown that it is possible to use
a real-world use case as a basis to analyze trustworthiness
requirements pertinent to critical Triplet-based systems of
different entity types and lifecycle phases. The result of
the analysis identified some cross-cutting trustworthiness
requirements applicable for all entity types and lifecycle
phases, such as audit logging, reliability and robustness
under varying operational conditions, and the need to ensure
timeliness of the data managed by the Triplet. Differences
were identified in terms of entity type and lifecycle phase,
particularly considering privacy requirements, support for
automation, monitoring for misuse and fraud, and the need to
publish verifiable semantic information through the Semantic
Twin.

SSIs solve many of the trustworthiness requirements,
particularly related to data provenance and timeliness,
privacy-preservation, and the ability to present verifiable
proofs about the capabilities of the Triplet, but in addition
to SSIs, there is a need for architectural blueprints, reference
architecture frameworks, ecosystem governance frameworks,
and other governance methods to comprehensively cover the
trustworthiness requirements of Triplets.
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