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A B S T R A C T

In the present climate, almost all high-latitude rivers in northern regions freeze every winter. In the future,
however, climate change may cause shifts in freezing, duration and breakup of river ice cover, runoff, and
sediment transport. The main aim of the study is to determine changes in surface flow velocity during river ice
freezing and melting periods. We also examine the interplay between surface flow velocity and the initiation and
progress of freezing and break-up. The study was performed in three Nordic rivers: the Pulmanki (northern
Finland), the Koita (eastern Finland), and the Sävar (northern Sweden). They represent different slope and depth
conditions and are representative of boreal and sub-arctic channel types. The flow characteristics were measured
and remote sensing data for video-based surface velocimetry analyses (STIV) were collected during one season in
each river during autumn ice-formation and spring ice break-up. STIV enabled analyses of surface flow velocities,
which were compared to direct flow measurements and against freezing (incl. frazil ice, and partial ice cover)
and break-up characteristics.
Notable variations were observed in the interaction between ice cover and flow velocities among the three

rivers. The Pulmanki River showed the most rapid decrease in flow velocities during freezing due to increased
friction from the ice cover. Continuous frazil ice formation occurred in the Sävar and Pulmanki Rivers, while the
Koita River experienced intermittent episodes. Temperature was key in accelerating freezing during colder days
and causing ice break-up during warmer days. During the melting period, the Pulmanki River had the highest
flow velocities during melting, while the Koita and Sävar Rivers showed a steady increase as the ice melted.
Regression models showed that higher flow velocities reduced ice cover, with air temperature also influencing
ice behavior. The STIV method enabled effective detection of flow and ice rafting and proved useful for tracking
river ice with affordable time-lapse cameras. These findings provide valuable insights for managing river systems
in cold climates.

1. Introduction

More than one-third of the Earth’s landmass is drained by rivers that
freeze seasonally (Yang et al., 2020), and further, nearly 60% of rivers in
the northern hemisphere are affected by ice during winter (Prowse,
2005). Climate change not only alters seasonal river discharges
(MacDonald et al., 2018) but also affects river ice regimes. A trend of
decreasing ice-cover duration is evident in numerous rivers (e.g., Fukś,
2023; Ionita et al., 2018; Magnuson et al., 2000; Norrgård and Helama,
2022; Veijalainen et al., 2010), and it has been projected that river ice
cover will continue to diminish globally throughout the 21st century

(Yang et al., 2020). The significance of river ice is substantial, as it, along
with discharge, regulates key aspects of river systems such as flow dy-
namics, flood occurrences, and sediment transport (Kämäri et al., 2015;
Lotsari et al., 2019; Prowse, 2001). These factors, in turn, have a pro-
found impact on ecosystem function and biodiversity (Casson et al.,
2012; Prowse, 2001b; Thellman et al., 2021; Yang et al., 2020). To
understand the impacts of future climate change on river ice develop-
ment and thus river channel erosion and sediment transport, we must
first understand the interplay between river flow velocities and river ice
development and decay (Lotsari et al., 2020; Peters et al., 2017; Rou-
zegar and Clark, 2023).
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Understanding the complex process of ice formation requires
detailed data about meteorological, hydrological and physiographic
properties of the river and its catchment. While the basic initiation of
frazil ice development due to supercooling (i.e. water temperature a few
one-hundredths of a degree below 0 ◦C in turbulent flow) is well un-
derstood, there are still uncertainties of the impacts of partial ice-cover
on flow velocity (McFarlane et al., 2015, 2017). With higher winter
temperatures, this cycle of freezing and thawing will happen more often
(Andréasson et al., 2004; Lind and Nilsson, 2015), thus this is a partic-
ularly important period in the ice cycle to study. Findings from field
studies done in full ice-cover conditions during the last decade suggest
that ice cover affects the vertical and lateral distribution of flow velocity
and in some cases is opposite to the characteristics observed in open-
channel conditions (Demers et al., 2011; Lotsari et al., 2017). The
roughness of both the river channel and the ice will affect flow veloc-
ities. Rough surfaces reduce flow velocities in the immediate vicinity of
the rough boundary, while simultaneously increasing the applied shear
stress on the rough boundary. This redistribution of flow and shear stress
can potentially influence the rates of border-ice growth, both laterally
and in terms of thickness, as well as the processes of sediment and ice
erosion and deposition (Peters et al. 2018; Clark and Doering, 2009).

However, most of the previous studies on the relationship between
hydraulics, supercooling, and frazil ice development during the partial
ice cover period have been conducted in flumes (Carstens, 1966; Daly
and Crrel, 1984; Clark and Doering, 2009; McFarlane et al., 2015). A
better understanding of ice cover formation and decay processes (i.e.
periods of partial ice cover) in natural rivers, together with different
flow situations, is a key first step in enabling predictions of future
climate change impacts on northern rivers and subsequent interactions
with sediment transport.

The availability of field data under partial ice-cover conditions are
limited due to the temporary nature of border ice growth and the low
strength of thin ice, which raises safety concerns for data collection
(Nyantekyi-Kwakye et al., 2020). Similarly, there is a scarcity of nu-
merical modeling studies on partial ice cover, primarily due to the lack
of sufficient benchmark data for model validation (Rouzegar and Clark,
2023). In order to observe the impact of partial river ice on flow ve-
locities, new methodological development was needed. During the
freezing period, the river ice is not thick enough for doing measurements
by standing on the (border) ice, and boat-based flow velocity measure-
ments are not possible as it may affect river ice development conditions.
One solution is close-range remote sensing, such as image velocimetry
methods that enable analysis of surface flow velocity between consec-
utive video frames (Rohacs et al., 2023). In a study conducted by Michel
et al. (1982), the surface water velocity was determined by tracking ice
floes from film sequences at the St. Anne River in Quebec. This was one
of the first studies using video-based velocity analyses for rivers. The
particle image velocimetry method first appeared in the literature in
1984 (Adrian, 1984, 2005). Since then, these methods have developed,
and multiple approaches are available that suit different types or quality
of video data and research questions. (Large Scale) Particle Image
Velocimetry ([LS]PIV) detects particle groups (Yeh et al., 2019), Particle
Tracking Velocimetry (PTV) detects individual particles (Eltner et al.,
2021), and Space-time Image Velocimetry (STIV) detects changes of
pixel values (Zhao et al., 2021), for example, differences in brightness or
actual particles moving through the images. STIV has great potential in
real-time monitoring of river flow with its high spatial resolution and its
ability to provide flow measurements efficiently and simply, reducing
the complexity of time-related analyses (Watanabe et al., 2021; Zhao
et al., 2021). The method hinges on the analysis of space–time images
(STIs), which are generated by stacking sequential image lines or col-
umns extracted over time, usually perpendicular to the flow direction
(Fujita et al., 2007). PIV has recently been used in seepage analyses in
the case of ice jams (Murray et al., 2022). However, to our knowledge,
STIV, or any of the other methods, have not been used to detect changes
in river flow velocity along with frazil ice and partial river ice cover

formation, or during ice decay, in river systems. However, recent studies
from open-channel flow conditions have shown that surface flow ve-
locities, derived from close-range remote video datasets (Eltner et al.,
2021), can also be used for discharge calculations with additional
reference data, in addition to enhancement of numerical modelling
calibration (Wolff et al., 2024).

However, before being able to accurately model freezing and melting
periods, we must take the first step to understand the processes based on
measured data. Therefore, the main objective of this study is to under-
stand changes in surface flow velocity during freezing causing ice for-
mation and melting periods causing ice break-up of three Nordic rivers.
More specifically, we investigate the interplay between surface flow
velocity and the initiation and progression of freezing and break-up. The
study was conducted in three rivers with reaches having varying char-
acteristics (e.g., slope and depth), representative of boreal and sub-arctic
channel types, using video-based surface velocimetry methods (STIV).
The temporally dense time series enables the detection of these ice
processes and thus allow us to address our study objective. As the three
study rivers (Pulmanki River, northern Finland; Koita River, eastern
Finland; Sävar River, northern Sweden) are located in regions where a
shortened ice-covered period is predicted (AMAP 2011), the results of
this study can be used in future research to investigate the effects of
climate change on these areas.

2. Study areas

The study includes two rivers in Finland: the Pulmanki River (69.9◦

N 28.0◦ E), located in northern Lapland, and the Koita River (62.9◦ N
31.4◦ E), situated in eastern Finland in the region of Northern Karelia.
The third site is the Sävar River (64.2◦ N, 20.4◦ E) in northern Sweden,
Västerbotten County. All these areas (Fig. 1) were glaciated under the
Fennoscandian ice sheet in the Late Weichselian, and therefore these
catchments exhibit geomorphological typical characteristics, including
exposed bedrock areas, till, moraine formations, and glaciofluvial de-
posits and sediment. Data from the Pulmanki and Sävar Rivers were
collected in autumn 2021 to spring 2022, and from the Koita River in
autumn 2020 to spring 2021.

2.1. Pulmanki River

The upper Pulmanki River, in northern Finland, is situated in the
polar region within a subarctic climate characterized by cool and short
summers without a distinct dry period (Peel et al., 2007). Peak dis-
charges of up to 70 m3/s occurs from mid-May to early June due to
snowmelt (Kasvi et al., 2015), while summer and autumn discharges
average around 4 m3/s (Kasvi et al., 2012). The river is covered in ice for
7–8 months, from October until late April or May (Lotsari et al., 2019),
with an average thickness of 52 cm, which is influenced by the river’s
flow rate and depth (Kämäri et al., 2017). Ice break-up generally begins
with thermal melting, which continues with more mechanical breakup
as the ice decays and the river clears (Lotsari et al., 2019). The study area
is surrounded by fjelds and the river meanders through a valley filled
with glaciofluvial and glaciolacustrine sediments (Hirvas et al., 1988).
The vegetation is typical subarctic, consisting of low shrubs and alpine
birch. The Pulmanki River has the lowest slope of the three rivers, with a
gradient of 0.000122 m/m. Additionally, the river at this site is rela-
tively shallow, as shown in Fig. 3. The maximum water depths recorded
were 1.1 m in October 2021 and 2 m in May 2022.

2.2. Koita River

The Koita River, located in eastern Finland, is in the mid-boreal
climate zone. Similar to the Pulmanki River, the Koita River experi-
ences increased flow in spring due to snowmelt, but heavy rainfall in
summer and autumn can also cause peak flow conditions (Kärkkäinen
and Lotsari, 2022). During the open channel period in 2020, the river
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discharge varied between 7 and 33m3/s (Kärkkäinen and Lotsari, 2022).
The region has well sorted surficial sediments from a glacial river.
Forestry activities, including timber-floating from the 19th century to
the 1970s, impacted the catchment, but recent assessments show that it
has returned to a natural state (Metsähallitus, 2006). The study site in-
cludes a meander bend 170 m upstream of a section of rapids. The river
has a low gradient of 0.000615 m/m. The greatest water depth was 3.0
m in the spring of 2021 (Fig. 3).

2.3. Sävar River

The Sävar River, in northern Sweden, is also located in the subarctic
climate region. The river has summer low-flow and mid-winter dis-
charges of 5 m3/s and 3 m3/s, respectively (Polvi et al., 2020). The
highest flow peak, 39 m3/s, occurred during the spring snowmelt in
2021 (SMHI, 2023). High discharge events occur year-round, first

during spring snowmelt and again in late autumn from heavy rainfall.
According to Polvi et al. (2020), during mid-winter stable ice cover
conditions with an average thickness of 0.56 m, the ice had distinct
layers, suggesting multiple freezing events. During ice break-up, higher
temperatures and flowing water erode the ice from both the top and
bottom. Mechanical break-up further fragments the ice, which, once
frozen to the banks, breaks apart and drifts downstream. Similar to the
Koita River, there are rapids circa 150 m downstream of the study
location. The study area is located in a partially enclosed valley with
steep terrace slopes formed by glaciogenic and glacio-fluvial sediments
(Polvi et al., 2020). The Sävar River has the highest gradient, with a
slope of 0.00135 m/m. Maximum water depth during the observation
period was 2.4 m in 2021 autumn, and 1.9 m during June 2022.

Fig. 1. The study sites and locations of time-lapse trail cameras and the Ground Control Point (GCP) locations for georeferencing the video frames for flow velocity
(STIV) analyses. At the Koita River, the GCPs were marked on tree trunks on the far side of the river, but on branches next to the camera.
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3. Materials and methods

3.1. Field measurements

This study was based on measurements from the Koita River in

2020–2021 and the Pulmanki and Sävar Rivers in 2021–2022. Water
levels were measured from the cross-section locations (Fig. 1: camera
locations) using RTK-GNSS at distances ranging from 50 to 500 m up-
stream and downstream of the study site to accurately calculate the
water surface slope (m/m) (see Appendix A for RTK-GPS measurement

Fig. 2. Cross-sectional profiles of the Pulmanki River (on 16.05.2022, at 39 m3/s discharge, and on 20.10.2021, at 6 m3/s discharge), Koita River (on 10.05.2021, at
20 m3/s discharge) and Sävar River (on 07.06.2022, at 9 m3/s discharge). The cross-sections of the rivers are from the same spot as where the camera on the river is
located (cf. Fig. 1). In the Pulmanki River, ice accumulation along the right bank and a lower water level in autumn prevented a complete echo sounding survey of the
entire riverbed.

Fig. 3. Pictures from trail cameras, the top row shows a picture during freezing period and the bottom row shows a picture during melting period. Images A and B:
Pulmanki River, C and D: Koita River, E and F: Sävar River. Ground control points can be seen in the images as white squares marked with a cross. Pieces of tape can
be seen on the branches of the bush along the Koita River, which were also used as ground control points.
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accuracies). In the Sävar River, data from a submerged water pressure
sensor (Solinst Levelogger), combined with with a Solinst Barologger
sensor of air pressure, was used to calculate water depth throughout the
study period. RTK-GNSS water level measurements from the autumn
and spring allowed us to convert the depth data into water level data for
the freezing and melting periods. At the Sävar River site, water tem-
perature was measured using HOBO Onset sensors, while air tempera-
ture was measured using the Solinst Barologger and a trail camera. At
the Pulmanki River site, both HOBO Onset sensors and a trail camera
were used for air temperature, and a Solinst levelogger was used for
water temperature. At the Koita River, air temperature was only recor-
ded by a trail camera.

Flow velocity measurements were conducted at the study sites to
provide reference data for the remote sensing video data, which are later
used for surface velocity calculations (see below). In the Pulmanki River,
measurements coincided with the video data collection dates
(20.10.2021 and 16.5.2022). For the Sävar River, flow velocity was
measured one and a half day before the camera installation (9.11.2021)
and again in spring 2022 on the same day as the video data (6.7.2022).
At the Koita River, measurements were taken one month before the
camera installation in autumn 2020. At the Pulmanki and Koita Rivers,
3D flow measurements were performed with an Acoustic Doppler Cur-
rent Profiler (ADCP, Sontek M9). Whereas at the Sävar River, an elec-
tromagnetic velocimeter (Valeport Model801), which is capable of 1D
flow measurements, was used in the autumn 2021 freezing period and
an ADCP was used in the spring 2022 melting period. From the ADCP
data, the velocity value of the cell closest to the surface was used for the
analyses. These cells were ~16 cm below the surface. In the Sävar River
(fall 2021), flow velocities were measured with an electromagnetic
velocimeter at 2 m intervals across the transect, approximately 5 cm
from the surface.

3.2. Time-lapse camera installation

video data were collected using time-lapse trail cameras at each
study site (Fig. 3). Battery-powered Burrel Edge HD cameras were
mounted on large trees to minimize windmovement and capture a cross-
sectional view of the river channel, ensuring visibility of both banks for
reference measurements. The cameras recorded 10-second video clips
every two hours at a resolution of 1920x1080 pixels and 30 frames per
second. Ground Control Points (GCPs) were placed on both sides of the
channel as reference points in the cameraman’s field of view. Where
possible, GCPs were placed on the ground close to the riverbanks;
however on the Koita River, GCPs were attached to nearby trees and
branches. The GCPs were measured with a Trimble R12i RTK-GNSS
(Real-Time Kinematic Global Navigation Satellite System) and are
used to correct any camera frame movement (see Appendix A for GCP
measurement accuracies).

3.3. Open source data

Reference air temperature data were obtained from nearby national
weather stations, and historical averages (Pulmanki 1984–2021, Koita
2000–2020, Sävar 1989–2021) were calculated for comparison with
measured temperatures during the study period (See Section 3.1).
Finnish data were obtained from the Finnish Meteorological Institute
(FMI), with the closest station to the Pulmanki River located in Nuor-
gam, Utsjoki, about 18 km from the study site. The closest weather
station to the Koita River site was Mekrijärvi, Ilomantsi, 28 km away,
while air temperature data for the Swedish site was obtained from a
Swedish Meteorological and Hydrological Institute’s (SMHI) station 29
km away.

Discharge data for the entire measurement period of the Sävar River
was obtained from an SMHI hydrological station located approximately
9 km upstream of the Sävar River study area (Swedish Meteorological
and Hydrological Institute, 2023). At this station, a sensor continuously

monitors water level, and these data were used to calculate discharge
through a stage-discharge curve. To ensure accuracy, periodic reference
measurements are conducted to recalibrate the curve (Swedish Meteo-
rological and Hydrological Institute, 2024). Note that flow velocity
measurements for sävarå and other sites, were based on own measure-
ment, not from national sensor networks.

3.4. Velocity and ice cover analyses from video data

The cameras recorded videos from the rivers every two hours. Some
footage was discarded due to environmental disturbances, including
lack of daylight in late autumn and early spring, fog, heavy snow, rain
and strong winds that obscured the view. After filtering out unusable
footage, the remaining videos were extracted as frames for analysis of
surface flow velocity and ice cover.

Surface flow velocity analyses were performed using Hydro-STIV
software (Hydro-STIV v.1.2.2, Hydro Technology Institute co.), which
uses Space-Time Image Velocimetry (STIV) for velocity estimation, a
method derived from Large-Scale Particle Image Velocimetry (LSPIV)
developed by Fujita in 2007 (Fujita et al., 2007). The videos were
georeferenced using known GCPs and the software performed orthor-
ectification and calibration, providing error values (see Appendix B for
error values) related to GCP accuracy, camera lens distortion, image
quality, lighting, and human error. The method relies on analyzing
space–time images (STIs), created by stacking sequential image lines or
columns, usually perpendicular to the flow (Fujita et al., 2007), which
captures temporal and spatial flow variations. Velocity is estimated by
examining changes in pixel brightness from moving objects, such as
leaves or ice. Advanced filtering and deep learning algorithms enhance
the accuracy and robustness of these measurements, particularly in
challenging conditions. A study by Watanabe et al. (2021) showed that
deep learning can increase the efficiency and performance of STIV by
continuously improving with more data, while also saving time through
automation, especially in large-scale analyses. The software allows users
to create search lines composed of points where analysis is performed on
their videos. Along the Sävar River (width: ~21 m) and the Koita River
(width: ~34 m), search lines were placed in the STIV software at 40 cm
intervals, while the wider cross section of the Pulmanki River (width:
~42 m) required search lines at 50 cm intervals.

In STIV, flow velocity v is calculated using the gradient φ of the stripe
pattern in the space–time image, representing water surface movements
(Fig. 4). Pixel changes in the video capture these dynamics, and Eq. (1)
uses a proportional coefficient k to convert pixel measurements to real-
world scale.

v = ktanϕ (1)

To achieve automatic detection of STI pattern gradients, a Con-
volutional Neural Network (CNN) was used to accurately approximate
the nonlinear function f(I), which calculates the gradient ϕ of the stripe
pattern [2] based on the STI information I ∈ RCh×H×W. In this context, Ch
represents the number of channels in the STI, which is 3 for an RGB
image. H denotes the height of the STI, indicating the number of image
frames that compose the STI. Lastly, W signifies the width of the STI,
representing the number of pixels in the search line.

ϕ = f(I) (2)

A CNN was employed to approximate the pattern gradient’s classi-
fication probability distribution p when the image intensity value in-
formation I is given as shown in Eq. (3), and then the estimated gradient
ϕ is ϕ̂ ∈ {ϕ1, ϕ2, ⋯, ϕN} which gives the maximum probability.

ϕ = argmaxϕ̂p(ϕ̂|I) (3)

The use of the CNNmethod enables the estimation of gradient values
and the production of estimated probability distributions for each class.
Additionally, the software evaluates the confidence intervals of the
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gradient values, taking into account the uncertainties associated with
the probability distributions. The Hydro-STIV software is based on the
approach described by Watanabe et al. (2021) but has been further
developed. The current version includes a CNN trained on 40,000 STIs to
improve resolution and performance, which we used for our analyses
(Hydro Technology Institute co., 2022)

Analyzed surface velocities were compared with field measured
values to validate the results. STIV-derived velocities were compared
with ADCP measurements from all three rivers. Reference measure-
ments were compared with image-based velocity analysis using the
Mean Absolute Percentage Error (MAPE) for cross sections, where lower
MAPE values indicate better accuracy. At the Pulmanki River, the MAPE
was 17.81% in the autumn 2021 and 5.58% in the spring. At the Sävar
River study site in autumn 2021, sparser velocimeter reference points
and a 1.5-day gap between measurements and video analysis led to a
high MAPE value of 47.05%; in the spring of 2022 the MAPE for the
whole cross section was 8.54%. At the Koita River study site, a signifi-
cant time lag between measurements and video analysis prevented a
reliable comparison of STIV and ADCP velocities. However, the spring
measurements at the other two sites were consistent, confirming the
effectiveness of the method and that the Koita River data can be also
used. Autumn discrepancies were due to technical problems, different
equipment, natural flow variations and environmental factors such as
the movement of frazil ice under the ADCP sensor.

The same search lines, as used for the surface flow velocity calcula-
tions, were used for the ice cover detection. Ice cover, i.e. the percentage
of ice cover over the channel width, was examined visually at the points
located on the search line. At each time point from the beginning of each
video (i.e. the image of the first frame) the amount of ice cover across the
channel was calculated as a percentage of the total channel width.

3.5. Statistical analysis of parameters during freezing and melting periods

To understand the potential interlinked impacts of multiple

parameters during freezing and melting periods, the Sävar River was
chosen for detailed statistical analysis, because this site had the most
comprehensive dataset due to the presence of several sensors in the area
throughout the measurement period. Surface flow velocities, air and
stream temperature, discharge, water level, and ice extent were exam-
ined using correlation analyses and multiple linear regression analysis
separately during autumn and spring to determine potential associations
with changes that occur during the freezing and melting periods.
Spearman’s rank correlation was first used to explore relationships be-
tween variables, followed by a multiple linear regression models to
explain variability in ice extent, with only surface velocity and air
temperature as independent variables due to collinearity with other
parameters.

4. Results

4.1. Ice-cover development and related velocities in autumn periods

4.1.1. River ice development in the three study sites during autumn
Freezing of the Pulmanki River began on the night of 18th–19th

October 2021, with air temperatures near −3 ◦C, resulting in a 30%
increase in ice coverage overnight, influenced by the river’s low water
level and nearly stagnant conditions on the right side of the river
(Fig. 5A). The initial rapid freezing spanned the first two nights, after
which the process predominantly occurred during colder nights, with
less than a 7 percentage point increase nightly, and minimal freezing
during daylight. Frazil ice first appeared during this initial freezing
phase. A significant temperature drop to −15 ◦C on the night following
19th October accelerated frazil ice formation, which was clearly visible
by 20th October. After a brief warming on 21st October, temperatures
plummeted again on 23rd October to −13 ◦C, with abundant frazil ice,
continuing until the river channel was approximately 85% frozen by
28th October and finally fully frozen in 10 days.

At the Koita River, ice rafts and frazil ice formation began as air
temperatures dropped <0 ◦C on the nights of 21st and 22nd November
2020. A temperature drop to below −5 ◦C on the night before 26th
November led to frazil ice. Ice rafts persisted until 3rd December, with
new appearances on 4th and 5th December despite stable temperatures.
A sharp decrease in temperature to <−12 ◦C on the night of 7th–8th
December initiated substantial freezing, resulting in a thin ice layer
covering 43% of the channel by the morning of 8th December, which
expanded to full coverage by the next morning as temperatures
remained low.

Freezing on the Sävar River commenced on 14th November 2021 but
was interrupted by melting during a warmer period two days later.
Freezing resumed on 19th November, with the river approximately 15%
frozen by the night of 21st–22nd November. However, over the next two
days, ice coverage decreased to about 6% before the freezing rate
increased. From 24th November onwards, daily freezing rates varied
between 2% and 11% coverage, primarily occurring during nighttime.
Water rose to the ice’s shoreward edge on several days during the
freezing process (Fig. 5C shows a spike starting from 26th November).
The entire river cross-section was completely frozen by 6th December,
culminating in an 18-day ice formation. Frazil ice was prominent from
26th November to 2nd December, with air temperatures on 26th
November dropping and reaching−21 ◦C the following night, leading to
the largest observation of frazil ice on 27th November. Thereafter, only
very thin ice rafts were noted until the river was fully frozen.

As a result, all rivers experienced rapid freezing as air temperatures
allowed. This progression was steady at the Pulmanki and Sävar Rivers,
although the Sävar River experienced minor ice development fluctua-
tions during its freeze-up period. The Koita River, in contrast, froze
exceptionally quickly within two days, a stark difference from the 10
and 18 days observed in the other two rivers. Notably, frazil ice and ice
rafts were a common occurrence in all three rivers. At the Koita River,
the frazil ice was notably smaller and less frequent than on the other

Fig. 4. Stripe pattern seen on space–time image. The white lines in the image
represent objects moving on the river’s surface, which appear as lines in the
space–time image. Wind-induced waves can complicate the analysis if there are
no distinctive features on the water surface, creating curved lines.
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rivers. At the Sävar River, abundant frazil ice appeared after one
particularly cold night with air temperatures reaching as low as −21 ◦C,
after which such low temperatures persisted for 7 days together with
frazil ice. At the Pulmanki River, there were greater temperature fluc-
tuations, which resulted in the occurrence of frazil ice and ice rafts;
during the first freeze some frazil ice was observed but after the night-
time temperature dropped to−15 ◦C, more and larger frazil ice was seen
for seven consecutive days.

4.1.2. Velocities during the autumn ice-cover development period
At the Pulmanki River, maximum surface velocities prior to freezing

on 18th November fluctuated between 0.95 m/s and 1.3 m/s, averaging
at 1.18 m/s (Fig. 6A). Trail camera footage taken on 17th October
showed the water rising and submerging a central sandbar. By 19th
October, the water receded, exposing the sandbar, with subsequent
images indicating a stable water level. The onset of rapid freezing
initially had minimal impact on flow velocities due to the quick freeze-
up of the shallower bank, which did not affect the deeper bank side.

Fig. 5. Air temperatures during freezing in three studied rivers: A Pulmanki River, B Koita River and C Sävar river. Vertical dotted line show when frazil ice and
vertical blue lines show when ice floes were observed during freeze-up.
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However, as freezing progressed to the deeper side of the channel
(Fig. 2, Pulmanki River autumn cross-section) around 22nd October,
flow velocities began to decline from an average of 0.98 m/s to 0.82 m/s
by 23rd October. This decrease continued, with velocities dropping
significantly to 0.63 m/s by 24th October and reaching as low as 0.013
m/s just before the river was fully frozen on 28th November. This pro-
gression illustrates a marked reduction in flow velocities as the freezing
in the channel increased, with the most notable decreases observed once
the deeper portions of the channel cross-section began to freeze.

At the Koita River, prior to the initial frazil ice formation on 26th of
November, flow velocities ranged from 0.38 m/s to 0.44 m/s, with an
average of 0.42 m/s (Fig. 6B). During the formation of the first ice rafts,
the average daily maximum surface velocities decreased from 0.35 m/s

on 26th of November to 0.22 m/s by 1st of December. From 2nd to 7th
December, the mean velocity stabilized between 0.23 m/s and 0.19 m/s,
before a significant decrease on 8th December to a mean daily velocity
of 0.094 m/s. By 9th December, the river was entirely frozen, marking
the end of observable velocities. This pattern underscores a steady
decrease in flow velocities leading up to the complete freezing of the
river. By examining trail camera images, we observed that the water
level steadily decreased slightly (a minor decline can be distinguished in
the images). However, estimating the magnitude of this decrease solely
from these images is not possible.

At the Sävar River, prior to freezing, the daily maximum surface flow
velocities fluctuated between 1.04 m/s and 0.94 m/s, averaging 0.98 m/
s (Figs. 6C and 7A). The initial minor freezing events on 14th and 15th of
November did not significantly affect the flow velocities, which

Fig. 6. The maximum surface flow velocity (red) and ice cover % (blue) of the
cross-section from A) Pulmanki River 18.10.2021–28.10.2021, B) Koita River
21.11.2020–09.12.2020, and C) Sävar River 12.11.2021–06.12.2021. Ice cover
was observed from time-lapse pictures every two hours (during the periods
when there was sufficient daylight). Vertical lines indicate when frazil ice was
observed in the river. Ice developed rapidly during the first three days, after
which the freezing slowed down and stabilized. In the Pulmanki river, as the ice
cover exceeds 60%, a rapid decline in flow velocity is observed. In the Koita
River, flow velocity was in a steady decline before the freezing. The ice cover
developed within two days. In the Sävar river, a steady decrease in velocity is
observed as the ice coverage increases.

Fig. 7. A) The maximum surface flow velocity (red) and ice cover % (blue) of
the cross-section, and B) discharge (turquoise) and max surface velocities (red),
and C) discharge (turquoise) and water level (brown) from the Sävar River
12.11.2021–6.12.2021. Vertical dashed lines represent the days when frazil ice
was observed. Blue vertical line represents the days that ice floes were
observed. In Figure A, a steady decline in flow velocity is observed while the ice
cover expands consistently. In Figure B, discharge decreases simultaneously
with flow velocity. However, small changes in discharge do not appear to affect
the flow velocity (e.g., the change in discharge on 28.11.21); e.g. in (C) the
water level rises despite the decrease in discharge starting from 26.11.21.
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remained between 0.95 m/s and 0.88 m/s. A notable reduction in flow
velocities occurred on 22nd November, with the average dropping to
0.83 m/s. Subsequently, the mean velocities stabilized between 0.83 m/
s and 0.82 m/s, even as the ice briefly melted and began to refreeze on
25th November. From that point, as the ice cover on the river expanded,
the flow velocities consistently decreased. By 5th December, the day
before the river was fully covered in ice, the average daily velocity was
recorded at 0.37 m/s, demonstrating a gradual decrease in flow velocity
as the freezing progressed. According to the pressure sensor, the water
level was nearly 20 cm lower than the autumn peak flow between 13th
and 24th November. The gauge located upstream also indicated a
decreasing flow discharge. Data from the pressure sensor showed a spike
starting on 26th November.

For showing how the surface velocities varied along with ice devel-
opment at each time step within the cross-section, surface velocities
derived from STIV were converted into plots from each time step and
then compiled into videos (GIFs), found in the research data (doi.
org/10.5281/zenodo.14102870). Due to the large volume of analysis,
in addition to including all velocity plots and videos in the research data;
figures of flow velocities from around mid-day of each measurement day
were used, as that time always had the best lightning conditions. The
resulting videos effectively illustrate how velocities changed and how
the flow field narrowed as freezing progressed. This visualization en-
hances the resolution of how velocities change across the cross-section
during freezing.

4.2. The ice-cover break-up and related velocities in spring periods

4.2.1. River ice melting at the three study sites during spring
Water was first observed on the ice cover at the Pulmanki River on

24th April. Despite a brief air temperature drop below −8 ◦C on 26th
April, melting resumed with temperatures staying above 0 ◦C from 1st
May onwards, leading to a gradual edge melt and the appearance of
cracks. The first significant ice break occurred on 5th May, marking the
onset of rapid ice breakup. Over the next 6 days, melting rates varied,
with the ice breakup accelerating and the last stable ice disappearing by
11th May, culminating in an 11-day period from the onset of flowing
water to complete ice clearance.

The initial melting on the Koita River was noted on 10th April, with
water rising onto the ice at the left bank, making the ice edge on the right
bank barely visible. Melting accelerated dramatically by 13th April, with
water flowing at the right bank’s edge. On 14th of April, approximately
17% of the ice broke off, followed by a 26% reduction overnight. By the
evening of 15th of April, the cross-section was entirely ice-free, although
some ice remained at the downstream end of the meander bend up-
stream of the cross-section. The entire process from the first signs of
melting to complete ice clearance from the cross-section took 6 days.

The initial ice movement at the Sävar River was observed on 19th of
April, with a crack appearing that widened, and flowing water was
visible by 20th of April. Ice melting was initially slow, with only a 4%
reduction by 21st of April, but a significant air temperature increase to
12 ◦C on that day marked the beginning of rapid melting. On 22nd of
April, 18% of the ice cover melted away, and by 23rd of April, the most
substantial melting occurred, clearing 48% of the cross-section. Large
ice floes began moving downstream, significantly opening up the
channel. By 29th of April, all ice had melted from the Sävar River,
completing the melting process within 11 days.

The ice melting processes at the Pulmanki, Koita, and Sävar Rivers
showcase both similarities and differences in their responses to spring
thaw conditions. All three rivers experienced a period of rapid melting
and ice break-up after initial signs of thaw, indicating a common in-
fluence of rising air temperatures on accelerating ice breakup. However,
the duration from the onset of melting to complete clearance varied,
with the Koita River melting most rapidly within 6 days compared with
11 days at the other sites, highlighting a notable difference in the impact
of local environmental and climatic conditions. Furthermore, while the

Pulmanki and Sävar Rivers took a similar amount of time to clear
completely, the pattern and speed of ice melt diverged, emphasizing the
unique interplay between temperature increases and the physical
characteristics of each river. These variations underscore the complexity
of river ice dynamics and the critical role of specific geographical and
meteorological factors in shaping the spring ice melt cycle.

4.2.2. Velocities during the spring ice-cover thawing period
At the Pulmanki River, the first observed flowing water was seen on

the evening 1st of May, with a calculated (with STIV) velocity of 0.38 m/
s (Fig. 8A). By 3rd of May, the flow velocity steadily increased, with
velocities averaging 0.56 m/s. A marked rise occurred by 6th of May,
with the flow peaking at 1.26 m/s. The trend of increasing velocities

Fig. 8. The maximum surface flow velocity (red) and ice cover % (blue) of the
cross-section from A) Pulmanki River 1.5.2022–11.5.2022, B) Koita River
12.04.2021–18.04.2021, and C) Sävar river 18.04.2022–29.04.2022. In the
Pulmanki River, the ice melted steadily at first, but on 10.5.22, a large portion
of the ice broke off and opened the channel. The flow velocity initially
increased gradually, but on 6.5.22, it experienced a surge. In the Koita River,
the ice started melting on 13.04.21, and on 15.5.21, the largest ice pieces broke
off and were carried away by the current. The flow velocity development
remained steady from that point onward, once flowing water was observed. In
the Sävar River, the velocities increased consistently as the ice began to melt in
the river.
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culminated on 8th of May, with the highest recorded average of 1.39 m/
s for the period. Following this peak, a gradual decline commenced, and
by 10th of May, the average velocity had reduced to 1.25 m/s, coin-
ciding with the complete melting of river ice. Despite limited measure-
ments on 11th of May due to poor weather, the remaining high velocities
suggested a stabilization after thawing.

At the Koita River, initial flow velocities were measured from an
opening on the channel’s right bank on 13th of April, with initial ve-
locities of 0.21 and 0.33 m/s (Fig. 8B). The following day, velocities
increased, averaging 0.36 m/s. A further rise was observed on 15th of
April, with velocities averaging 0.42 m/s, which also marked the com-
plete melting of the observed cross-section. The thawing continued to
influence the flow, leading to higher velocities up to 0.54 m/s by 16th of
April and maintaining an average of 0.51 m/s by 17th of April, when the
entire meander bend had melted.

Flow velocity measurements on the Sävar River began on 20th of
April amidst the widening of a central crack, starting with velocities
ranging from 0.2 to 0.39 m/s (Fig. 9A). From 21st of April to 26th of
April, as the ice continued to melt, there was a noticeable increase in
flow velocities, with a significant rise to an average of 0.76 m/s by 22nd
of April. The trend of increasing velocities peaked on 26th of April with a
daily average of 1.17 m/s, coinciding with the river being nearly ice-
free. Following this peak, the velocities began to decline, stabilizing
around 1.02 to 1.234 m/s by 27th of April, and further decreasing by the
end of the observation period on 29th of April, as the river became
completely ice-free, with velocities ranging from 0.91 to 1.01 m/s.

The spring thaws of the Pulmanki, Koita, and Sävar Rivers revealed a

consistent increase in flow velocities, with each river reaching its peak as
the ice melt progressed. The Pulmanki River showed the highest velocity
peak, while the Koita River had a more gradual increase, peaking at a
lower velocity. In contrast, the Sävar River displayed a rapid rise to its
peak velocity. All rivers experienced a stabilization and subsequent
decrease in velocities as the thaw completed, indicating a shared
response to environmental conditions following the peak. The differ-
ences in peak flow velocities and the timing of these peaks suggest
varying local geographical or meteorological influences on each river’s
thawing dynamics.

Similarly as for autumn, videos of springtime velocity changes for
each time step are found in the research data (doi.org/10.5281/zenodo
.14102870) including figures from images during mid-day of each
analyzed day. The videos show how surface velocities increase, and as
the ice melts, the flow field expands. These videos also show how flow
velocities vary with the distance from the channel bank and the ice edge.
This enhances the resolution of how velocities change across the cross-
section during melting.

4.3. Statistical analysis between temperatures, river flow, water stage and
ice characteristics at the Sävar river

4.3.1. Correlation results and multiple linear regression models from the
Sävar River

Based on the Spearman’s rank correlation coefficients between the
six measured variables (ice cover, air temperature, max surface velocity,
water level, discharge, and water temperature) during the freezing

Fig. 9. A) The maximum surface flow velocity (red) and ice cover % (blue) of the cross-section, and B) discharge (turquoise) and water level (brown), C) discharge
(turquoise) and max surface velocity (red), and D) water level (brown) and max surface velocity (red) from the Sävar River during ice break up,
18.4.2022–30.4.2022. In Figure A, the flow velocity increases steadily, reaching maximum speeds when only about 10 percent of the ice remains (26.4.22), followed
by a slight decrease in velocity. In Figure B, it is observed that the water level and discharge closely follow each other. In Figures C and D, it is observed that the
maximum velocity also closely follows discharge and water level.
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periods, significant correlations were found among various environ-
mental factors affecting river dynamics at the Sävar River (Fig. 10A).
Notably, ice coverage demonstrated an inverse relationship with
maximum surface velocity, discharge, air temperature, and water tem-
perature, while being positively associated with water level. Air tem-
perature was positively correlated with maximum velocity, discharge,
and strongly with water temperature. Discharge showed a positive
correlation with maximum velocity, air temperature, and water

temperature, and an inverse relationship with ice coverage and water
level. Additionally, maximum velocity and water level exhibited a
moderate negative correlation. Water temperature exhibited strong
positive correlations with air temperature and discharge, and a notable
positive correlation with maximum velocity.

During the melting period (Fig. 10B), ice coverage was negatively
correlated with maximum velocity, water level, and discharge. This
suggests that periods of lower ice coverage are associated with higher

Fig. 10. A) Correlation matrix during freezing, all correlations were significant (p < 0.001), B) Correlation matrix during ice break up, all correlations were sig-
nificant (p < 0.001) except for one, which is shown in the graph in red with an asterisk (p > 0,1), C) Partial regression plots from the multiple linear regression during
the freezing period, and D) partial regression plots from the multiple linear regression during the melting period. From Figure A, it can be observed that during both
autumn and spring, the freezing and thawing periods, ice cover has strong negative correlations with air temperature, maximum surface velocity, and discharge. In
Figure B, the partial regression plots show that during the freezing period, ice cover has a weak positive relationship with air temperature and a strong negative
relationship with maximum surface velocity. Figure C shows that during the melting period, ice cover has a moderate positive relationship with air temperature and a
strong negative relationship with maximum surface velocity. From Figure A, it can be observed that during both autumn and spring, the freezing and thawing
periods, ice cover has strong negative correlations with air temperature, maximum surface velocity, and discharge.
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flow velocities, elevated water levels, and increased discharge. Air
temperature was negatively linked with maximum velocity, discharge
and water level, implying that temperature variations influence river
dynamics. Furthermore, maximum velocity and water level both showed
a strong positive relationship with discharge, emphasizing their roles in
determining river flow rate, with water level being a particularly sig-
nificant factor in the river’s discharge capacity.

The linear regression model during freezing (Fig. 10C) explained
92.9% of the variance in ice cover (R2 = 0.929, Adjusted R2 = 0.928;
standard error: 7.670F(2, 99) = 651.774, p < 0.001). Air temperature
had a negative impact on ice cover (B = −0.634, Beta = −0.122, p =

0.003), while max surface velocity had a strong negative impact (B =

−122.841, Beta = −0.870, p < 0.001). Multicollinearity was not a
concern, as indicated by acceptable tolerance (0.450) and VIF values
(2.222) for both predictors.

The linear regression model from spring during thawing (Fig. 10D)
accounted for 80.4% of the variance in ice cover (R2 = 0.804, Adjusted
R2 = 0.800SEE = 19.031,F(2, 85) = 174.571, p < 0.001). Maximum
surface velocity had a strong negative effect on ice cover (B = −81.430,
Beta = −0.824, p < 0.001), while air temperature had a positive effect
(B = 1.687, Beta = 0.188, p < 0.001) (Fig. 10C). Multicollinearity was
not an issue, as indicated by high tolerance (0.916) and low VIF values
(1.091) for both predictors.

5. Discussion

The main objective of this study was to analyze the changes in sur-
face flow velocity during freezing periods with river ice formation and
melting periods with ice break-up in three northern rivers. The aim was
to detect the interplay between surface flow velocity and the initiation
and progress of freezing and break-up, considering varying river char-
acteristics. Using video-based surface velocimetry methods (STIV) and a
temporally dense time series, we observed variations in the interaction
between ice cover and flow velocities among these rivers.

We found that the most rapid interactions between ice and flow
velocities during the autumn freezing period were observed at the Pul-
manki River, where velocities declined quickly when ice covered around
70% of the channel. In contrast, the reduction in flow velocity was more
gradual in the Sävar and Koita Rivers, which are almost at the same
latitude. However, the Koita River is slightly further south and experi-
ences more continental climate conditions than the Sävar River. The
rapid decline in flow velocity at the Pulmanki River can be attributed to
the closing of the channel and the increase of the wetted perimeter,
leading to increased friction due to the rough ice edge. As the ice ad-
vances, its impact on the distribution of surface flow velocities becomes
clearly visible (doi.org/10.5281/zenodo.14102870). Peters et al. (2018)
suggested that the redistribution of flow and shear stress could poten-
tially influence the rates of border-ice growth (both laterally and in
terms of thickness); however, we did not observe this phenomenon.
Instead, we found that ice development could have influenced the sur-
face flow velocities. As shown in 7B, a decrease in discharge leads to a
reduction in surface flow velocity; therefore, the decrease in discharge
and the friction caused by ice can together influence flow velocity,
which in turn facilitates freezing. The friction caused by the ice was
observed in the reduced flow velocities near the ice edge. According to
Lotsari et al. (2017), Polvi et al. (2020), and Demers et al. (2011, 2012),
the high-velocity core moves towards the riverbed when the river is fully
ice-covered, leading to lower flow velocities at the surface compared to
open-channel flow conditions. In mid-winter conditions (Lotsari et al.,
2017; Polvi et al., 2020) the high-velocity core has been observed to be
lower than in open-channel conditions in the study sites of Sävar and
Pulmanki Rivers. However, based on the nature of the data of this paper,
we were not able to detect if the surface flow velocity influences ice
advancement. This is a topic of further studies. Although we did not
analyze the full 3D flow field within the cross-section, the reduction of
surface flow velocities indicates that ice affects the flow velocity

distribution within a cross-section. The greatest variability in velocities
within the still-open part of the cross-section occurred when around
60% of the cross-section was already ice-covered.

In addition to the variation in surface flow velocities between
different rivers, there was variation in the timing of frazil ice occur-
rences. Frazil ice formation requires two simultaneous conditions:
supercooled water and turbulent flow (Beltaos, 2013). The fastest
closure of the river channel took place at the Koita River, where two
episodes of frazil ice were observed. At the Sävar River, frazil ice
occurred continuously for seven days due to a week-long very cold
period. A similar seven-day continuous period of frazil ice formation was
observed at the Pulmanki River, although air temperatures were warmer
and varied more during this period compared to the Sävar River.
Nevertheless, the formation of frazil ice was daily and continuous. A
similar case of recurring formation of frazil ice was also observed by
Richard and Morse (2008). Chen et al. (2023) stated that continuous
formation of frazil ice is possible. Frazil ice typically forms from the
evening onwards when temperatures are cold, lasting several hours and
observed over multiple days (Richard and Morse, 2008). Gosink and
Osterkamp (1983) noted that frazil ice formation in the river can lead to
stratification or mixing within the flow, reducing flow velocity. No clear
impact of frazil ice on flow velocities was seen in this study. Although
flow velocities decreased during the formation of frazil ice, this could
also be attributed to the expansion of the ice cover.

Peters et al. (2018) highlighted the need to investigate the effects of
asymmetric ice covers (where left and right banks have different border-
ice widths) on flow characteristics beneath a partial ice cover. They also
emphasized the importance of considering the effects of channel aspect
and shape on flow redistribution. Our study addresses these questions
based on the different channels examined. The Pulmanki River exhibited
asymmetric ice cover development, with the ice cover increasing faster
on the right bank side, where flow depths were shallower than on the left
bank side. This asymmetry could explain the greatest variation in flow
velocities within the cross-section during the freezing period when
60–80% of the channel was ice-covered. The fastest velocities occurred
on the deeper left bank side. The channel cross-sectional form was most
symmetrical in the Sävar River, where the decrease in velocities was
steady. At the Koita River, the cross-section was the deepest and had the
steepest banks, with the left bank being vertical. The ice development
and break-up were the fastest in this deep, symmetrical cross-section of
the Koita River. Both the Koita and Sävar Rivers had rapids a few hun-
dred meters downstream, but this did not appear to cause similarities in
ice development and break-up.

Based on air temperature measurements and long-term averages
(Appendix C) during the freeze-up period, the Pulmanki River experi-
enced colder intervals than usual. The warmest daily temperatures were
at the long-term average levels, while the coldest daily temperatures
were 10–19 ◦C colder than the average temperature. This extended
period of lower air temperatures accelerated the formation of ice. At the
Koita River, daily temperatures were at the long-term average level
before freeze-up and dropped below the average on the day preceding
the onset of freezing. At the Sävar River, air temperatures remained in
line with the long-term average until November 25th, when they
dropped below the average. Daily temperatures stayed entirely below
the long-term average until December 9th, indicating that temperatures
were colder than usual during the freezing period.

During the melting phase, similar patterns in surface velocities and
ice behavior were observed across all rivers. In the Pulmanki River, the
melting ice opened the channel, and when approximately 60–70% of the
channel was open, flow velocities rose to near peak levels, with the
highest velocities recorded when about 50% of the channel was still
covered with ice. This was because the section of the channel with the
highest flow observed throughout the measurement periods was then
free of ice. In the Koita River, the increase in flow velocity was steady as
the ice melted from the edges toward the center, with ice breaking off
and flowing away. In the Sävar River, a relatively steady increase in flow
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velocities and ice melting was initially observed. Over one day, more
than 40% of the ice broke off, significantly opening the channel.
Following this, flow velocity continued to increase for another four days
before decreasing. It was also observed in the Sävar River that, along
with the increase in flow velocities, the discharge and water level began
to rise simultaneously. Analyses from all rivers revealed how surface
flow velocities increased rapidly as the ice cover opened (doi.org/10.5
281/zenodo.14102870). In the Pulmanki and the Sävar rivers, the
highest velocities were reached before the ice had completely melted,
which could indicate that the high-velocity core had already risen close
to the surface, even though ice still remained along the channel edges.
Statistical analyses indicated that these three factors were strongly
correlated with each other. This may have also been the cause of ice
break-up in the other rivers. Increased river discharge and rising water
levels, combined with rising temperatures, exert pressure on the ice
cover, facilitating ice break-up (Prowse et al. 2007). As faster-flowing
water beneath the ice tears it away and rising water levels bend the
ice, a point is reached where the ice breaks off. Such a situation, leading
to ice break-up, was observed in all the rivers. Higher flow velocity can
indeed reduce ice cover, as faster-flowing water carries more thermal
energy and can break up or melt the ice cover. It is possible that ice
melting through other mechanisms can accelerate flow velocity as well.
As mentioned in the article, the location of high-velocity core in vertical
direction can vary depending on the extent of the ice and therefore the
impact of its roughness, and this also alters flow velocities.

When comparing measured air temperatures with long-term aver-
ages (Appendix C), the Pulmanki River experienced a significantly
warmer period before the first ice break-up, which contributed to the
melting of ice and snow. During the onset of freezing, temperatures were
below average; however, with daytime temperatures exceeding 0 ◦C, the
ice began to melt. At the Koita River, temperatures were slightly warmer
than the long-term average during ice break-up. In contrast, at the Sävar
River, recorded temperatures were notably higher than the long-term
average, facilitating the melting of snow and ice, as well as ice break-up.

The observed correlations revealed the relationships between the
measured variables. Discharge and flow velocity are strongly related to
each other in the river. During the freezing period, water level was
unusually positively correlated with ice cover. From the images, we
observed that the water level rose before freezing, even though the
discharge was continuously decreasing. A bridge downstream of the
study site narrows the river, may have caused a small ice dam during the
freezing period, allowing the water level to rise despite the decrease in
discharge and flow velocity. In spring, decreasing temperatures can in-
fluence freezing, which may facilitate freezing and simultaneously
prevent water from entering the river, thereby reducing discharge and
velocities. Rising temperatures in the spring can increase melting,
leading to higher discharges and water levels, which can accelerate the
breakup of the ice cover. However, there is no positive correlation be-
tween temperature and river discharge-related variables.

The multiple linear regression models provided further insights into
these relationships. For the freezing period in the autumn, the model
effectively captured the dynamics of ice cover changes. Maximum sur-
face velocity had a significant negative impact on ice cover, while air
temperature also showed a negative but smaller effect. These results
highlight the dominant role of water movement in reducing ice cover
during freezing periods, with temperature changes also contributing.
For the thawing period in spring, the linear regression model revealed
that maximum velocity had a significant negative relationship with ice
cover, indicating that higher flow velocities reduce ice cover. In
contrast, air temperature had a significant positive impact, suggesting
that higher temperatures contribute to the formation of ice. These
findings emphasize the importance of water movement in reducing ice
cover during the freezing period, while temperature also plays a sig-
nificant role. Additionally, the strong connection between flow velocity
and discharge underscores the interdependence of these variables in
influencing ice cover dynamics. Overall, these findings underscore the

complex interplay between temperature, water movement, and
discharge in influencing ice cover dynamics. Both correlation and
regression analyses consistently show that while air temperature is a key
factor, the physical forces exerted by water flow and discharge are
critical in determining the extent and duration of ice cover during both
freezing and thawing periods.

The data effectively demonstrated how ice development and break-
up processes occur and how velocities evolve with the degree of ice
coverage. Uncertainties in the data and analyses arise from the quality of
the videos. For instance, the RGB cameras could not film during night-
time in the autumn freezing period due to the lack of daylight, which
may have caused us to miss the exact timing of the frazil ice and surface
flow velocity development. The expanding ice cover also caused chal-
lenges for the velocity analysis. Water near the ice edge appeared almost
stationary in some cases or turbulent in other videos, making it very
difficult to determine downstream velocities. Importantly, the method
requires visible movement on the water surface to function effectively.
Water level errors can also impact image orthorectification and flow
depth computation. If the water level is overestimated, surface velocities
and wetted width may be underestimated, while flow depths are over-
estimated (Le Coz et al. 2021). In our study, temperature measurements
were taken from a single point, both from below the water and in the air.
The surface water temperature fluctuates near the ice and can affect how
the ice forms. This effect could not be verified because we were unable to
place temperature sensors around the river. It would have been valuable
to observe whether the surface water temperature near the ice edge
influenced the freezing progression. We recommend that future studies
assess whether slower flow at the ice edge enables the water to cool and
the ice to expand.

When calculating error values, the entire cross-section was consid-
ered. The points at the edges of the channel were the most challenging
for velocity analysis due to the difficulty in detecting water movement
caused by lighting conditions and stagnant water. Including these edge
points also inherently increased the error values. In the comparison of
reference velocities for the autumn measurements, the discrepancies
were significantly larger compared to the spring measurements. During
the autumn measurements on the Pulmanki River, we arrived when the
largest frazil ice floes were present in the river. Conducting ADCP
measurements amidst these moving frazil ice floes made data collection
challenging, resulting in “patchy” data with errors, which is reflected in
the reference measurement values. In the autumn, we also had to use a
different instrument on the Sävar River, conducting measurements
manually with an electromagnetic velocimeter. The reference velocities
obtained with this data differed the most compared to all other mea-
surements. For the spring data, the overall cross-sectional error was
below 10%, which can mean a very small error for individual values.

The STIV method is one type of image velocimetry method, and it
would be interesting to test different methods for the analyses. The PTV
method (Eltner et al., 2021) was tried, but due to the lack of detailed
camera lens information, such as focal length, the PTV analyses were not
possible and were discarded from this current study. We did not have the
opportunity to disassemble our cameras to define these parameters, so
the PTV analyses remain to be done from the time-lapse videos of these
three study sites. Particle tracking velocimetry (PTV) would have been
able to detect particle motion more freely throughout the cross-section
without needing to assign a pre-determined output interval. In the
STIV method, the user manually sets the study line and study points,
which can introduce slight directional errors. To minimize this, lines in
various directions were tested and the flow direction was examined from
the videos. However, in the PTV method, this error is eliminated as the
software observes the direction instead of the user. The main limitations
of this method are likely related to the quality of the camera. The higher
the spatial resolution at which the analysis is performed, the better the
quality of the analysis results. In this experiment, an easily obtainable,
lower-priced durable camera was used, which performed adequately
within the scope of the study. In addition to experimenting with
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different velocimetry methods, creating a numerical two- or three-
dimensional hydrodynamic model of velocities would be highly inter-
esting to explore. Since the data collection for this paper, additional data
has been collected from the study areas using improved sensors and
covering a larger area, potentially enabling more comprehensive
modeling and analysis in further studies.

6. Conclusions

This study provides a description of river ice development in relation
to flow velocities in three different types of cold climate rivers, during
both fall freeze and spring melt periods. This paper is, to our knowledge,
the first study with this extensive spatial and temporal scale, including a
large time-lapse camera dataset for image velocimetry analyses. The
results show variability in flow velocities and ice development between
rivers, especially during the freeze-up period, which provides valuable
insights for future climate change impact simulation studies. Based on
the time-lapse camera datasets and their analysis with space–time image
velocimetry, the following conclusions can be drawn:

1) The study revealed variations in the interaction between ice cover
and flow velocities in three studied rivers. The Pulmanki River
showed the most rapid decrease in flow velocity during freezing due
to increased friction from the ice cover.

2) The study rivers exhibited different responses in surface flow ve-
locities and frazil ice occurrence. Continuous frazil ice formation was
observed in the Sävar and Pulmanki Rivers, while intermittent epi-
sodes were present in the Koita River.

3) Air temperature played a critical role in freezing and melting. Colder
intervals accelerated freezing, while warmer temperatures during
the melting phase contributed to ice break-up in all rivers.

4) Similar patterns in surface velocities and ice behavior were observed
during the melting phase. The Pulmanki River had the highest flow
velocities when 60–70% of the channel was open, while the Koita
and Sävar Rivers showed a steady increase in flow velocities as the
ice melted.

5) Regression models highlighted the complex interactions between air
temperature, water movement, and ice coverage. Maximum surface
flow velocity had a significant negative effect on ice cover, while air
temperature also influenced ice dynamics. Flow velocity and
discharge were strongly correlated, emphasizing their role in ice
cover change.

6) The STIV method proved suitable for the detection of flow and ice
raft velocities at different study sites. Despite the different cameras
installed at different sites, and the varying quality of the GCPs (on
trees at Koita River), the data could be processed with good consis-
tency to the measured ADCP velocity data sets. Thus, the method
shows potential for detecting river ice and flow development in a
variety of rivers based on inexpensive time-lapse trail cameras and
their videos.

Notable variations were found in the interaction between ice cover
and flow velocities among the Pulmanki, Sävar, and Koita Rivers, with
the Pulmanki River showing the most rapid decline in flow velocities
during freezing due to increased friction from the ice cover. Rivers
exhibited varied responses in surface flow velocities and frazil ice oc-
currences, with continuous frazil ice formation in the Sävar and Pul-
manki Rivers and intermittent episodes in the Koita River. Temperature
played a crucial role in freezing and melting, accelerating ice growth
during colder intervals and contributing to ice break-up during warmer
periods. During the melting phase, the Pulmanki River had the highest
flow velocities when the channel was largely open, while the Koita and
Sävar Rivers showed steady increases in flow velocities as ice melted.
Regression models highlighted the interplay between air temperature

and water movement showing that maximum flow velocity negatively
impacted ice cover, while air temperature also influenced ice dynamics.
The STIV method proved effective for detecting flow and ice rafting
velocities, demonstrating its potential for monitoring river ice and flow
development using inexpensive time-lapse cameras.

The results showed that with this small sample of northern rivers,
located in northern Fenno-Scandinavia, we are already noticing differ-
ences in freezing cycles and impacts on river flow at the present time.
Therefore, this study shows how crucial is it is to observe processes and
develop measurements in various seasonally ice-covered river systems,
for gaining more knowledge of changes in seasonal fluvial process
magnitudes under changing climatic conditions. These will enable pre-
diction how trends in interactions between river ice and flow charac-
teristics will change, and what kind of impact these changes will have on
the development of our rivers and habitants living next to them. These
findings provide valuable insights for managing river systems in cold
climates.
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Appendix A. Target accuracies (in cm) at the three study sites measured with a Trimble R12i RTK-GNSS

Study site H ave V ave H stdev V stdev

Pulmanki 1.82 2.98 0.25 0.57
Sävar 2.05 3.6 0.56 1.07
Koita 2.56 4.13 1.21 1.8

Appendix B. GCP errors acquired from Hydro-STIV software from every measuring location in autumn and spring

Pulmanki River autumn 2021

ID x(m) y(m) height(m) x(pix) y(pix) error dx(m) error dy(m)

No.1 7758384 539853.7 16.647 216.561 1784.073 0.131 0.033
No.2 7758384 539853.5 16.576 621.932 1782.428 0 0.015
No.3 7758383 539853.1 16.735 1037.407 1774.438 −0.137 −0.037
No.4 7758382 539898.5 15.807 728.858 288.507 0.069 −0.326
No.5 7758389 539,899 15.83 385.007 370.842 0.076 0.598
No.6 7758396 539900.1 15.521 48.244 474.682 −0.139 −0.282

Pulmanki river spring 2022

ID x(m) y(m) height(m) x(pix) y(pix) error dx(m) error dy(m)

No.1 7758384 539853.7 16.647 238.814 1807.54 0.329 0.093
No.2 7758384 539853.5 16.576 645.703 1802.07 −0.017 −0.009
No.3 7758383 539853.1 16.735 1062.84 1791.84 −0.355 −0.161
No.4 7758382 539898.5 15.807 738.455 306.723 0.437 −0.318
No.5 7758389 539,899 15.83 395.108 391.619 0.096 0.58
No.6 7758396 539900.1 15.521 59.916 499.077 −0.49 −0.186

Koita River

ID x(m) y(m) height(m) x(pix) y(pix) error dx(m) error dy(m)

No.1 7758384 539853.7 16.647 238.814 1807.54 0.329 0.093
No.2 7758384 539853.5 16.576 645.703 1802.07 −0.017 −0.009
No.3 7758383 539853.1 16.735 1062.84 1791.84 −0.355 −0.161
No.4 7758382 539898.5 15.807 738.455 306.723 0.437 −0.318
No.5 7758389 539,899 15.83 395.108 391.619 0.096 0.58
No.6 7758396 539900.1 15.521 59.916 499.077 −0.49 −0.186

Sävar River autumn 2021

ID x(m) y(m) height(m) x(pix) y(pix) error dx(m) error dy(m)

metarg4 7125941 760304 112.553 322.877 1709.443 0.154 −0.298
metarg5 7125940 760304.7 112.456 812.384 1684.26 −0.167 0.296
wootarg1 7125964 760312.5 112.445 490.122 63.715 −0.438 −0.173
wootarg2 7125963 760314.8 112.394 730.548 36.137 0.019 0.011
wootarg3 7125962 760317.4 112.23 991.853 26.896 −0.145 −0.028
metarg1 7125964 760312.7 112.015 512.4 91.858 0.216 0.048
metarg2 7125963 760313.7 111.971 618.975 87.834 0.191 0.06
metarg3 7125963 760314.5 112.001 704.22 76.926 0.169 0.085

Sävar River spring 2022

ID x(m) y(m) height(m) x(pix) y(pix) error dx(m) error dy(m)

metarg4 7125941 760304 112.553 317.014 1884.467 0.257 −0.738
metarg5 7125940 760304.7 112.456 821.273 1844.049 −0.309 0.715
wootarg1 7125964 760312.5 112.445 472.481 230.797 −0.546 0.153
wootarg2 7125963 760314.8 112.394 704.876 204.967 −0.01 −0.129
wootarg3 7125962 760317.4 112.23 956.046 200.699 0.094 −0.598
metarg1 7125964 760312.7 112.015 494.557 257.207 0.027 0.322
metarg2 7125963 760313.7 111.971 598.402 252.727 0.214 0.193
metarg3 7125963 760314.5 112.001 681.953 242.738 0.273 0.081
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Appendix 3. Long range average air temperatures plotted with the temperatures during the measurement times. Temperatures from A
Pulmanki River, B Koita River and C Sävar river
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