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Abstract—This paper proposes a method for estimating the two inductances and the capacitance of an LCL filter, connected between the converter and the grid. Only the DC-bus voltage and converter phase currents need to be measured. An excitation signal is fed into the converter voltage reference. The fundamental and selected harmonic components are removed from the stored identification data to prevent biases in the parameter estimates. The parameters of the hold-equivalent discrete-time model are estimated recursively. The inductance and capacitance estimates are calculated from the estimated discrete-time parameters using the corresponding closed-form model. The proposed method can be added to existing converter control algorithms. It can provide the parameter estimates for the converter control. Further, it can be run occasionally during the normal operation in order to obtain an updated grid inductance estimate. Experimental results show that the proposed method yields very good parameter estimates and that it can also detect the changes in the grid inductance.

Index Terms—Converters, parameter estimation, power filters.

I. INTRODUCTION

Grid converters play a key role in the integration of distributed energy sources since they act as an interface between the electric grid and an energy source. There is also a growing trend to replace diode bridges in motor drives with grid converters, which provide a low content of current harmonics and enable braking energy conservation. As a result, the number of grid converters is expected to increase substantially in the future.

An LCL filter, whose equivalent circuit model is shown in Fig. 1, is commonly used between the converter and the grid in order to attenuate the converter switching harmonics. Even if the nominal inductance and capacitance values are typically known through the filter design process [1]–[3], some parameter uncertainties are present due to manufacturing tolerances and ageing phenomena. Moreover, the filter may be connected to the grid via a transformer, whose leakage inductance is unknown. The grid inductance behind the point of common coupling (PCC) is also typically unknown. These unknown inductances can be considered as a part of the grid-side inductance in the LCL filter model. Naturally, an LC filter connected to the inductive grid can be modelled using Fig. 1 as well.

Grid converters are often controlled using model-based control methods, e.g., [4]–[9], whose controller gains are calculated as a function of the LCL filter parameters. Then, trial and error in the control tuning stage can be avoided. If the filter parameters could be automatically identified with good accuracy, the start-up process of the converter could be simplified and the control performance could be improved. Furthermore, the identified parameters could be beneficial for condition monitoring and fault diagnosis purposes.

Various methods have been proposed for estimating the grid impedance: nonparametric frequency-response based methods [10]–[17] and parametric model-based methods [18]–[27]. The nonparametric methods estimate the frequency response while the parametric methods estimate the parameters of a predefined model, such as an LR or LCL circuit. Some methods aim to estimate the grid impedance behind a known L filter [18]–[21], [26] or behind a known LCL filter [11]–[17], [22]–[27]. In [16], [19], model parameters are estimated without a grid connection. There are also adaptive control methods that take the variation in the grid inductance [28], [29] or in the grid frequency [30] into account.

The estimation can be performed noninvasively [18], [21], [24], [27], but the signal-to-noise ratio might be poor, leading to inaccurate parameter estimates. The estimation accuracy can be improved by using an excitation signal, such as step [19], [20], sinusoid [12], sine sweep [10], multi-sine [11], impulse [13], [15], [25], [26], resonance [22], discrete interval binary sequence [17], and pseudo-random binary sequence (PRBS) [14], [16]. The PRBS is a good choice for LCL filter identification: it can be easily generated, it has a wide power spectrum, and its amplitude is constant [31], [32].

The methods in [33]–[36] aim to identify the whole LCL filter. A discrete-time state-space model is identified in [33], [34], but no experimental results are provided. In [35], the frequency response of the LCL filter was measured for testing the system stability. The method requires the measurements of the DC-bus voltage, converter currents, grid currents, and grid

![Fig. 1. Space-vector circuit model of an LCL filter connected to the grid.](image-url)
voltages. The methods [33]–[35] do not provide the physical parameters (the two inductances and the capacitance) of the LCL filter.

In a preliminary study [36], the physical parameters of the LCL filter were identified. The method uses the PRBS as an excitation signal, injected into the converter reference voltage, and a discrete-time autoregressive moving average with exogenous input (ARMAX) as a model structure. The resulting discrete-time model parameters are translated into the continuous-time physical parameters by comparing the estimated discrete-time model with an exact closed-form discrete-time model. The method in [36] can be difficult to use during normal operation, since a proportional current controller has to be used during the identification process. Furthermore, the grid voltage has to be measured, in addition to the DC-bus voltage and the converter phase currents.

In this paper, we propose an enhanced version of [36], with the following improvements:

1) Only the DC-bus voltage and the converter phase currents need to be measured.
2) The method can be used in a plug-in manner with any typical pulse-width modulator (PWM) based converter control system.
3) Before computing the parameters, low-order grid-frequency harmonics are removed from the identification data, making the method more robust against distorted grid voltages.
4) The real-valued arithmetics and recursive algorithms are applied, making the method easier to implement and computationally more efficient.

The proposed method is experimentally verified using a 12.5-kVA grid converter setup.

II. SYSTEM MODEL

A. Continuous-Time Model

Fig. 1 shows the space-vector model for an LCL filter, which is connected between the grid converter and the grid. The LCL filter is modeled in stationary coordinates as the converter-side inductance \( L_{fc} \), the capacitance \( C_f \), and the grid-side inductance \( L_{fg} \). An inductive grid impedance can be included in \( L_{fg} \). Further, if a transformer exists between the LCL filter (or an LC filter) and the grid, the leakage inductance of the transformer can be included in the grid-side inductance \( L_{fg} \).

The converter current can be expressed as

\[
i_c = Y_c'(s)u_c + Y_g'(s)u_g
\]  

(1)

where the transfer operators \( Y_c'(s) \) and \( Y_g'(s) \) are marked with the prime in order to separate them from their discrete-time counterparts. The transfer operator from the converter voltage \( u_c \) to the converter current \( i_c \) is

\[
Y_c'(s) = \frac{1}{L_{fc} s^2 + \omega_r^2}
\]  

(2)

where

\[
\omega_r = \sqrt{\frac{L_{fc} + L_{fg}}{L_{fc} L_{fg} C_f}} \quad \text{and} \quad \omega_k = \sqrt{\frac{1}{L_{fg} C_f}}
\]  

(3)

are the resonance and anti-resonance frequencies, respectively. The transfer operator \( Y_g'(s) \) from the grid voltage \( u_g \) to the converter current \( i_c \) could be easily derived from Fig. 1.
## B. Discrete-Time Model

Fig. 2(a) shows the block diagram of the grid-converter system equipped with an LCL filter. The sampling of the converter current measurement is synchronized to the PWM. Further, the digital control system is assumed to have the one-sampling-period time delay due to the finite computation time. Fig. 2(b) illustrates the corresponding hold-equivalent discrete-time model (cf. Appendix A). The converter current \( i_c(k) \) depends on the converter voltage reference \( u_{c, \text{ref}}(k) \) and the grid voltage \( u_g(k) \) according to

\[
i_c(k) = Y_c(z)u_{c, \text{ref}}(k) + Y_g(z)u_g(k)
\]

(4)

where \( k \) is the discrete-time index, \( z \) is the forward-shift operator, and \( Y_c(z) \) and \( Y_g(z) \) are the pulse-transfer operators from the converter and grid voltages, respectively, to the converter current. The pulse-transfer operator \( Y_c(z) \) can be expressed as

\[
Y_c(z) = \frac{z^{-1} (b_1 z^{-1} + b_2 z^{-2} + b_1 z^{-3})}{1 + a_1 z^{-1} - a_2 z^{-2} - z^{-3}}
\]

(5)

and \( T_s \) is the sampling period. The measurement noise is omitted here, but it is taken into account in the parameter identification, as presented in Section III-D.

## III. Identification Process

Fig. 2(a) shows the overall identification setup. The proposed identification method can be added to any typical PWM-based control system in a plug-in manner. Fig. 2(c) shows the block diagram of the identification method. The identification process has four stages: 1) an excitation signal \( v \) is fed into the system and the sequences for the identification algorithm are stored; 2) the stored sequences are preprocessed by removing the undesired harmonics; 3) the discrete-time model parameters are computed; 4) the discrete-time parameters are translated into the inductance and capacitance values.

### A. Excitation Signal

For the system identification, an excitation signal \( v = v_\alpha + jv_\beta \) is superimposed on the voltage reference obtained from the converter control functions, typically from a current controller, cf. Fig. 2. Here, the PRBS is selected since it can be easily implemented using feedback shift registers, resulting in a deterministic and easily repeatable signal, and since it has a wide power spectrum and lowest possible ratio of the peak amplitude to the rms value [31], [32].

The excitation voltage could be fed to the \( \alpha \)-direction, \( v = v_\alpha + jv_\beta \), leading to the converter current response in all the three phases. If the \( \beta \)-direction is chosen, \( v = 0 + jv_\beta \), the response splits between the \( b \) and \( c \)-phase currents, while the a-phase current is ideally unaffected. Here, the \( \beta \)-direction is chosen. Choosing this direction slightly reduces the effects of the inverter nonlinearities on the PWM accuracy and parameter estimation, since the zero-crossings in the a-phase current are not distorted. On the other hand, the harmonic distortion in the \( b \)- and \( c \)-phase currents is then higher, since the excitation signal is not split equally to all three phases.

The PRBS amplitude should be high enough in order to excite the desired frequency components in the converter current and to get accurate parameter estimates. However, too high amplitude causes distortions in the grid current. Therefore, a trade-off has to be made between the excitation power and current distortion when selecting the amplitude.

The PRBS is generated at the sampling frequency \( f_s = 1/T_s \), giving the half-power point of its power spectrum around \( 0.4f_c \). It is worth noticing that the half-power point should be higher than the resonance frequency \( \omega_p/(2\pi) \) of the LCL filter in order to excite the system at the resonance frequency and to get information about the filter capacitor \( C_f \). The duration of the PRBS is expressed as \( T_e = (2^m - 1)T_s \), where \( m \) is the number of the shift registers.

### B. Data Storing

Since the PRBS voltage is fed into the \( \beta \)-direction, only the imaginary components of the converter voltage reference and the measured converter current are needed in the identification process:

\[
u_{c,\beta, \text{ref}} = \text{Im}\{u_{c, \text{ref}}\} \quad i_{c,\beta} = \text{Im}\{i_c\}
\]

(7)

Naturally, if the excitation signal were fed into the \( \alpha \)-direction, the real components would be taken. The \( N \)-sample sequences

\[
\{u_{c,\beta, \text{ref}}(k)\} = \{u_{c,\beta, \text{ref}}(0), u_{c,\beta, \text{ref}}(1), \ldots, u_{c,\beta, \text{ref}}(N - 1)\}
\]

(8a)

\[
\{i_{c,\beta}(k)\} = \{i_{c,\beta}(0), i_{c,\beta}(1), \ldots, i_{c,\beta}(N - 1)\}
\]

(8b)

are stored in the memory, while the PRBS voltage is applied. The stored sequences include also the operating-point (grid-frequency harmonic) components and measurement noise, in addition to the PRBS-generated components. In order to be able to easily remove the grid-frequency harmonics, the length \( NT_s \) of the sequences should be an integer multiple of the grid period \( T_g = 2\pi/\omega_g \) (e.g. \( NT_s = 5T_g \)). Naturally, the duration \( T_e \) of the PRBS should be equal or longer than \( NT_s \).

### C. Removing Harmonics

Ideally, the grid voltage has only the fundamental component at the angular frequency \( \omega_g \), which is assumed to be fixed value during identification. In practice, some low-order harmonics (e.g., 5th and 7th) are also present. Furthermore, the power converter produces low-order harmonics due to its nonlinearities (deadtime effect and power-device voltage drops) in addition to the switching harmonics. The same low-order harmonics appear in the converter current as well. These harmonic components cause biases to the parameter estimates during identification. In order to obtain more accurate parameter estimates, the most significant harmonic components should be removed from the stored sequences (8).
The operating point is assumed to stay constant during the short identification process. The averages $A_{u0}$ and $A_{i0}$ and the grid-frequency harmonics can be easily removed from the sequences as

$$u(k) = u_{c, \text{ref}}(k) - A_{u0} - \sum_{h} A_{uh} \cos (h \omega_{g} k T_{s} + \phi_{uh})$$

$$i(k) = i_{c, \beta}(k) - A_{i0} - \sum_{h} A_{ih} \cos (h \omega_{g} k T_{s} + \phi_{ih})$$

where the magnitudes $A_{uh}$ and $A_{ih}$, and the phase angles $\phi_{uh}$ and $\phi_{ih}$ can be efficiently computed using the Goertzel algorithm (cf. Appendix B). Here, the average and the harmonic components $h = \{1, 5, 7\}$ are chosen to be removed, but removing only the fundamental component $h = 1$ would already give satisfactory results.

**D. Model Structure**

The selection of a model structure is essential for successful identification. The model structure used in the identification is derived in the following. Since the grid-frequency harmonic components are removed from the data, the plant model (4) reduces to

$$i(k) = Y_{e}(z) u(k) + i_{n}(k)$$

where noise $i_{n}$ is taken into account. It is worth noticing that $u$ and $i$ are nonzero due to the wide-band PRBS voltage excitation. The model (10) is rewritten as

$$i(k) = \frac{B(z)}{A(z)} u(k) + \frac{C(z)}{A(z)} w(k)$$

where the denominator and numerator, respectively, of the pulse-transfer operator $Y_{e}(z)$ are

$$A(z) = 1 + a_{1} z^{-1} - a_{2} z^{-2} - z^{-3}$$

$$B(z) = z^{-1} \left( b_{1} z^{-1} + b_{2} z^{-2} + b_{1} z^{-3} \right)$$

The noise is modeled as $i_{n}(k) = [C(z)/A(z)] w(k)$, where $C(z)$ is the noise polynomial and $w$ represents the white noise with zero mean. The second-order noise polynomial satisfies

$$C(z) = 1 + c_{1} z^{-1} + c_{2} z^{-2}$$

Fig. 3 illustrates the model (11), which corresponds to the ARMAX model structure [32]. This structure has enough degrees of freedom to describe the properties of the disturbances affecting the converter current.

The model (11) has five independent parameters. It can be reformulated as a regression model,

$$y(k) = \varphi^{T}(k) \theta + w(k)$$

where the regressed variable is

$$y(k) = i(k) - i(k - 3)$$

and the regressors and the parameter vector, respectively, are

$$\varphi = \begin{bmatrix} i(k - 2) - i(k - 1) \\ u(k - 2) + u(k - 4) \\ u(k - 3) \\ w(k - 1) \\ w(k - 2) \end{bmatrix} \quad \theta = \begin{bmatrix} a_{1} \\ b_{1} \\ b_{2} \\ c_{1} \\ c_{2} \end{bmatrix}$$

**E. Parameter Estimates**

The desired parameter estimates $\hat{a}_{1}$, $\hat{b}_{1}$, and $\hat{b}_{2}$ for the parameters $a_{1}$, $b_{1}$, and $b_{2}$ are computed recursively based on (15). As a side product, the estimates $\hat{c}_{1}$ and $\hat{c}_{2}$ for the noise polynomial parameters are also obtained. The recursive method allows easier implementation in real-time processors.

Various recursive methods exist, such as a recursive least squares (RLS) method, a recursive pseudolinear regression (RPLR) method, and a recursive prediction error (RPE) method [37]. If the noise term is colored as with ARMAX model structures, the RLS method gives biased parameter estimates, while the RPE method has proven to be effective with the ARMAX model structure [37]. The RPE method requires initial estimate values that are close enough to the final values. The initial values can be obtained, e.g., by using the RLS or RPLR method. In this paper, the RPLR method is used for the initial value calculation and the final values are calculated using the RPE method (cf. Appendix C).

The continuous-time parameter estimates $\hat{\omega}_{p}$, $\hat{L}_{f}$, and $\hat{L}_{ig}$ can be solved from (3) and (6) using the parameter estimates $\hat{a}_{1}$, $\hat{b}_{1}$, and $\hat{b}_{2}$ as discussed in [36]:

$$\omega_{p} = \frac{1}{T_{s}} \arccos \left( -\frac{\hat{a}_{1} + 1}{2} \right)$$

$$\hat{L}_{f} = \frac{2 \sin(\hat{\omega}_{p} T_{s})}{2 \hat{a}_{1} \left[ \cos(\hat{\omega}_{p} T_{s}) - \frac{\sin(\hat{\omega}_{p} T_{s})}{\hat{a}_{1}} \right]} + \frac{\hat{b}_{2}}{2 \left[ 1 - \frac{\sin(\hat{\omega}_{p} T_{s})}{\hat{a}_{1}} \right]}$$

$$\hat{L}_{ig} = \frac{\hat{\omega}_{p} \hat{L}_{f} [\hat{L}_{i} \hat{b}_{2} + 2 T_{s} \cos(\hat{\omega}_{p} T_{s})]}{\hat{L}_{f} \hat{L}_{f} \hat{b}_{2} + 2 \sin(\hat{\omega}_{p} T_{s})}$$

$$\hat{C}_{f} = \frac{\hat{L}_{f} + \hat{L}_{ig}}{\hat{L}_{f} \hat{L}_{f} \hat{L}_{f}}$$

IV. EXPERIMENTAL RESULTS

The proposed method was evaluated by means of experiments. The experiments were carried out using the setup shown in Fig. 4(a). As illustrated in Fig. 4(b), the setup consists of two back-to-back connected 12.5-kVA 50-Hz converters equipped with LCL filters. Additional grid-side inductors, marked with $L_{g}$ in Fig. 4(b), can be connected between the LCL filter and the grid, in order to emulate weaker grid conditions. An isolation transformer was used for the load converter. Control and data acquisition of the converter under test were implemented on the dSPACE DS1006 board. The DC-bus voltage and the converter phase currents were measured. The nominal system parameters are given in Table I, where $u_{g}$ is the nominal peak-value phase-to-neutral grid voltage, $\omega_{g}$ is the nominal grid angular frequency, and $i_{N}$ is the nominal peak-value converter current.
A. Identification

During the identification, the converter was controlled using a state-feedback current controller [5] augmented with a grid-voltage sensorless observer [38] (cf. Appendix D), but any other PWM-based control scheme could be used instead. The switching frequency of the converter is 5 kHz and the sampling frequency is $f_s = 10$ kHz, i.e., the sampling period $T_s = 100$ ms. The converter was operating as a rectifier, under a constant load of 0.4 p.u.

The PRBS, having the amplitude of ±0.1 p.u., is injected into the $\beta$-component of the converter voltage reference, $v = j\nu_\beta$. The PRBS is generated at the sampling frequency $f_s$ using a 9-bit-length shift register. Two PRBS periods are used, giving totally 1022 samples. The sequences $\{u_{c,\beta,\text{ref}}(k)\}$ and $\{i_{c,\beta}(k)\}$ stored for the identification consist of $N = 1000$ samples, i.e., the duration $NT_s = 100$ ms corresponds to five grid periods of 20 ms. The fundamental component and the 5th and 7th harmonic components are removed from the sequences.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{\phi}$</td>
<td>$\sqrt{2/3} \cdot 400$ V (1 p.u.)</td>
<td>$L_{fg}$</td>
<td>3.3 mH (0.081 p.u.)</td>
</tr>
<tr>
<td>$\omega_{\phi}$</td>
<td>$2\pi \cdot 50$ rad/s (1 p.u.)</td>
<td>$C_f$</td>
<td>8.8 $\mu$F (0.035 p.u.)</td>
</tr>
<tr>
<td>$i_N$</td>
<td>$\sqrt{2} \cdot 18$ A (1 p.u.)</td>
<td>$L_{fg}$</td>
<td>3.0 mH (0.073 p.u.)</td>
</tr>
</tbody>
</table>

Three identification cases with different additional grid-side inductances $L_g$ are presented in the following. In Case 1, no additional grid-side inductance was added. Fig. 5 shows the injected PRBS $\nu_\beta$, the real and imaginary components $u_{c,\alpha,\text{ref}}$ and $u_{c,\beta,\text{ref}}$, respectively, of the converter voltage reference, and the converter phase currents $i_{c_a}$, $i_{c_b}$, and $i_{c_c}$, when the PRBS is injected.\(^1\) Fig. 6 shows the preprocessed signals $u$ and $i$, after removing the fundamental and the 5th and 7th harmonic components.

Fig. 7 shows the recursively calculated parameter estimates, whose final values are: $\hat{L}_{fc} = 0.082$ p.u.; $\hat{C}_f = 0.031$ p.u.; $\hat{L}_{fg} = 0.080$ p.u. Their relative errors with respect to the nominal values are 2% for $L_{fc}$, 12% for $C_f$, and 8% for $L_{fg}$. The grid-side inductance estimate $\hat{L}_{fg}$ is slightly larger than the nominal grid-side inductance of the filter, which is expected due to the actual grid inductance. Unmodeled dynamics, nonlinearities, and inaccuracies in the transfer characteristics of the actuator and the measurement channel cause some errors in the estimated physical parameters. On the other hand, the identified model is well suited for the digital control purposes, since it inherently takes the intrinsic transfer characteristics of the converter system into account [39].

In Case 2, the parameter identification was repeated when an additional inductance $L_g = 0.025$ p.u. was used between the LCL filter and the grid. The effective grid-side inductance is then $\hat{L}_{fg} = 0.098$ p.u. The identified values are: $\hat{L}_{fc} = 0.081$ p.u.; $\hat{C}_f = 0.031$ p.u.; $\hat{L}_{fg} = 0.105$ p.u. Hence, the proposed method detects the change of the grid-side inductance with very good accuracy.

In Case 3, the parameter identification was repeated when an additional inductance $L_g = 0.105$ p.u. was used between the LCL filter and the grid. The identified values are: $\hat{L}_{fc} = 0.081$ p.u.; $\hat{C}_f = 0.031$ p.u.; $\hat{L}_{fg} = 0.174$ p.u. Again, the proposed method detects the change of the grid-side inductance very well.

B. Validation in the Frequency Domain

The identified parameters of Case 1 are validated in the frequency domain. The converter-side input admittance of the filter was measured with the frequency-response analyzer NF FRA5097 when the grid-side terminals of the filter were short-circuited. The measured response is compared with the calculated frequency response (2) using the identified parameters. Fig. 8 shows the measured and calculated responses. As can be seen, the calculated frequency response matches well with the measured response; the identified model predicts very well the resonance and anti-resonance frequencies as well as the slopes at high and low frequencies.

C. Example of Using the Identified Parameters

The controller [5], [38] was tuned using the estimated parameters of the LCL filter. The current-reference tracking bandwidth was set to 600 Hz. Fig. 9 shows the measured response.

\(^1\)During the PRBS excitation, the harmonic contents in the grid currents were: 0.03 p.u. (a-phase); 0.08 p.u. (b-phase); and 0.07 p.u. (c-phase). The harmonics were computed up to the 50th order.
waveforms of the converter current components in grid-voltage coordinates, when the reference for the q-axis current $i_{cq}$ steps from zero to 0.4 p.u. at $t = 0.01$ s. During the step, the reference for the d-axis current $i_{cd}$ was kept at zero. As the figure shows, the step response with the identified parameters matches well with the designed dynamics: 5-% settling time is 1 ms and there is no overshoot. This test indicates that the identified parameters can be used to tune the controller, enabling the self-commissioning of the converter. As a baseline, Fig. 9 also shows the step response for the controller, which is tuned based on the nominal parameters.

V. DISCUSSION

A. Simulation-Based Sensitivity Analyses

Only experimental results were shown in the previous section. Here, we elaborate on some accuracy and sensitivity aspects of the proposed method by means of simulations of the 12.5-kVA 50-Hz converter system (cf. Table I). Unlike in the experiments, the actual parameter values of the plant
are exactly known in the simulations, which enables better analysis of estimation errors.

In the following tests, the parameters are identified under a constant load of 0.4 p.u. when the converter operates as a rectifier. The measurement noise with a standard deviation of 0.02 p.u. is added to the phase current measurements. The PWM of the converter is included in the simulation model. As in the experiments, the converter is controlled using a state-feedback current controller \([5]\) augmented with a grid-voltage sensorless observer \([38]\). The identification method was also tested with a PI-type current controller \([4]\), which resulted in almost identical parameter estimates under the same closed-loop control bandwidth conditions.

1) Closed-Loop Bandwidth: The noise \(i_n\) in (10) and the excitation signal are correlated due to the feedback loop in the identification method. Generally, it is necessary to use a proper noise model in closed-loop identification in order to get consistent estimates \([32]\), \([39]\). Different closed-loop bandwidths for the converter current control were tested using simulations. When the current-control bandwidth is 100 Hz, the errors in the estimated parameters are negligible, despite the noise in the measured converter currents. This example indicates that the selected noise model in (11) is sufficient. When the current-control bandwidth is set to 600 Hz, the relative error in the capacitance estimate \(\hat{C}\) is about 10%, while the errors in the other two estimates are smaller. The accuracy of the parameter estimates decreases as the closed-loop bandwidth increases, which is an expected trend in closed-loop identification \([32]\). For this reason, a low current-control bandwidth should preferably be used during the identification process. In the following, the current-controller bandwidth of 100 Hz is used.

2) Grid Impedance: The proposed method was tested with different grid impedances. In the first example, the grid impedance is modelled with the series inductance of 0.2 p.u. The inductance estimate \(\hat{L}_{fg}\) is the most biased parameter estimate with a relative error of 4%, and the errors in the other two parameter estimates are less than 2%. In the second example, the grid impedance is modelled with the series inductance of 0.2 p.u. and the series resistance of 0.1 p.u. In this case also, the inductance estimate \(\hat{L}_{fg}\) is the most biased parameter estimate with a relative error of 4%, and the errors in the other two parameter estimates are less than 2%. In the third
example, the grid impedance was modelled with the series inductance of 0.5 p.u. to represent a very weak grid. In this case, the inductance estimate \( \hat{L}_{fg} \) is the most biased parameter estimate with a relative error of 12%. The errors in the other two parameter estimates are less than 3%.

3) Grid Frequency: The grid frequency may deviate around its nominal value. In the case of 50-Hz grids, a typical range of allowed variation is 49.9...50.1 Hz. The proposed method needs the grid-frequency value for removing the fundamental and the undesired harmonic components from the stored sequences. In order to study the sensitivity of the parameter estimates to the grid frequency, the actual grid frequency in the plant model was set to 49.8 Hz, while the identification method used the value of 50 Hz. The most biased parameter estimate is \( \hat{L}_{fg} \), with a relative error of 6%. However, since converter control algorithms typically estimate the instantaneous value of the grid frequency (either via a phase-locked loop or via a grid-voltage sensorless methods, e.g., [38]), an up-to-date value of the grid frequency could be easily used in the proposed identification method.

B. Implementation Aspects in Real-Time Processors

Applicability of the proposed method in real-time processors depends on various factors, including the processor architecture, clock frequency, and memory. Table II shows the number of basic operations per recursion step (per sample) for the proposed method. In order to get a rough idea of the required total computation time, let us make the following assumptions: the number of samples is \( N = 1000 \); the processor clock frequency is 100 MHz; 1% of the processing power is used for computing the parameters; addition and multiplication take two clock cycles to complete; the division takes 15 clock cycles to complete; and data transfer latencies between the processor and the memory are omitted. These assumptions lead to the total computation time of approximately one second. In practice, the data transfer latencies increase the total computation time, which, however, remains in the acceptable range. Furthermore, 2000 32-bit memory locations are required for storing the sequences in (8), and some additional memory is needed for the recursive algorithms. Based on this simplistic analysis, the proposed method could be run in a real-time processor as a background process, employing the data stored into the memory.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Goertzel</th>
<th>RPLR</th>
<th>RPE</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addition</td>
<td>12</td>
<td>95</td>
<td>103</td>
<td>210</td>
</tr>
<tr>
<td>Multiplication</td>
<td>6</td>
<td>135</td>
<td>141</td>
<td>309</td>
</tr>
<tr>
<td>Division</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

VI. Conclusions

We have proposed a method to identify both the discrete-time parameters and the physical parameters of an LCL filter model. Only the converter phase currents and the DC-bus voltage need to be measured. The proposed method can be added to any existing PWM-based converter control system in a plug-in manner. To improve the accuracy of the parameter estimates, the closed-loop control bandwidth should preferably be low during the short identification process. The proposed method can provide the filter parameter estimates for the converter control during the start-up. Furthermore, the method can be run occasionally during the normal operation of the converter, in order to obtain an estimate for the total grid-side inductance. The parameter estimates can be beneficial also for condition monitoring and fault diagnosis purposes. According to the simulation and experimental results, the filter parameters can be estimated with a very good accuracy and changes in the grid-side inductance can be detected.

APPENDIX A

Discrete-Time Model

A discrete-time model of the lossless LCL filter in stationary coordinates is presented in the following. The PWM is modeled as the zero-order hold (ZOH). The sampling of the converter currents and the grid voltages are synchronized with the PWM. Under these assumptions, the hold-equivalent discrete-time state-space model of the LCL filter becomes [5]

\[
x(k + 1) = A x(k) + B_c u_c(k) + B_g u_g(k)
\]

\[
i_c(k) = C x(k)
\]

where the state vector is selected as \( x = [i_c, u_i, i_g]^T \). The system matrices are

\[
A = \begin{bmatrix}
L_{fg} + L_{ig} \frac{\cos(\omega_p T_g)}{\omega_p L_{fg}} & -\frac{\sin(\omega_p T_g)}{\omega_p L_{fg}} & L_{fg}[1-\cos(\omega_p T_p)] \\
L_{ic} [1-\cos(\omega_p T_p)] & \frac{\sin(\omega_p T_p)}{\omega_p L_{ic}} & \frac{\omega_p L_{ic}}{L_{ic} + L_{fg}} \\
L_{ic} \frac{\omega_p L_{ic}}{L_{ic} + L_{fg}} & -\frac{\sin(\omega_p T_p)}{\omega_p L_{ic}} & L_{fg} + L_{ig} \frac{\cos(\omega_p T_p)}{\omega_p L_{fg}}
\end{bmatrix}
\]

\[
B_c = \frac{1}{L_{ic} + L_{fg}} \begin{bmatrix}
T_g + \frac{L_{fg} \sin(\omega_p T_g)}{\omega_p L_{fg}} & \frac{L_{fg}[1-\cos(\omega_p T_p)]}{\omega_p L_{fg}} \\
\frac{L_{fg}[1-\cos(\omega_p T_p)]}{\omega_p L_{fg}} & T_s - \frac{\sin(\omega_p T_p)}{\omega_p L_{ic}}
\end{bmatrix}
\]

\[
C = \begin{bmatrix}
1 & 0 & 0
\end{bmatrix}
\]

The closed-form expression for the input matrix \( B_c \) can be found in [5]. The converter current \( i_c(k) \) can be solved as

\[
i_c(k) = C(zI - A)^{-1} B_c u_c(k)
\]

\[
i_c(k) = \frac{b_1 z^{-1} + b_2 z^{-2} + b_3 z^{-3}}{1 + a_1 z^{-1} - a_2 z^{-2} - z^{-3}} u_c(k)
\]

(21)

where the parameters \( a_1, b_1, \) and \( b_2 \) are given in (6). The actual converter voltage \( u_c \) is produced based on the voltage reference \( u_{c,ref} \). Due to the finite computational time of the control algorithm, the converter-voltage reference calculated at the present time step becomes active at the next time step

\[
u_c(k) = z^{-1} u_{c,ref}(k)
\]

(22)

Combining (21) and (22) gives the pulse-transfer operator (5).

APPENDIX B

DFT and Goertzel Algorithm

Consider a time-domain sequence of \( N \) equally-spaced samples, \( \{x(k)\} = \{x(0), x(1), \ldots x(N - 1)\} \), which could be complex-valued in general. The spectral components can
be computed using the discrete Fourier transformation (DFT) as
\[
e_n = \frac{1}{N} \sum_{k=0}^{N-1} x(k)e^{-j\omega_n k T_s} \tag{23}
\]
where \(\omega_n = 2\pi n/(NT_s)\) is the \(n\)th angular frequency component. The inverse transformation is
\[
x(k) = \sum_{n=0}^{N-1} c_n e^{j\omega_n k T_s} \tag{24}
\]
For real-valued sequences \(\{x(k)\}\), such as those in \((8)\), \(c_{N-n} = c_n^*\) holds, giving an alternative form \[40\]
\[
x(k) = A_0 + \sum_{n=1}^{N/2} A_n \cos(\omega_n k T_s + \phi_n) \tag{25}
\]
where \(A_0 = |c_0|\), \(A_n = 2|c_n|\), \(\phi_n = \arg(c_n)\), and the last index in the summation assumes \(N\) to be even.

The fast Fourier transformation (FFT) could be used to compute the full spectrum in \((23)\). However, just a few selected grid-frequency harmonic components (e.g., \(\omega_n = h\omega_g\), where \(h = \{1, 5, 7\}\)) need to be computed in the preprocessing stage. The Goertzel algorithm can be used to efficiently compute individual spectral components \(c_n\), instead of computing the FFT \[40\]. The Goertzel algorithm is recursive and it can be easily implemented with real-valued arithmetics.

\section*{Appendix C
Parameter Computation Algorithm}

An estimate \(\hat{\theta} = [\hat{a}_1, \hat{b}_1, \hat{b}_2, \hat{c}_1, \hat{c}_2]^T\) for the parameter vector \(\theta\) is estimated recursively using the prediction error
\[
\hat{w}(k) = y(k) - \hat{\varphi}(k)^T \hat{\theta}(k-1) \tag{26}
\]
where \(\hat{\varphi}\) is the regressor vector similar to \(\varphi\) but the noise terms \(w\) are replaced with the estimated terms \(\hat{w}\):
\[
\hat{\varphi}(k) = \begin{bmatrix}
\hat{u}(k-2) - \hat{u}(k-1) \\
\hat{u}(k-2) + \hat{u}(k-4) \\
\hat{u}(k-3) \\
\hat{w}(k-1) \\
\hat{w}(k-2)
\end{bmatrix} \tag{27}
\]
In the RPLR method \[37\], the parameter vector is estimated
\[
\hat{\theta}(k) = \hat{\theta}(k-1) + K(k) \hat{w}(k) \tag{28}
\]
The gain \(K(k)\) is calculated as
\[
K(k) = \frac{P(k-1)\hat{\varphi}(k)}{\lambda + \hat{\varphi}(k)^T P(k-1) \hat{\varphi}(k)} \tag{29}
\]
where \(\lambda\) is a forgetting factor and
\[
P(k) = \frac{P(k-1) - P(k-1)\hat{\varphi}(k)\hat{\varphi}(k)^T P(k-1)}{\lambda + \hat{\varphi}(k)^T P(k-1) \hat{\varphi}(k)} \tag{30}
\]
Alternatively, the parameter vector can be estimated using the RPE method \[37\], where \(K\) and \(P\) are replaced with
\[
K(k) = \frac{P(k-1)\psi(k)}{\lambda + \psi^T(k)P(k-1)\psi(k)} \tag{31}
\]
and
\[
P(k) = \frac{P(k-1)}{\lambda} - \frac{P(k-1)\psi(k)\psi(k)^T P(k-1)}{\lambda + \psi^T(k)P(k-1)\psi(k)} \tag{32}
\]
An approximate gradient is computed by filtering \(u, i,\) and \(\hat{w}\),
\[
\psi(k) = \begin{bmatrix}
\hat{u}_F(k-2) - \hat{u}_F(k-1) \\
\hat{u}_F(k-3) \\
\hat{w}_F(k-1) \\
\hat{w}_F(k-2)
\end{bmatrix}
\]
\[
i_F(k) = i(k) - \hat{c}_1(k)\hat{w}_F(k-1) - \hat{c}_2(k)\hat{w}_F(k-2)
\]
\[
u_F(k) = u(k) - \hat{c}_1(k)\hat{u}_F(k-1) - \hat{c}_2(k)\hat{u}_F(k-2)
\]
\[
\hat{w}_F(k) = \hat{w}(k) - \hat{c}_1(k)\hat{w}_F(k-1) - \hat{c}_2(k)\hat{w}_F(k-2) \tag{33}
\]
Initial values for \(\hat{\theta}\) and \(P\) are needed in order to start the recursive calculation. Here, the initial values are \(\theta_{\text{RPLR}}(0) = 0\) and \(P_{\text{RPLR}}(0) = 1000I\) p.u. for the RPLR method. The initial values for the RPE method are \(\theta_{\text{RPE}}(0) = \theta_{\text{RPLR}}(N-1)\), where \(\theta_{\text{RPLR}}\) is the parameter estimate given by the RPLR, and \(P_{\text{RPE}}(0) = 1000I\) p.u. The forgetting factor is \(\lambda = 1\).

\section*{Appendix D
Design Parameters of the Controller}

The design parameters used in the current control method \[5\] are \(\omega_{\text{cd}} = 2\pi \cdot 100\) rad/s, \(\omega_{\text{cd}} = 2\pi \cdot 1350\) rad/s, and \(\zeta = 0.01\). The design parameters used in the grid-voltage sensorless observer \[38\] are \(\alpha_{\text{cd}} = 5\omega_{\text{cd}}, \omega_{\text{cd}} = \omega_{\text{cr}}, \zeta_{\text{cr}} = 0.7\), \(\alpha_{\text{r}} = 2\pi \cdot 50\) rad/s, \(\omega_{\text{r}} = 2\pi \cdot 25\) rad/s, and \(\zeta_{\text{r}} = 1\). The notation corresponds to that used in \[5\], \[38\], where the control architecture and tuning process is thoroughly described. The DC-bus voltage controller is a PI controller, having the bandwidth of 5 Hz.
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