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A B S T R A C T

Both experiments and simulations with SOLPS-ITER and EDGE2D-EIRENE show that the onset of detachment
for the low-field side (LFS) divertor – defined here as the line-averaged upstream density (⟨𝑛e⟩edge) at which
the plasma flux to the LFS target (𝐼LFS−plate) starts to decrease with increasing ⟨𝑛e⟩edge – is independent of the
isotope mass. However, there are three major simulation-experiment discrepancies: (i) the absolute values of
𝐼LFS−plate and the electron density (𝑛e) in the LFS divertor at the onset of detachment are significantly lower in
simulations, i.e., approximately a factor of 2 for 𝐼LFS−plate and a factor of 3-4 for 𝑛e; (ii) the degree of detachment
– defined here as the difference between 𝐼LFS−plate at the onset of detachment and at an ⟨𝑛e⟩edge value close to
the density limit – is smaller in simulations compared to experiments; and (iii) the experimentally observed
larger degree of detachment for D and T plasmas compared to H plasmas cannot be clearly distinguished from
the simulation results. There are strong indications that discrepancy (i) is to a large extent caused by neglecting
Lyman-opacity effects in our simulations. The simulations predict a similar net volumetric recombination source
for all isotopes due to the fact that molecule-activated recombination (MAR) compensates for the reduced
electron–ion recombination (EIR) for H, whereas MAR is negligible for D and T. This similar net volumetric
recombination source for all isotopes leads to an isotope-independent degree of detachment in simulations. An
analysis of the Balmer-𝛼 and Balmer-𝛾 emission confirms the underestimate of MAR in simulations (especially
for D and T) for the JET metallic wall, which was previously observed for devices with a carbon wall.
The underestimate of MAR is an important cause for discrepancy (ii) and the fact that there is a stronger
underestimate of MAR for D and T than for H explains discrepancy (iii). Extending the plasma grid to the
vessel wall increases 𝐼LFS−plate and 𝑛e at the onset of detachment by 25%, and the EIR source increases by 80%
in detached conditions. Hence, while the extended grid results are closer to the experimental observations, the
previously described qualitative discrepancies still persist.

1. Introduction

Detachment is the desired operating regime of a nuclear fusion reac-
tor and is characterized by a strong reduction of the particle and energy
fluxes to the divertor targets for a high upstream density, protecting
them from eroding and melting. Hence, understanding the physics of
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1 See the author list of ‘‘Overview of T and D-T results in JET with ITER-like wall’’ by CF Maggi et al. to be published in Nuclear Fusion Special Issue: Overview
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detachment is of crucial importance. This can be achieved through
plasma edge modeling. Whereas future reactors are planned to operate
with a deuterium (D) – tritium (T) mixture, most simulation models still
assume pure D fuel, often supplemented with some minority impurity
species. Only recently, significant progress has been made in modeling
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D-T mixtures, see, e.g., Refs. [1–4]. Besides D and T, understanding
the behavior of protium (H) is essential due to the frequent use of H
during experimental campaigns of fusion devices. Consequently, it is
essential to study the impact of isotope choice on several detachment
characteristics. In this paper, we focus on two important detachment
characteristics:

1. The onset of detachment, which we define as the minimum
upstream density at which the divertor target particle flux starts
to drop.

2. The degree of detachment, which we define as the total reduc-
tion of the target flux when further increasing the upstream
density.

The divertor conditions are potentially impacted by many individual
mass-dependent contributions. For the same energy, heavier ions are
slower (the speed approximately scales with 1∕

√

𝑚ion, with 𝑚ion the
ion mass). The fast-reflected atoms and atoms resulting from molecular
dissociation (with mass 𝑚at) are slower for an increased mass. The
pumping properties are affected by the mass of the molecule (𝑚mol),
i.e., the conductance of the pump duct scales with 1∕

√

𝑚mol and the
sticking probability at the cryogenic panel increases with 𝑚mol. In
addition, the atom mean-free path scales with 1∕

√

𝑚at . There is an
extended reaction database for cross sections and rate coefficients for
H, but it is much more limited for D and 𝑇 isotopes. Consequently,
the H reaction database is typically used in simulations for all isotopes,
but both the particle energy and background temperature for heavy
particle collisions with D and 𝑇 are rescaled with 𝑚H∕𝑚D or 𝑚H∕𝑚T,
where 𝑚H, 𝑚D, and 𝑚T are the mass of an H, D, or 𝑇 atom, respectively.
This rescaling guarantees the same cross sections for collision partners
with the same relative velocity difference. This effect should not be
underestimated and will be discussed in detail in this paper.

JET has the unique capability to operate with different isotopes
and isotope mixtures. The isotope effect on divertor conditions has
already been studied for JET with a carbon wall (JET-C) [5]. For
the JET ITER-like wall (JET-ILW), with beryllium main chamber and
tungsten divertor, the characterization of detachment w.r.t. the effect
of different isotopes has been done for Ohmic [6] and low-confinement
mode (L-mode) [7] plasmas. The experimental analyses were supported
by EDGE2D-EIRENE [8] simulations. However, there are still several
important questions that remain unanswered, especially w.r.t. the va-
lidity of plasma edge codes for high-recycling and detached conditions.
To this end, we further analyze the existing EDGE2D-EIRENE sim-
ulations and supplement them with SOLPS-ITER [9,10] simulations.
SOLPS-ITER consists of the B2.5 code to solve fluid equations for the
plasma species coupled to a kinetic Monte Carlo (MC) treatment for the
neutrals with the EIRENE code [11]. The recently released extended
grid version of SOLPS-ITER [12] allows extension of the plasma grid
up to the real vessel wall, for which we will discuss the implications
on the simulation results.

2. Experimental setup

We study pure H, D, and 𝑇 JET-ILW L-mode plasmas with the high-
field side (HFS) strike point at the vertical plate and the low-field
side (LFS) strike point at the horizontal plate (Fig. 1). The plasma
current and the toroidal magnetic field at the magnetic axis were
2.5 MA and 2.5 T, respectively, with the ion 𝐁 × ∇𝐵 vector pointing
into the divertor. There was 1 MW of neutral beam (NBI) heating
power. The Ohmic heating power (𝑃Ohm) increases as a function of the
upstream density, i.e., 𝑃Ohm ≈ 1.5 MW for low-recycling conditions and
𝑃Ohm ≈ 2.2 MW for detached conditions. The upstream density was
controlled by means of a gas puff in the divertor (see Fig. 1), which
was steadily increased during a discharge until the density limit was
reached. Due to the continuous increase of the gas-puff strength in these
ramping pulses, it might be that the plasma state is not responding
fast enough to assume that it is in a (quasi) steady state for a certain

Fig. 1. Experimental setup. The diagnostics of interest are Langmuir probes (LPs),
the KT3 spectrometer, and a far-infrared interferometer (FIR) to measure ⟨𝑛e⟩edge. The
yellow-shaded area corresponds to the tile-5 region over which the Balmer emission is
averaged in Figs. 13–14, 21. Particles sticking at the cryogenic panel are pumped. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

Table 1
Overview of JET pulse numbers (JPNs).

JPN Species Cryogenic panel temperature

91 284 H sc-He
94 759 D sc-He
95 889 D sc-He
100 166 T LN2
100 559 D LN2

puff strength. Because we assume a steady state for a certain puff
strength in the simulations, we compared these ramping pulses with
pulses where the puff strength was stepwise increased. We concluded
that the transients of the plasma are fast enough to use the ramping
pulses for a comparison with simulations.

Because of the maximum allowed throughput for 𝑇 discharges, the
cryogenic panel temperature for the 𝑇 discharges was increased to liq-
uid nitrogen temperatures (LN2), whereas the panel for previous H and
D discharges was operated at supercritical helium (sc-He) temperatures.
The D pulse was also repeated for LN2 settings (see Table 1) to assess
the impact of the throughput on divertor conditions. For the remainder
of the text, we often refer to the sc-He and LN2 pulses as discharges
with pumped and unpumped settings, respectively

Because of its excellent diagnostic coverage, we focus on the LFS di-
vertor in this paper. We use Langmuir probe (LP) data at the plate [13]
for the plasma flux to the LFS divertor plate (𝐼LFS−plat e) and line-
integrated/-averaged measurements from the high-resolution
poloidally scanning mirror spectrometer KT3 [14], as indicated in
Fig. 1. The line-averaged electron density (𝑛e) and electron temperature
(𝑇e) are inferred using Stark broadening of the Balmer-𝛿 or Balmer-
𝜖 line and using the fitted continuum emission of the Balmer series,
respectively [15,16]. LPs could be used to obtain 𝑇e and 𝑛e at the plate,
but for 𝑇e < 10 eV LPs become unreliable. As a result, Ref. [15] shows
that LPs underestimate 𝑛e in detached conditions with up to a factor
of 3. Due to the focus in this paper on high-recycling and detached
conditions and not to overload the figures, we only show the line-
averaged 𝑛e and 𝑇e results from KT3 and we use LPs exclusively for the
plasma particle flux. We study the divertor plasma profiles as a function
of the line-averaged upstream density ⟨𝑛e⟩edge, measured with a far-
infrared (FIR) interferometer [17]. We choose to use ⟨𝑛e⟩edge instead
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Fig. 2. Radial profiles of the particle (𝐷⟂) and thermal (𝜒i and 𝜒e for the ions and
electrons, respectively) diffusivities, where 𝑅 − 𝑅sep corresponds to the radial distance
from the separatrix at the OMP. Figure reproduced from Ref. [21], with permission.

of the more physics meaningful electron density at the outer-midplane
(OMP) separatrix position (𝑛e,sep,m), because obtaining 𝑛e,sep,m is tedious
due to uncertainties on the separatrix position and measurement errors.
Ref. [18] derived the approximate relation ⟨𝑛e⟩edge ≈ 2 × 𝑛e,sep,m for the
same JET L-mode configuration as this paper using the two-point model
to estimate the shift of the measured profiles.

3. Simulation setup

Simulating mixtures of hydrogen isotopes leads to an increase of
the statistical error by more than a factor 104 compared to simulations
with a single isotope [4]. The reason is that the atom-ion charge-
exchange reaction between different hydrogen species appears as a
particle source/sink in the kinetic MC code EIRENE. Due to this sta-
tistical deterioration and due to the fact that D-T experimental results
lie between the pure D and 𝑇 results [7], we focus in this paper on
simulations with pure H, D, or T.

The EDGE2D-EIRENE simulations also contain beryllium, but its
impact on the plasma state was assessed to be small for D cases in
high-recycling and detached conditions (beryllium accounts for ap-
proximately 15% of the total radiation in high-recycling and detached
conditions [19]). Whereas there is a significant increase of the net
erosion when transitioning from H to D, the differences between D and
𝑇 are limited due to a smaller value for 𝑚T∕𝑚D than for 𝑚D∕𝑚H [20].
Consequently, we exclude beryllium from our SOLPS-ITER simulations
to focus on the hydrogenic physics. In Section 4, we show that the
impact of beryllium is indeed limited for the 𝑇 EDGE2D-EIRENE cases.

Cross-field drifts and currents are activated in both EDGE2D-EIRENE
and SOLPS-ITER. Neutral–neutral collisions are included in the SOLPS-
ITER simulations, but their impact on the plasma state is limited,
because the pressure in the sub-divertor entrances stays below 3 Pa. The
perpendicular anomalous transport coefficients were manually tuned in
Ref. [19] to fit the simulation results for 𝑛e and 𝑇e at the OMP location
within the experimental uncertainties. This tuning was done for low-
recycling conditions and the resulting transport coefficients are plotted
in Fig. 2. We use the same transport coefficients for all our simulations.
There are arguments to improve the transport coefficient values for
high-recycling and detached conditions, which is out of the scope for
this paper. Initial studies with variations of transport coefficients show
that they impact the details of the divertor plasma profiles, but the
effects on integrated quantities such as particle fluxes and radiation
(the main quantities of interest of this paper) are small.

At the core–edge boundary (indicated in orange in Fig. 3), we
impose a hydrogenic plasma particle flux of 8.5 ⋅1019 s−1 supplemented
with a flux stemming from neutrals reaching the core region where
they are ionized and re-enter the edge as fully stripped ions. These
ionized neutrals typically dominate the plasma flux at the core–edge
boundary. The power at the core–edge boundary (𝑄cor e) is assumed to
be 2.2 MW, which is equally distributed between ions and electrons.

Fig. 3. SOLPS-ITER setup. The region indicated in yellow corresponds to the LFS
region used in Sections 4–5 for the particle and energy balances. The sub-divertor
entrances are blocked with pump surfaces with an albedo pump coefficient of 0.94.
(For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

This power was estimated in Ref. [19] by subtracting the radiated
power derived from the bolometric tomographic reconstructions from
the total heating power. The increase in Ohmic power when increasing
⟨𝑛e⟩edge was observed to be approximately balanced by the increase in
radiated power in the core. Hence, the 2.2 MW was assumed to be
constant for all values of ⟨𝑛e⟩edge. However, there are uncertainties on
the input power, especially due to uncertainties on the tomographic
reconstructions. In Section 4.2, we assess the impact of this uncertainty
on the input power on the simulation results.

Finally, to mimic the experimental settings, there is a feedback
gas puff in the simulations to control 𝑛e,sep,m, as shown in Fig. 3. The
simulations are run for several values of 𝑛e,sep,m, each time until a
statistically steady state is reached. Due to the Monte Carlo noise, the
instantaneous residuals do not reach machine accuracy and only time-
averaged quantities reach a steady state, which is the connotation of a
‘‘statically steady state’’. The upstream density ranges from 𝑛e,sep,m =
0.7 ⋅ 1019–2.4 ⋅ 1019 m−3, where the upper limit corresponds to the
approximate maximum density for which a stable solution is obtained.
We use the ⟨𝑛e⟩edge ≈ 2 × 𝑛e,sep,m scaling from Ref. [18] to obtain
⟨𝑛e⟩edge for a comparison with the experiments. However, a future re-
assessment of this relationship is recommended, as we will explain in
this paper.

4. Validation for simulations with standard non-extended grids

The onset of detachment is independent of the isotope mass in both
experiments and simulations (Fig. 4a). In Fig. 4 and upcoming figures,
the following color code is used: red for H, blue for D, and magenta for
T. For the ⟨𝑛e⟩edge = 2 × 𝑛e,sep,m scaling, the roll-over of 𝐼LFS−plat e occurs
at similar upstream density in simulations as in experiments (⟨𝑛e⟩edge ≈
2.6 ⋅ 1019 m−3). The LFS divertor line-averaged density rolls over at
slightly higher ⟨𝑛e⟩edge ≈ 3.0 ⋅ 1019 m−3 (Fig. 4b). The temperature at
the 𝐼LFS−plat e roll-over point is 2–3 eV and this temperature is reduced
below 1 eV when further increasing ⟨𝑛e⟩edge (Fig. 4c). Although the
experimental throughput in detached conditions is reduced with a
factor 50 when increasing the cryogenic panel temperature from sc-
He to LN2, we do not observe a significant difference between pumped
and unpumped conditions for these plasma profiles (compare the blue
filled and open circles in Fig. 4a–b). The density limit is 20% higher for
H plasmas, which is consistent with JET-C [5] and previous JET-ILW
Ohmic/L-mode studies [6,7]. So, we conclude that 𝐼LFS−plat e rolls over

Nuclear Materials and Energy 42 (2025) 101842 

3 



N. Horsten et al.

Fig. 4. LFS plate-integrated plasma current (a), electron density (b), and temperature
(c). The current is measured with LPs and the experimental densities and temperatures
are spectroscopically derived line-averaged quantities at the KT3 line of sight near the
LFS strike point. The filled and open circles represent discharges with the cryogenic
panel at sc-He and LN2 temperatures, respectively. The lines indicate the maximum 𝑛e
at the LFS plate and 𝑇e at the strike point from EDGE2D-EIRENE (solid) and SOLPS-
ITER (dashed). The square and triangle symbols represent the line-averaged density
and temperature calculated from the EDGE2D-EIRENE and SOLPS-ITER results with
PESDT-Cherab. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

at the same upstream density for all isotopes and that this density is
unaffected by the throughput.

This observation of an isotope-independent onset of detachment
differs from what was previously concluded from JET-C studies. Fig. 9
of Ref. [5] shows for Ohmic plasmas a 20% decrease of the onset of
detachment when moving from H to D. Ref. [6] concludes that for
JET-ILW Ohmic plasmas the difference in onset of detachment between
D and T remains below 10%, for both horizontal and vertical target
configurations. With these Ohmic and our L-mode JET-ILW studies,
we conclude that the isotope effect on carbon radiation played an
important role for isotopic differences between the divertor target

Fig. 5. Comparison between EDGE2D-EIRENE simulations with beryllium (solid lines)
and without beryllium (dashed lines).

profiles for JET-C. The increased carbon radiation for heavier isotopes
was also confirmed in Ref. [5].

There is no clear distinction between EDGE2D-EIRENE and SOLPS-
ITER for 𝐼LFS−plat e (solid versus dashed lines in Fig. 4a). The ap-
parent lower value of 𝐼LFS−plat e in detached conditions for 𝑇 from
EDGE2D-EIRENE is expected to be caused by deteriorated statistics. The
EDGE2D-EIRENE simulations were already run previously and will be
published in Ref. [22]. The EDGE2D-EIRENE simulations were run with
∼10 000 particles and EIRENE was only called once each ∼10 EDGE2D
time steps. Those are typical settings, because EDGE2D-EIRENE simu-
lations are run on the JET computational machines with limited CPU
resources and EDGE2D was only recently coupled to a parallelized
EIRENE version. For SOLPS-ITER, we increased the number of particles
to ∼100 000 and called EIRENE every B2.5 time step to improve the
statistics. In addition, the SOLPS-ITER simulations are averaged over
the last 1000 iterations. SOLPS-ITER predicts a slightly lower 𝑇e in
detachment compared to EDGE2D-EIRENE (0.25 eV versus 0.45 eV in
Fig. 4c). This temperature reduction in SOLPS-ITER is compensated by
a 25% increase of the peak density (Fig. 4b). These discrepancies are
expected to be caused by differences in the formulation of the sheath
boundary conditions. However, EDGE2D-EIRENE and SOLPS-ITER give
qualitatively the same results and the code discrepancies are much
smaller than the simulation-experiment discrepancies. A detailed code
benchmark is out of scope for this paper.

To verify the assumption of a negligible effect of the beryllium
radiation on the plasma profiles, we have rerun the EDGE2D-EIRENE
𝑇 cases without beryllium. Fig. 5 shows that the beryllium impact is
indeed small, and it is even smaller for the H and D cases due to the
reduced beryllium sputtering.

The maximum value of 𝑛e at the LFS target and 𝑇e at the strike-
point position are not fully equivalent to the line-averaged quantities
inferred from spectroscopic measurements. A more fair comparison
is made by post-processing the simulation results with the PESDT-
Cherab tool [23,24] that calculates the line-averaged 𝑛e from Stark
broadening of the Balmer-𝛿 line and the line-averaged 𝑇e from the
Balmer continuum emission, giving the synthetic equivalents of the
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Fig. 6. Spectroscopically inferred line-averaged temperatures. The measurement results
depend on the chosen wavelength range: 360–393 nm (filled circles) includes the
recombination edge and 360–362 (open circles) is below the recombination edge.

measurements. The PESDT-Cherab results for the EDGE2D-EIRENE and
SOLPS-ITER cases are indicated with respectively square and triangle
symbols in Fig. 4b–c. The PESDT-Cherab analyses indicate that the
density at the onset of detachment in simulations is underestimated
with almost a factor of 4. Similar to the peak density increase, SOLPS-
ITER predicts a 25% larger line-averaged density than EDGE2D-EIRENE
in detached conditions. The line-averaged 𝑇e from simulations does
not get reduced below 1 eV and is to that extent closer to the upper
estimate in experiments, obtained with a continuum wavelength range
from 360–393 nm, i.e., the recombination edge is included (see Fig. 6).
From these PESDT-Chearb post-processed results, we conclude that
simulations underestimate 𝑛e even more than what was previously
observed by taking the maximum values at the LFS plate.

In general, there are three major simulation-experiment discrepan-
cies:

1. Simulations underestimate 𝐼LFS−plat e at the onset of detachment
with approximately a factor of 2 and the density with more than
a factor of 3.

2. In experiments, a larger degree of detachment is observed for
D and 𝑇 plasmas compared to H, i.e., 𝐼LFS−plat e is lower for D
and 𝑇 than for H for the same value of ⟨𝑛e⟩edge after the roll-
over. This isotopic differentiation cannot be distinguished from
the simulation results.

3. The drop of 𝐼LFS−plat e after the roll-over is larger in experiments
compared to simulations implying a general larger degree of
detachment in experiments.

In the remainder of Section 4, we explain the possible origin of these
simulation-experiment discrepancies. Section 4.1 summarizes the the-
oretical background to understand the behavior of the target plasma
particle flux. With this theory, we explain the possible origin of dis-
crepancy 1 in Section 4.2. Section 4.3 deals with discrepancies 2–3. As
the EDGE2D-EIRENE interpretations will be submitted elsewhere [22],
we focus on the SOLPS-ITER results in the remainder of the text.

4.1. Theoretical background to estimate the divertor target flux

To obtain an expression for 𝐼LFS−plat e as a function of ⟨𝑛e⟩edge,
we investigate the particle and energy balance. Similar to Ref. [25],
the derivation is done for the entire plasma edge domain and 𝛤w
corresponds to the hydrogenic plasma flux to the entire plasma edge

boundary (excluding the core–edge boundary), i.e., the main chamber
and the divertor targets. The derivations are easily adapted to get an
expression for 𝐼LFS−plat e by isolating the LFS region and assuming that
the major part of the particle and energy flux is reaching the LFS
target and not the main chamber wall. In that case, only the fraction of
the plasma power reaching the LFS SOL has to be taken into account
instead of the power reaching the entire scrape-off layer (SOL) (𝑄SOL).

The particle and energy balance are expressed as

𝛤w ≈ 𝑆ion − 𝑆r ec, (1)
𝑄w ≈ 𝛾 𝑇w𝛤w

≈ 𝑄SOL − 𝐸ef f
ion𝑆ion −𝑄imp, (2)

respectively, with 𝑆ion and 𝑆r ec the volumetrically integrated ioniza-
tion and recombination particle source, respectively. Eq. (1) is valid,
because the hydrogenic ion particle flux entering the edge region
from the core is much smaller than the recycling flux. This assump-
tion is valid for our simulations, because at the onset of detachment
(⟨𝑛e⟩edge ≈ 1.3 ⋅ 1019 m−3), the flux from the core (𝛤cor e) is of the order
1021 s−1, whereas 𝐼LFS−plat e ∼ 1023 s−1, and 𝛤cor e further decreases
for detached conditions. The first line of Eq. (2) gives the sheath
boundary condition with 𝛾 the sheath energy transmission coefficient
(𝛾 ≈ 8.5 for EDGE2D-EIRENE and SOLPS-ITER, where we assume that
the macroscopic kinetic energy is included in the energy balance) and
𝑇w a representative plasma temperature at the wall. The plasma power
reaching the wall (𝑄w) is determined by 𝑄SOL minus the hydrogenic
energy losses and energy losses due to impurities (𝑄imp). The impurity
energy losses are included in the derivations to assess their possible
impact, but neglected in the SOLPS-ITER simulations. The hydrogenic
energy losses approximately scale with the ionization source, which
explains that we approximate them as −𝐸ef f

ion𝑆ion in Eq. (2). Generally,
the effective ionization energy (𝐸ef f

ion ) contains the electron energy losses
due to ionization of hydrogenic atoms and molecules, dissociation of
molecules, and radiation losses and ion energy sources/sinks due to
plasma-neutral interactions (e.g., the creation of ions in ionization
events and charge-exchange and elastic collisions). This energy loss
term is almost fully determined by electron energy losses for high-
recycling and detached conditions (see Section 4.2). It should be noted
that 𝑄w is the plasma power to the wall and not the effective heat load.
For the latter, the released energy during the surface recombination
process and the surface interactions of neutrals and photons are added.

Combining Eqs. (1)–(2) gives an expression for the integrated par-
ticle flux to the wall:

𝛤w ≈
𝑄SOL −𝑄imp

𝐸ef f
ion + 𝛾 𝑇w

−
𝐸ef f
ion

𝐸ef f
ion + 𝛾 𝑇w

𝑆r ec

≈
𝑄SOL −𝑄imp

𝐸ef f
ion + 𝛾 𝑇w

− 𝑆r ec, (3)

using the assumption that 𝐸ef f
ion ≫ 𝛾 𝑇w for temperatures where volu-

metric recombination plays an important role (𝑇w ≲ 1 eV). Eq. (3)
corresponds to the closed-box approximation of Ref. [26] to study
the roll-over of the plasma flux to the plasma-facing components. In
Ref. [19], EDGE2D-EIRENE simulations show that for a D fuel the
beryllium radiation in the edge is approximately 0.1 MW for high-
recycling and detached conditions (compared to 𝑄cor e = 2.2 MW) and
the tungsten radiation becomes negligible. Hence, the impact of 𝑄imp
in Eq. (3) is neglected in the upcoming analyses, which is justified in
Fig. 5. With the help of Eq. (3), we will now explain the simulation-
experiment discrepancies at the onset of detachment (Section 4.2) and
in detached conditions (Section 4.3).

4.2. Underestimate of peak 𝐼LFS−plat e and 𝑛e in simulations

The maximum value of 𝛤w as a function of ⟨𝑛e⟩edge is approximated
by 𝑄SOL∕(𝐸ef f

ion + 𝛾 𝑇w), which shows the linear scaling with 𝑄SOL. There
are significant uncertainties on the power radiated in the core region
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Fig. 7. Effect of varying the input power on 𝐼LFS−plat e (a) and the maximum electron
density at the LFS target (b) as a function of ⟨𝑛e⟩edge in SOLPS-ITER simulations.

(integrated from the center of the core to the core–edge boundary of
the plasma grid) due to uncertainties on tomographic reconstructions
of bolometric measurements. The originally assumed 𝑄cor e = 2.2 MW
is estimated to be a lower limit. The upper limit is 2.8 MW. Increasing
the power raises the peak 𝐼LFS−plat e and 𝑛e. However, simulations still
underestimate 𝐼LFS−plat e by at least 25% and 𝑛e by at least 25%–
50% (Fig. 7). The onset of detachment occurs at higher ⟨𝑛e⟩edge when
increasing the power. Increasing 𝑄cor e from 2.2 MW to 2.8 MW leads to
an increase of the electron temperature at the OMP separatrix position
from approximately 60 eV to approximately 70 eV at the original onset
of detachment (𝑛e,sep,m = 1.3 ⋅ 1019 m−3). This temperature variation
impacts the pressure balance. Due to the large sensitivities of simulation
results w.r.t. the upstream pressure, it is essential to match the OMP
separatrix pressure with experimental measurements for a one-on-one
comparison of the divertor profiles for a certain value of ⟨𝑛e⟩edge.
Nevertheless, the uncertainties on 𝑄cor e are insufficient to explain the
large differences between the peak values of 𝐼LFS−plat e in simulations
and experiments.

A critical factor in determining the peak value of 𝐼LFS−plat e is the
effective ionization energy 𝐸ef f

ion , which we define as

𝐸ef f
ion

𝛥
= −

𝑆𝐸e
+ 𝑆𝐸i

𝑆ion
, (4)

with 𝑆𝐸e
and 𝑆𝐸i

the integrated electron and ion energy source (includ-
ing internal and macroscopic kinetic energy), respectively. Since there
are no impurities in the SOLPS-ITER simulations, 𝑆𝐸e

and 𝑆𝐸i
are en-

tirely determined by hydrogenic processes. Because of the focus in this
paper on the LFS region, we integrate the particle and energy sources
over the LFS region indicated in yellow in Fig. 3. We assume that the
ionization source 𝑆ion is fully determined by atom–electron ionization
(𝐇+ e → 𝐇+ + 2e, where we use boldface 𝐇 here and for the remainder
of the paper to denote any hydrogen isotope). Molecular processes also

Fig. 8. Contributions of electron and ion energy sources to 𝐸ef f
ion in SOLPS-ITER

(𝑄cor e = 2.2 MW), integrated over the LFS region indicated in yellow in Fig. 3. The
vertical dashed line indicates the onset of detachment.

potentially lead to the production of 𝐇+, but because this molecule-
activated ionization (MAI) process competes with molecule-activated
recombination (MAR), we assume that 𝑆r ec in Eq. (3) also contains the
net recombination from molecular processes (see Section 4.3).

The contribution of 𝑆𝐸e
to 𝐸ef f

ion for higher ⟨𝑛e⟩edge values than the
onset of detachment is slightly larger for H compared to D and 𝑇 (solid
lines in Fig. 8) (∼45 eV for H versus ∼40 eV for D and T). This isotope
effect is caused by the increased 𝐇+

2 density for H in the simulations.
Reactions between 𝐇+

2 and electrons lead to increased electron energy
losses. The 𝐇+

2 contribution (𝑆𝐸e,𝐇+
2

) is indicated with squares. The
larger 𝐇+

2 density for H than for D and 𝑇 plays an important role
for the recombination source and we come back to that observation
at the end of Section 4.3. The electron energy losses due to atom–
electron interactions (𝑆𝐸e,𝐇

) are similar for all isotopes (∼30 eV), as
indicated with circles. The ion energy source for low-recycling condi-
tions is almost fully determined by atom–electron ionization, leading
to a negative contribution to 𝐸ef f

ion . The reduced ionization mean-free
path for heavier atoms increases the probability for ionization of D and
𝑇 atoms in the edge before reaching the core region. Consequently,
𝑆𝐸i

increases for D and 𝑇 plasmas. After the onset of detachment, 𝑆𝐸i
becomes negligible compared to 𝑆𝐸e

indicating the limited effectiveness
of (in)elastic plasma–atom and plasma–molecule collisions as an energy
sink. The effective ionization energy is similar for all isotopes at the
onset of detachment, which leads to similar values of 𝐼LFS−plat e (see
Fig. 4a).

Including Lyman-opacity effects has a significant impact on the
value of 𝐸ef f

ion [27]. Properly taking into account Lyman opacity requires
coupled plasma-neutral-photon simulations. The photon transport mod-
ule in EIRENE was originally developed in Ref. [28] and is being
revived in Ref. [29]. Instead of including photon transport, we estimate
the upper limit of 𝐼LFS−plat e and 𝑛e due to Lyman opacity by repeat-
ing the SOLPS-ITER simulations for D using reaction 2.1.5o from the
AMJUEL database [30] for the 𝐇 + e → 𝐇+ + 2e ionization reaction. In
contrast to the original reaction 2.1.5 that assumes local escape factors
of 1 for all Lyman emission lines (i.e., fully transparent), reaction 2.1.5o
assumes zero escape factors (i.e., fully opaque). Fig. 9 shows that there
is a 65% increase of the peak 𝐼LFS−plat e and a factor 2.8 increase of the
maximum electron density at the LFS target when using the opaque
rate coefficients. So even for the low input power (𝑄cor e = 2.2 MW),
the simulation-experiment discrepancies significantly decrease due to
a strong reduction of 𝐸ef f

ion (Fig. 9c). It should be emphasized that using
the Lyman-opaque rate coefficients leads to unrealistic plasma profiles
in regions with low opacity (e.g., the OMP region) and this spatial
dependence of the Lyman escape factors has to be taken into account in
the future by means of consistent photon transport [29]. The adaptation
of the rate coefficients should be accompanied with a re-assessment of
the assumed ⟨𝑛e⟩edge – 𝑛e,sep,m relation. The impact of Lyman opacity

Nuclear Materials and Energy 42 (2025) 101842 

6 



N. Horsten et al.

Fig. 9. Comparison of D SOLPS-ITER simulations (𝑄cor e = 2.2 MW) with AMJUEL Lyman-opaque ionization rate coefficient (reaction 2.1.5o) and the standard transparent rate
coefficient (reaction 2.1.5).

on 𝐸ef f
ion seems to be a plausible explanation for the mismatch between

simulations and experiments for the peak values of 𝐼LFS−plat e.
Although Ref. [31] reports that including photon transport has a

negligible effect on the plasma state for JET-C simulations, there are
strong experimental indications for the importance of Lyman opacity
for JET-ILW plasmas [32,33]. Ref. [32] concludes that the Lyman-𝛼
reabsorption increases from 70% to 90%–98% when changing the wall
material for JET from C to Be-W due to the larger atom density at
the onset of detachment. Figs. 7–8 of Ref. [21] show that simulations
underestimate the Balmer-𝛼 emission at the onset of detachment with
a factor 2, whereas they overestimate the Lyman-𝛼 emission with a
factor 2. From these observations, we recommend to reconsider photon
transport calculations for metallic devices.

4.3. Study of recombination processes to reduce 𝐼LFS−plat e

Volumetric recombination directly reduces the plasma flux to the
wall (see Eq. (3)). There are two categories of recombination processes:

1. Electron–ion recombination (EIR), which consists of three-body
recombination (𝐇+ + 2e → 𝐇 + e) and radiative recombination
(𝐇+ + e → 𝐇 + phot on). The former process is dominant for
temperatures below 1 eV.

2. Molecule-activated recombination (MAR). There are two mech-
anisms for MAR, each existing of two reaction steps:

𝐇2 +𝐇+ → 𝐇+
2 +𝐇

𝐇+
2 + e → 2𝐇 (5)

and

𝐇2 + e → 𝐇− +𝐇

𝐇− +𝐇+ → 2𝐇. (6)

The MAR process via 𝐇+
2 (reaction chain (5)) can be considered

as a recombination process that already becomes relevant at
temperatures around 2 eV and is included in our simulations.
We exclude the MAR process via 𝐇− (reaction chain (6)) in our
studies due to the strong isotope effect for that process, which
is not properly taken into account by the commonly available
reaction data. 𝐇− has been excluded in the majority of plasma
edge simulations due to the assumption that it is negligible for
tokamak-relevant D and 𝑇 plasmas. More recent work indicates
that this assumption might need to be revisited [34], although
also in that reference the isotope effect on D− or T− production
via the dissociative attachment channels was not properly taken
into account. A detailed study of the effect of 𝐇− is beyond the
scope of this paper.

Fig. 10. Contributions to total recombination source (a) and ionization source (b) in
LFS region (indicated in yellow in Fig. 3) in SOLPS-ITER (𝑄cor e = 2.2 MW).

It should be noted that there are also competing molecule-activated
ionization (MAI) processes and the net production of 𝐇 atoms from
molecular processes is evaluated as MAR − MAI. Both EIR and MAR
processes are able to reduce 𝐼LFS−plat e and we will study both processes
in the next paragraphs.

In the simulations, D and 𝑇 plasmas lead to 45% more EIR (solid
lines in Fig. 10a). The increase in EIR for heavier isotopes is caused
by the reduced velocity, which leads to longer dwell times in the SOL
increasing the probability for recombination (Fig. 11a). The increased
size of the region with 𝑇e < 1 eV for H plasmas (Fig. 11b) in simulations
is caused by the increased 𝐸ef f

ion (Fig. 8) and makes the difference
between the EIR source from different isotopes less strong than the
expected

√

𝑚ion scaling. Fig. 11a also shows that there is a strong
reduction of the parallel velocity before the acceleration to the speed
of sound due to large momentum losses. If only EIR recombination
processes would be considered, there would indeed be a larger degree
of detachment for D and 𝑇 plasmas than for H plasmas.

However, also MAR processes can play an important role. In the
simulations, there is only a net 𝐇 production due to molecular processes
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Fig. 11. Parallel plasma velocity (a) and electron temperature (b) in the first flux tube
in the SOL adjacent to the separatrix as a function of the poloidal distance from the
LFS target (𝜃) for SOLPS-ITER simulations with ⟨𝑛e⟩edge = 4.4 m−3.

Fig. 12. Rate coefficient for 𝐇2+𝐇+ → 𝐇+
2 +𝐇 reaction (AMJUEL 3.2.3) as a function of

the ion temperature (𝑇i). An 𝐇2 particle energy of 3𝑇i∕2 is assumed for the evaluation
of the rate coefficients.

for H plasmas (dashed lines in Fig. 10a). The reason is that the mass
rescaling in EIRENE leads to a reduction of the rate coefficient (𝐾)
for the 𝐇2 + 𝐇+ → 𝐇+

2 + 𝐇 charge-exchange reaction with orders of
magnitude for D and 𝑇 for temperatures below 1 eV (see Fig. 12). The
net volumetric recombination source (EIR + MAR − MAI) is similar
for all isotopes (only slightly larger for H), which leads to a similar
reduction of 𝐼LFS−plat e for all isotopes, because the slight increase in the
net recombination source for H is compensated by a slight increase of
the integrated atomic ionization source (Fig. 10b).

The experimental importance of different recombination processes
is assessed by a Balmer emission analysis. SOLPS-ITER underestimates
the Balmer-𝛼 and Balmer-𝛾 emission in detached conditions with a
factor 3–5 and 1.5–2, respectively (Fig. 13). It should be noted that
the synthetic diagnostics from SOLPS-ITER do not account for the
contributions of the reflected light, which can be up to 30%–40%
of the measured emission for these JET-ILW plasmas [35]. However,
this missing line emission does not explain the simulation-experiment
discrepancies. The differences between pumped and unpumped condi-
tions in Fig. 13 (blue filled and open circles, respectively) indicate a
significant impact of the throughput on the Balmer emission, which
is discussed in more detail in Ref. [36]. Comparing the measured
emission for H and D plasmas with the cryogenic panel at sc-He
temperatures (red versus blue filled circles) shows that the Balmer-
𝛼 emission is larger for D than H. The opposite trend is observed in
simulations. To understand the difference in trend between simulations
and experiments, we study the different components of the Balmer
emission.

𝐇+
2 contributes 50% of the total Balmer-𝛼 emission for simulations

with H plasmas (red dashed line in Fig. 14). In contrast, the 𝐇+
2 con-

tribution is unimportant for D and 𝑇 plasmas, which is consistent with
the negligible MAR in simulations of D and 𝑇 plasmas (Fig. 10a). The
fact that the Balmer-𝛼 emission in simulations is larger for H than for
D and 𝑇 due to the 𝐇+

2 contribution, which is opposite to experimental
observations, is a strong indication that simulations underestimate the
importance of MAR and that the reaction data for molecular processes
has to be revisited, especially for D and T plasmas. This expected

stronger MAR recombination for D and 𝑇 would bring the 𝐼LFS−plat e
values in detachment below the ones of H, which would be more in
agreement with experimental observations. The underestimate of MAR
in simulations was previously reported for the carbon devices TCV [37]
and MAST-U [38] and is now also observed for the JET tungsten
divertor. There is no isotope effect on the atom excitation component
(circles in Fig. 14). The Balmer-𝛾 emission is almost fully determined
by the recombination (EIR) component. Finally, it is important to note
that using AMJUEL reaction H.12 2.0c to calculate the 𝐇+

2 density from
the 𝐇2 density (the standard way of calculating the emission in EIRENE)
leads to a factor 4 overestimate of the Balmer-𝛼 emission for 𝑇 plasmas.
Hence, we conclude that AMJUEL reaction 2.0c, which was used to
limit the statistical error on the 𝐇+

2 density, can only be used for H
plasmas.

A final note has to be made on the fact that the larger 𝐇+
2 density

for H than for D and 𝑇 plasmas in simulations leads to an increase of
𝐸ef f
ion in the detached regime, as shown in Fig. 8. This increase of 𝐸ef f

ion
further reduces 𝐼LFS−plat e for H (see Eq. (3)) in contrast to experiments,
which is an additional indication that plasma edge simulations are not
correctly capturing the importance of MAR for D and 𝑇 plasmas.

5. Impact of grid extension to the main chamber wall

Finally, we assess the impact of extending the plasma grid to the
vessel wall by running SOLPS-ITER D simulations (𝑄cor e = 2.2 MW) on
the grid of Fig. 15. The grid is optimized to minimize the discretization
error [39]. Obtaining stable extended grid simulations with drifts and
currents is still work in progress at the publication of these analyses.
The numerical instabilities for drifts are caused by the triangular cells,
which are introduced to match the vessel contour, in combination with
a nine-point stencil. Current work focuses on for example the suppres-
sion of some nine-point contributions for the cross-field drifts. Because
these adaptations are not yet available, we turn off the drifts and
currents for both simulations on the extended grid and on the standard
non-extended reference grid. At the end of this section, we also con-
clude that the effect of drifts does not alter the physics interpretations
in this paper.

Extending the plasma grid increases the peak 𝐼LFS−plat e and 𝑛e by
25% (Fig. 16). The main increase of 𝑛e and the ion saturation current
density (𝑗sat) occurs in the SOL (Fig. 17). The larger 𝐼LFS−plat e for the
extended grid is not due to an increased target surface area, because
the same target area as for the standard grid is used. For the extended
grid, there is a 40% increase of the total plasma flux to the plasma grid
boundary (excluding the core–edge boundary) (𝐼t ot) in high-recycling
and detached conditions (Fig. 18a). The factors in Eq. (3) for the wall
flux that can be impacted by a grid extension are 𝐸ef f

ion and 𝑇w. Fig. 18b
shows that 𝐸ef f

ion is similar for both grids due to a similar composition
of atoms and molecules.

The differences between standard and extended grid results are
caused by the fundamentally different boundary conditions at the
outermost flux surfaces. The original decay-length boundary conditions
are now replaced by sheath boundary conditions, which leads to a
redistribution of the plasma power (Fig. 19). The integrated plasma
power going to the main chamber wall is reduced by almost 20% for
the extended grid, which leads to an increase of available power to
ionize the neutrals. Consequently, there is an increase of the ionization
source (blue lines in Fig. 18c) and plasma particle flux to the targets. A
similar effect can be achieved by tweaking the decay-length boundary
conditions of the standard grid, but this is a tedious process due to
missing measurements of the heat load on the main chamber wall. The
extended grid eliminates the need of the decay-length (or alternatively
leakage) parameters at the outermost flux surface. The spikes in 𝑄 for
𝑠𝜃 near 8 m are caused by the proximity of the sheath that accelerates
the plasma.

For detached divertor conditions, there is an 80% increase of the
recombination source when extending the grid (green lines in Fig. 18c).
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Fig. 13. Balmer-𝛼 (a) and Balmer-𝛾 (b) emission averaged over tile 5 (yellow-shaded area in Fig. 1). The measurement data is coming from KT3e8Ta (Ba-𝛼) and KT3e8Tb (Ba-𝛾),
which utilize the lost light of KT3. The SOLPS-ITER simulations are run with 𝑄cor e = 2.2 MW and 𝑄cor e = 2.8 MW and the region in between is shaded. The vertical dashed line
indicates the onset of detachment. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 14. Atomic and molecular contributions to the Balmer emission in SOLPS-ITER (𝑄cor e = 2.2 MW). The non-transparent solid and dashed lines represent the emission obtained
by directly using the 𝐇+

2 density calculated in EIRENE. For the semi-transparent solid and dashed lines (the last two lines in the legend), the 𝐇+
2 density to estimate the emission

is recalculated from the EIRENE 𝐇2 density using AMJUEL reaction H.12 2.0c. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

Fig. 15. Extended grid for which the B2.5 plasma grid now spans over the full EIRENE
domain for neutrals.

This increase in recombination is caused by the increased density and
not by the increased volume. Fig. 20 shows that the recombination
peak in the SOL increases for the extended grid and that there is
no significant recombination in the additional volume. The increased
density leads to a 60% increase of the Balmer emission (Fig. 21). The
experimental agreement of the Balmer-𝛾 emission, which is mainly
determined by EIR, significantly improves with the grid extension. The

Balmer-𝛼 emission from simulations remains much smaller than the
experimental values due to the underestimate of MAR in simulations.

Finally, we conclude that the impact of drifts on the quantities of
interest in this paper is limited for these L-mode plasmas. There is no
observable difference between the simulation profiles of Fig. 4 and the
standard grid results of Fig. 16. Drifts have an effect on the details of
for example the target profiles, especially for low-recycling conditions,
as discussed in Ref. [21]. The characteristics of detachment are barely
affected by the presence of drifts.

6. Conclusions

The onset of detachment in the LFS divertor for the JET-ILW L-
mode plasmas of this paper is independent of the isotope mass in both
experiments and EDGE2D-EIRENE and SOLPS-ITER simulations. The
simulations underestimate 𝐼LFS−plat e and 𝑛e in the LFS divertor at the
onset of detachment with a factor of 2 and 3–4, respectively. These
simulation-experiment discrepancies at the onset of detachment (for
which volumetric recombination is still negligible) are mainly caused
by uncertainties on the power crossing the core–edge boundary, the
omission of Lyman-opacity effects in standard simulations, and not
extending the plasma grid up to the main chamber wall giving artificial
decay-length boundary conditions at the outermost flux surfaces instead
of sheath boundary conditions at the entire wall. In detached condi-
tions, the electron–ion recombination (EIR) increases for the heavier
isotopes due to the increased dwell times in the low-temperature region
near the target. This isotope effect on EIR is consistent with experiments
where the Balmer-𝛾 emission is larger for D and 𝑇 than for H. In
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Fig. 16. Comparison of SOLPS-ITER D simulations with standard and extended grids. The experimental data for 𝑛e and 𝑇e are line-averaged spectroscopic measurements for the
line of sight near the LFS strike point. The simulation plots represent the maximum electron density at the LFS target (b) and the electron temperature at the LFS strike point (c).

Fig. 17. Electron density (a) and ion saturation current density (b) at the LFS target
as a function of the distance from the separatrix at the onset of detachment (⟨𝑛e⟩edge =
2.8 ⋅ 1019 m−3).

simulations, molecule-activated recombination (MAR) contributes to
50% of the total recombination for H, but is completely negligible for D
and T. From Balmer-𝛼 and Balmer-𝛾 analyses, we conclude that MAR is
also important for D and 𝑇 in experiments. The underestimate of MAR
in simulations is an important cause for the lower degree of detachment
compared to experiments, at least for D and 𝑇 plasmas.

Extending the plasma grid to the main chamber wall increases
𝐼LFS−plat e and 𝑛e at the LFS target at the onset of detachment with
25% and the Balmer emission with 60%. As future work, there is a
need to perform increased-fidelity reference simulations by including
photon transport [29] and either adding a collisional-radiative model
for molecules (and possibly also including the effect of MAR via the
𝐇− chain) or even tracking individual vibrationally excited states of
molecules with revisited reaction data [40–42]. Including these physics
features in computationally feasible simulations of current-day devices
will give critical information to incorporate in design simulations of
future reactors.
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Fig. 18. Plasma flux to the entire plasma boundary (a), 𝐸ef f
ion calculated with −𝑆𝐸e

∕𝑆ion using the sources integrated over the whole plasma domain (b), and the particle balance
in the LFS region indicated in yellow in Fig. 3(c). Standard grid (solid lines) and extended grid (dashed lines). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Fig. 19. Total electron and ion energy flux density through the outermost flux surface
of the standard grid, indicated in blue on the left-hand side, as a function of the poloidal
distance 𝑠𝜃 for ⟨𝑛e⟩edge = 2.8 ⋅ 1019 m−3. Standard grid (solid lines) and extended grid
(dashed lines). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Fig. 20. Recombination source (EIR) [1023 m−3s−1] for ⟨𝑛e⟩edge = 4.4⋅1019 m−3: standard
grid (a) and extended grid (b). The green line in (b) corresponds to the boundary of
the standard grid of (a). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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