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A B S T R A C T

This paper investigated fluid flow in low-stress conditions through rock fractures in Kuru granite measuring 25 
cm × 25 cm. Physical aperture and roughness were measured using high-precision photogrammetry. Anisotropy 
in roughness was observed in two perpendicular directions. Physical aperture under normal stresses was 
measured, and fracture closure was compared with linear variable displacement transducer (LVDT) measure
ments, showing good agreement. Hydromechanical tests exhibited nonlinear behavior between fluid pressure 
gradient and flow rate, following the Forchheimer equation. Applying normal stress resulted in decreased hy
draulic aperture and increased nonlinearity of fluid flow. Experimental hydromechanical tests also revealed 
anisotropy in perpendicular directions, aligning with fracture roughness measurements. Photogrammetric 
models, aided COMSOL simulations, closely matched the experimental results. Increased stress induced chan
neled flow and greater tortuosity. Validation of the numerical model allowed simulations on larger fractures. A 2 
m × 1 m granite fracture studied scale effects, with the rough surface duplicated and shifted by 350 μm to align 
with initial aperture measurements of 25 cm × 25 cm samples. Fluid flow simulations assessed subsample sizes 
(5 cm–100 cm), showing size-dependent variations in roughness, hydraulic aperture, and non-Darcy coefficient, 
stabilizing beyond 30 cm. This underscores sample size’s role in parameter stabilization beyond a 30 cm scale.

1. Introduction

Rock engineering projects, such as underground excavations, rock 
slopes, or mining operations, can disturb the stress distribution in the 
rock mass. This redistribution can lead to the opening, closing, shearing, 
or dilation of pre-existing fractures and may also initiate new fractures. 
These changes can increase the deformability and permeability of the 
rock mass. The interaction between hydraulic and mechanical processes, 
known as hydro-mechanical coupling, can further affect effective stress, 
including fluid pressure and flux. Accurate estimation of hydro- 
mechanical properties is critical for predicting flow paths and 
discharge rates in a rock mass.

A fractured rock mass is a complex material composed of intact rock, 
fracture systems, and possible infillings.1 The inhomogeneous nature of 
rock complicates the modeling of hydro-mechanical processes. In crys
talline and metamorphic rocks, most water flow occurs through the 
fracture system, and the permeability of intact rock can be considered 

negligible.2–4 The behavior of each fracture is controlled by its 
geometrical properties (aperture, length, and roughness) and mechani
cal properties (stiffness and closure), which greatly influence the overall 
hydro-mechanical properties.3,5,6 A wide range of factors, such as 
aperture, roughness, contact area, stress state, matedness, scale effects, 
and fluid rheology, influence fracture permeability.7

Fracture aperture can be described by wall roughness, void spaces, 
and contact areas.5 Physical and hydraulic apertures, which describe 
theoretical and experimental permeability, are usually not identical. 
Hydraulic aperture is often smaller than physical aperture. Extensive 
research has established several relationships between hydraulic and 
physical apertures based on fracture geometries, summarized in prior 
studies.8,9

Fracture aperture can be measured by both contact and non-contact 
methods. Scanning the fracture surface topography with photogram
metry is one example of a non-contact method.10,11 Aperture can also be 
measured by X-ray CT techniques,12 laser scanning,13 and 
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photogrammetry techniques.14 Contact measurement techniques, such 
as injection5 and casting,15 are also applicable for measuring apertures. 
Non-contact methods can involve back-calculation hydraulic tests in the 
laboratory,16 numerical modeling,17 and in-situ scale tests.18,19 Fracture 
surface roughness is mainly influenced by size, shape, arrangement, and 
fluctuation of asperities. Fracture surface roughness is influenced by the 
size, shape, arrangement, and fluctuation of asperities. Additionally, 
roughness can be affected by sample size due to roughness wavelength.9

Both contact approaches like profilometry20 and non-contact methods 
such as photogrammetry14 can be used to estimate roughness. Surface 
roughness is often naturally anisotropic, which may lead to anisotropic 
hydro-mechanical properties due to paleo stress history and mechanical 
loading.

Fluid flow behavior in a single fracture may follow the cubic law, 
which is a simplified solution to the Navier-Stokes equations.16 The 
cubic law suggests a relationship between permeability and hydraulic 
aperture, for any given fluid flow following Darcy’s law.16 In this 
formulation, a single fracture is modeled as two smooth and parallel 
plate media, neglecting the effects of surface roughness and aperture 
variation. Surface roughness and contact areas can introduce tortuosity 
and flow cavitation, resulting in discrepancies between observed flow 
rates and measured apertures.21 Moreover, Darcy’s law is applicable 
primarily for low flow velocity regimes.22,23 In addition, changes in fluid 
pressure can lead to nonlinearity, indicating that Darcy’s law may not 
estimate flow rates accurately in rough fractures.24,25 It means a 
non-linear behavior tends to happen and Darcy’s law cannot be used to 
estimate flow rate in rough fractures. To address this issue, several 
studies have improved the cubic law by considering roughness,26–28

contact areas,29–31 and aperture.32,33

Forchheimer equation34 and Izbash equation35 are well-known re
lationships that can account for the nonlinear deviations between 
pressure gradients and flow rates in rough fractures. Both equations, 
Forchheimer and Izbash, could model the non-linear behavior of flow 
similarly.36,37 Coefficients for the Forchheimer equation have been 
evaluated under various confinement and normal stress conditions.38–40

Nonlinear flow tests have been conducted through matching and mis
matching 3D-printed fractures41 and real rough fractures42 based on 
fractal theory. The Forchheimer equation’s coefficients were influenced 
by roughness and aperture.

The effect of normal stress on the permeability of rock fractures has 
been studied by several researchers.9,40 The findings indicate that 
increasing normal stress can reduce aperture and increase contact 
areas.40,43 Anisotropy can introduce variations in fluid flow behavior 
along different pressure gradient directions through the same fracture, 
resulting in varying outcomes.44 Factors such as shear direction,17,45

sample size,17,46 and aperture47,48 could contribute to anisotropy in 
fluid flow behavior.

Large laboratory-scale experiments are often costly, time- 
consuming, and complicated.4 Consequently, numerical modeling has 
been used to investigate stress and scale effects on fracture permeability. 
Numerical simulation is crucial for studying fluid flow behavior through 
a single fracture under varying normal and shear stresses.43,49 Different 
approaches have been used to simulate fluid flow through fractures, for 
example, 2D,17 quasi 3D,50,51 and 3D models,43,48 real43 or hypotheti
cal50,52 fractures, utilizing flow models such as Navier-Stokes43 or 
Reynolds equations.49 Limitations exist in 2D fracture models, as they 
simplify 3D models and ignore transverse flow and the flow regime in 
the third dimension (z-axis). This simplification results in an incomplete 
incorporation of geometry changes caused by mechanical, geochemical, 
and thermal processes, as well as neglecting roughness and vertical 
tortuosity. To overcome these limitations, 3D models are preferred. 
However, hypothetical fractures generated through artificial methods 
may lead to overestimations or underestimations compared to real 3D 
models. Additionally, simplifying Navier-Stokes equations into Rey
nolds equations may yield inaccurate results.

Scale effects on fracture permeability are less frequently discussed, 

with few researchers have addressed this issue.21,43,50,52–60 Accurate 
interpretation of results may be challenging due to the scarcity of studies 
on scale effects on fracture permeability. However, there is no unani
mous agreement on whether hydraulic conductivity increases or de
creases with increasing fracture size. Furthermore, several scholars have 
examined the scale effect on permeability concerning stress 
dependency.21,53

To summarize, numerous studies have explored numerical modeling 
and laboratory-scale experiments. For example, a numerical study sug
gests that smaller fractures exhibit lower hydraulic conductivity than 
larger ones under the same normal stress due to the absence of contin
uous fluid flow channels.54 Large-scale roughness can significantly in
fluence the hydraulic and mechanical properties of a fracture. As a 
result, smaller samples below a certain size may not provide an accurate 
representation of the overall hydraulic and mechanical behavior of the 
fracture.55

Fractures with a constant mean aperture showed negligible varia
tions in hydraulic aperture beyond a fracture size of approximately 20 
cm, as the standard deviation of the initial aperture became independent 
of fracture size.57 The influence of scale effects diminished for normal 
stresses exceeding 25 MPa.58 Simulations of various scales, ranging from 
1/15 to 1, extracted from a 50 mm × 100 mm fracture, demonstrated 
that the transmissivity of the fracture was independent of scale. The 1/9 
scale simulation of the fracture adequately represented the entire rock 
fracture, providing a reasonable basis for comparison with experimental 
test outcomes.43

To achieve constant hydraulic conductivity and determine a repre
sentative sample size, the mean aperture, roughness, and normal stress 
of the fracture were numerically analyzed using rough fractures in both 
square shape50 and radial shape forms.52 Validation of these numerical 
models involved conducting fluid flow tests on fabricated samples of 
varying sizes (5, 10, and 15 cm). The numerical simulations of rough 
fractures highlighted the dependency of hydraulic properties and 
roughness on sample size. In this specific study, laboratory sample sizes 
of 1 m × 1 m were found inadequate to represent field-scale fractures. By 
upscaling the samples to 20 m × 20 m and performing numerical 
modeling of fluid flow, it was shown that the representative size 
exceeded 2 m.60 An investigation into surface roughness showed that 
roughness stabilized once fracture sizes reached a critical range of 
300–400 mm. Additionally, numerical modeling demonstrated a similar 
stabilization trend in permeability for fractures within this critical size 
range.46

Despite existing experimental and numerical research at laboratory 
scales, the stress dependency of roughness and permeability remains 
unclear. This study aims to utilize photogrammetry to characterize 
rough surfaces and measure physical aperture under varying normal 
stresses, as well as to employ photogrammetric 3D models for numerical 
simulations of fluid flow through fractures. To achieve this, a series of 
laboratory experiments were conducted to measure the permeability of 
rock fractures under different levels of normal stress and water pressure 
gradients. To assess anisotropy, roughness, and permeability were 
measured in perpendicular directions. Three homogeneous grey Kuru 
granite samples with dimensions of 25 cm × 25 cm × 10 cm and 
featuring a single rough fracture were used in the experiments. 3D 
models of the fracture between the two rock slabs were reconstructed 
using photogrammetry to evaluate physical apertures and roughness 
under varying normal stresses. These models provided a basis for 
calculating aperture and estimating permeability.

The 3D point clouds reconstructed from photogrammetry were also 
used to regenerate accurate 3D models of the fractures for numerical 
simulations in COMSOL. The Navier-Stokes equation was employed to 
simulate fluid flow through the fractures, assessing the impact of 
different water pressure gradients as physical apertures decreased under 
varying normal stresses.

Additionally, the study examined the effects of sample size on the 
roughness and hydraulic apertures of rock fractures. Numerical 3D 
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models were utilized to extract cross-sectional areas, and fluid flow 
through these areas was analyzed to assess the scale effect. To under
stand the influence of scale, the photogrammetric 3D models of a 2 m ×
1 m Kuru granite sample were selected and divided into three 1 m × 1 m 
subsamples. Further subsamples, ranging from 5 cm × 5 cm to 100 cm ×
100 cm, were extracted to measure roughness, and numerical modeling 
was conducted to study scale effect on fluid flow behavior and calculate 
hydraulic aperture and the non-Darcy coefficient.

The innovation of this paper lies in the use of high-accuracy photo
grammetry as a powerful tool for modeling physical aperture and 

measuring roughness. This method allows for precise assessment of 
changes in physical aperture under normal stress, leading to fluid flow 
simulations that closely match experimental models. Photogrammetry 
detects changes in the entire physical aperture rather than just the 
average from LVDTs, enabling more accurate modeling. The study aims 
to enhance understanding of fluid flow behavior and investigate the 
scale effect on linear and nonlinear coefficients of the Forchheimer 
equation using 3D photogrammetric models.

Fig. 1. Photogrammetry and measurement procedures for fracture morphologies, (a) a method used to photograph the entire sample, top and bottom halves covered 
by predefined markers, (b) establishing a coordinate system, performing scaling and orientation, and extracting the coordinate data of markers, (c and d) aligning 
each half in the same coordinate system, (e) measuring physical aperture, (f) Sample 3 was photographed at a pitch angle of 30◦, (g) detecting displacement while 
applying normal stress by photogrammetry; and (h) the photo of Sample 1 under normal stress 0.1 MPa photographed at a pitch angle of 60◦, modified after 65.
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2. Materials and methods

2.1. Specimen preparation

Kuru grey rock blocks were split into two halves using mechanical 
splitting. The plug and feather technique was employed to propagate a 
tensile fracture. In this method, a series of holes were drilled along the 
splitting line, where alternating plug and feather wedges were inserted 
and struck with a hammer to induce tensile stress. This process resulted 
in a controlled planar tensile fracture. Before splitting, the rock blocks 
were inspected to identify pre-existing defects and determine the drilling 
directions for the holes. After splitting, the area around the plug and 
feather wedges was removed, and the remaining rock block was cut into 
the intended dimensions of 25 cm (width) × 25 cm (length) × 10 cm 
(height).

2.2. Characterization of geometrical properties of fractures

2.2.1. Photography procedure and data acquisition
The Structure-from-Motion Multi-View Stereo (SFM-MVS) photo

grammetric method was employed to assess the physical aperture and 
roughness of fractures (Fig. 1). SFM-MVS photogrammetry utilizes 
multiple overlapping 2D images to generate a 3D model.61,62 A cali
brated Canon 5DS R DSLR camera with a Canon 35 mm f/1.4L II USM 
lens was used for image capture, and the calibrated values of the camera, 
based on the Brown 3 with tangential 2 distortion model, are shown in 
Table 1. An illuminance level of 4000 lx was provided to ensure 
adequate lighting for indoor photogrammetry.

To scale and orient the 3D photogrammetric models, 12-bit circular- 
coded markers were used (Fig. 1b). These markers were automatically 
recognized by RealityCapture V1.2.1 software.63 The markers were 
printed on sticker sheets with predefined distances of 17950 μm (cen
ter-to-center vertically and horizontally) and a resolution of 1200 DPI. 
The distance between the markers was measured digitally using GIMP 
software64 with an accuracy of 1 μm. The predefined distances helped to 
minimize errors that could occur with manual measurements. Two 
specific distances were defined: Pd1 (17950 μm) center-to-center 
vertically and horizontally, and Pd2 (25385 μm) center-to-center diag
onally (Fig. 1b).

For scanning, each sample was placed on a rotary table, and 40 
images were taken for every 9◦ of rotation (Fig. 1a). The scanning pro
cess was conducted at four distinct angles: 0◦, 30◦, 45◦, and 60◦ (Fig. 1a). 
At 30◦, two different focal points were used to capture additional details 
from the marker positions on the sample. To obtain more accurate data 
from rough surfaces, an additional angle of 75◦ was used for each half. 
The sample halves were then flipped, and the process was repeated at 
angles of 30◦, 45◦, and 60◦. For samples under normal stresses, 
photography was conducted at pitch angles of 0◦ and 60◦, with 9◦

angular movements (Fig. 1g). The images were subsequently imported 
into RealityCapture to reconstruct the 3D models. The ’Brown 3 with 
tangential 2′ distortion model was selected for component alignment 
(Table 1) and to correct photo distortion.

2.2.2. Measuring physical aperture by photogrammetry
To calculate the physical aperture, it was necessary to align the two 

halves of each sample within the same coordinate system.65 Three 
Ground Control Points (GCPs) were used (Fig. 1b), providing a position 
accuracy of 1 μm. This step facilitated the alignment of the 3D models 
within a specific coordinate system. Scale bars (Pd1 and Pd2) were 
defined between the markers to ensure well-matched 3D models in the 

software, allowing for realignment of the models to adjust scaling and 
marker positions. Coordinate data for the markers were exported from 
the 3D well-matched models at each normal stress level (0, 0.1, 0.3, and 
0.5 MPa). These low normal stresses allowed to detect changes that 
occurred only in the physical aperture, without affecting the fracture 
surface or causing any damage to surfaces. For example, Fig. 1f and h 
show Sample 3 and Sample 1 under normal stresses of 0 and 0.1 MPa, 
respectively. These data were then used to measure physical aperture 
under varying normal stresses (Fig. 1c, d, and 1e). CloudCompare soft
ware 2.12.466 was then used to calculate physical aperture distributions. 
The 3D rough surfaces of the fractures were extracted, and the 
cloud-to-cloud distance tool in CloudCompare was employed to 
compute the distance between the top and bottom surfaces along the Z 
direction (Fig. 1e). Values were considered as physical aperture, while 
negative and zero values were treated as contact areas.

Both photogrammetry and linear variable displacement transducers 
(LVDTs) were used to measure deviations in physical aperture under 
varying normal stresses. The results from both methods were compared 
to validate the photogrammetric data for numerical simulations. It was 
assumed that only fracture closure occurred due to the low levels of 
normal stress, with no rock deformation observed. The full process of 
photogrammetry and physical aperture measurement is detailed in 
previous research.65

2.2.3. Measuring roughness by photogrammetry
The Joint Roughness Coefficient (JRC) is a widely used method for 

quantifying surface roughness. It is estimated by comparing extracted 
profiles from fracture surfaces with ten standard profiles.20 In this study, 
photogrammetric 3D models of rough rock surfaces were used to esti
mate roughness and JRC. The process involved rasterizing 3D point 
clouds of rock surfaces with a resolution of 0.5 mm × 0.5 mm. Following 
this, profiles were extracted from the rasterized point clouds at a 0.5 mm 
sampling interval, with distances of 0.5 mm between each profile. This 
was done for both the top and bottom surfaces in the X and Y directions, 
allowing for a systematic analysis of surface roughness estimation.

Various formulas have been proposed to quantify the geometry of 
roughness and establish relationships between roughness parameters 
and JRC values.67 For instance, the roughness parameter Z2 (Eq (1)), 
proposed by Myres in 196268, represents the Root Mean Square (RMS) of 
the local slope of the profile. This parameter (Z2) was analyzed using 
different sampling intervals to establish a correlation with JRC. For 
example, JRC for a 0.5 mm interval was estimated using the formula 
presented in Eq. 3:69

Z2 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑n−1
i (zi − zi+1)

2

(n − 1)(Δx)
2

√

Eq. 1 

Where Z2 denotes Root Mean Square of the first derivative of the as
perities, zi signifies the height at sampling point i, n represents the 
number of samples, and Δx is the interval between samplings. Z2k sig
nifies the roughness in the k-th fracture profile, and Z2 is the average of 
Z2k for the certain number of profiles (m) in each direction of each 
surface (Eq. (2)) 

Z2 =
1
m

∑m

k=1
Z2k Eq. 2 

The JRCk value for the k-th fracture profile is calculated by Eq. (3): 

JRCk = 61.79(Z2) – 3.47 Eq. 3 

Table 1 
Calibrated values of distortion model for the DSLR camera.65

Parameters Focal length (mm) Principal point x (mm) Principal point y (mm) Radial 1 Radial 2 Radial 3 Tangential 1 Tangential 2

Calibrated values 35.120300 0.000000 −0.016992 −0.048229 0.126181 −0.160469 0.000045 0.000405
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The JRCk values obtained for each profile in both directions on the 
top and bottom surfaces are averaged to calculate the overall JRC value 
for each direction using Eq. (4): 

JRC =
1
m

∑m

k=1

JRCk Eq. 4 

This comprehensive assessment of roughness in different directions 
facilitates the analysis of anisotropy.

2.3. Theoretical background

The fluid flow through a fracture is governed by Navier-Stokes (N-S) 
equations,2 represented by Eq (5): 

∂u
∂t

+ (u.∇)u = F −
1
ρ∇p +

μ
ρ∇2u Eq. 5 

Where u is the flow velocity (m/s), t is time (s), F is the body force, ρ 
is the fluid density (kg/m3), μ is the fluid viscosity (Pa.s), and ∇p is the 
pressure gradient (Pa/m). The body force is due to gravity in most sit
uations. The continuity equation (Eq. (6)), which expresses the 

Fig. 2. (a) The experimental setup for indicating the functioning principle of water flow test and LVDTs’ positions around a sample, (b) the self-designed frame and 
interior faces’ dimensions of the frames,72 and (c) schemes of hydraulic boundary conditions.

Fig. 3. Boundary conditions of flow simulation in each direction, (a) preparation for meshing and (b) a meshed model.

Fig. 4. Mesh analysis for different element sizes.
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conservation of mass, is incorporated to complete the closed system of 
equations for an incompressible fluid: 

∇.u = 0 Eq. 6 

The gravitational term can be dropped out from the equation by 
introducing equation P = p + ρgh to Eq. (5) and the time-dependent 
term (∂u/∂t) can be ignored by steady state assumption (Eq. (7)). 

ρ(u.∇)u + ∇P = μ∇2u Eq. 7 

Where ρ(u⋅∇) u represents the inertial forces and μ∇2u represents 
the viscous forces. When the viscous forces are dominant over inertial 
forces, the Navier-Stokes equations can be linearized into the Stokes 
equations (Eq. (8)) which are appropriate for modeling fluid flows with 
low Reynolds numbers in regular geometries. 

μ∇2u − ∇P = 0 Eq. 8 

In cases where the viscous forces dominate the inertial forces and the 
aperture variation is gradual, the N-S equations are further simplified 
into the Reynolds equation, represented by equation (Eq. (9)): 

∇.
(
e3∇P

)
= 0 Eq. 9 

Where e signifies the aperture. The cubic law, simplified Navier-Stoke 
equations, is used to describe fluid flow through an open fracture 
whose sides are parallel and smooth when the flow is laminar,33 as 
shown in Eq. (10): 

Q = −
ΔP
Lμ

we3
h

12
Eq. 10 

Where Q denotes the volumetric flow rate (m3/s), ΔP is the pressure 
difference between the inlet and the outlet (Pa), w is the width of the 
fracture (m), eh signifies the hydraulic (equivalent) fracture (m), μ is the 
dynamic viscosity of water (Pa.s), L represents the length of the fracture 
(m).

Differentiating between laminar flow and turbulent flow is crucial to 
understanding the fluid flow mechanism through a fracture. This dif
ference is determined by the Reynolds number. It is a dimensionless 

number, which is defined as the ratio of inertial forces to viscous forces 
and expressed with Eq. (11): 

Re =
ρQ
μw

Eq. 11 

Where ρ is the fluid density (kg/m3), Q denotes flow rate (m3/s), μ 
signifies the dynamic viscosity of water (Pa.s) and w represents the 
width of the fracture (m). There are some disagreements about the 
Reynolds number’s transition in laminar to nonlaminar flow regimes, 
that is the flow difference between a rough fracture and a smooth one.36

The critical Reynolds number for practical purposes is 10.70 Using the 
cubic law with a high Reynolds number may overestimate the flow rate 
for a rough fracture.2,36 To address this issue, employing Forchheimer 
equation (Eqs. (12)–(15)) could help to describe the nonlinear flow in 
rough fractures.70 The validity of this equation has been confirmed 
through various aspects such as experiments, numerical modeling, and 
theoretical analyses.36,37,70,71

−∇P = AQ + BQ2 Eq. 12 

−∇P =
ΔP
L

Eq. 13 

A =
12μ
we3

h
Eq. 14 

B =
βρ

w2e2
h

Eq. 15 

Where ∇P is the pressure gradient (Pa/m), A (kg/sm5) and B (kg/m8) 
denote two coefficients of Forchheimer equation describing pressure 
drop components caused by linear and nonlinear effects, respectively, β 
(m−1) is called the non-Darcy coefficient and shows inertial effect. If the 
non-Darcy coefficient (β = 0) is neglected or equals zero, Eq. (7) reduces 
to Darcy’s law (Eq. (5)). This means Forchheimer equation can be used 
to characterize Darcy flow and non-Darcy flow in rough fractures. 
Therefore, two parameters in Forchheimer equation should be found, 
hydraulic aperture (eh) and the non-Darcy coefficient (β).

Fig. 5. (a) The 2 m × 1 m rough surface (modified after74) and three 1 m × 1 m sample sizes extracted from, and (b) the subsamples extracted from 1 m × 1 m rough 
surfaces for numerical simulations. The histogram shows the height distribution of asperities.
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2.4. Experimental setup

To conduct flow-stress experiments on rough rock fractures, a test 
setup was developed, as shown in Fig. 2. The setup included a frame, a 
data logger for recording data, a hydraulic jack to apply normal pressure 
to the samples, a rigid plate to evenly distribute the pressure on the top 
surfaces, a digital pressure transducer with a resolution of 0.1 kPa for 
measuring inlet water pressure, a water tank for water supply, and 
compressed air with an adjustable air regulator to maintain constant 
inlet pressure (Fig. 2a).

The frame was constructed with four sides and featured a fracture 
sealing system. Each interior face had a water channel to ensure smooth 
pressure distribution behind the fractures (Fig. 2b). Rubber seals on the 
interior sides of the frame prevented leaks, while valves controlled the 
inlets and outlets to direct water flow. This design enabled the investi
gation of anisotropic effects on fluid flow in different directions (Fig. 2c). 
By sealing opposite sides of the setup, fluid flow could be directed 
through a specific orientation. For instance, when the fracture was 
sealed in the Y direction, fluid flow occurred only through the X direc
tion (Fig. 2c). Four LVDTs were installed around the sample to measure 
vertical movements of the fracture after normal stress was applied 
(Fig. 2a).

Silicone glue and tape were used to seal the sample corners, pre
venting connections between the sides. During each test, a constant 
water pressure was applied to one side of the fracture as the inlet 
pressure (Fig. 2c). Ten water pressures, ranging from 5 kPa to 50 kPa in 
5 kPa intervals, were used for testing, with the outlet pressure assumed 
to be zero. This method also allowed for permeability calculations under 
normal stress. A digital balance with a precision of 0.001 g was used to 
measure the outlet water volume. To achieve steady-state conditions, 
water flow was monitored before measuring the weight to calculate flow 
rate, ensuring that fluid flow remained consistent with no fluctuations. 
The system was assembled using 10 mm diameter pipes with smooth 
inner walls. A hydraulic jack with a control unit applied normal stresses 
of 0.1, 0.3, and 0.5 MPa with 99 % accuracy.

The experimental tests were conducted in the Department of Civil 
Engineering laboratory at Aalto University, Espoo, Finland. The tem
perature during the tests was maintained at 25 ◦C, with the density and 
dynamic viscosity of water being ρ = 0.997 × 103 kg/m3 and μ = 0.89 ×
10−3 Pa s, respectively. A total of 240 fluid flow tests were performed 
under the conditions described.

2.5. Numerical setup and verification

The 3D high-precision photogrammetric point clouds of the top and 
bottom rough surfaces under varying normal stresses were imported into 
COMSOL software version 6.173 to investigate fluid flow through a 
fracture in steady-state conditions. A parameterized surface function 
was employed to construct the fracture surfaces. To ensure a uniform 
mesh and enhance simulation results, the Partition Objects operation 
was used to subdivide the parametric surfaces into smaller domains, 
each measuring 1 cm × 1 cm. This size was selected to ensure adequate 
mesh resolution (Fig. 3a).

The Boolean function in COMSOL was utilized to remove contact 
areas where the two parametric surfaces intersected. Mesh control do
mains were applied to accurately refine the mesh in targeted areas of the 
geometry while leaving the rest of the model unaffected for physics 
assignment. This approach allowed for precise simulation results by 
focusing on areas of interest without compromising the overall geome
try. For complex geometries such as rough fractures, tetrahedral ele
ments provided a flexible and adaptable mesh suitable for small 
apertures and contact areas. A boundary layer was applied to the walls 
of the fractures, which is effective in resolving thin boundary layers 
along non-slip boundaries in fluid flow problems (Fig. 3b).73

Different water pressures were applied to the inlets for each condi
tion, with the outlet pressure set to zero pascal. The top and bottom Ta
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fracture surfaces, along with the side boundaries, were designated as 
impermeable and non-slip boundaries (Fig. 3a). The outlet flow rate was 
calculated for each water pressure to determine the relationship be
tween flow rate and pressure gradient of the fractures under varying 
normal stresses. To verify the numerical modeling against experimental 
data, the calculated numerical flow rates were compared to the exper
imental flow rates at different stress levels.

To eliminate the effect of mesh size on the results, a mesh sensitivity 
analysis was conducted. In this analysis, simulations were performed 
with various element sizes defined by COMSOL, ranging from Extremely 
Coarse to Fine mesh sizes, for Sample 2 (at a water pressure of 10 kPa in 
the X direction and a stress state of 0.1 MPa). The calculated flow rates 
for different mesh sizes are illustrated in Fig. 4. As shown, the flow rate 

variation stabilizes at a Normal element size with a total of 2,300,000 
elements, where the deviation becomes negligible (Fig. 4). Fluid flow 
simulations were subsequently conducted using a Fine element size of 
approximately 3,700,000 elements, which is one level finer than the 
Normal size. This choice was made to ensure that if small features 
emerged, they would not significantly affect the results. The Fine mesh 
size allows for greater accuracy while still maintaining reasonable 
computation time, especially since the differences in flow rates between 
the Normal and Fine sizes were minimal.

2.6. Scale effect

To comprehensively analyze the effect of sample size on 

Fig. 6. The photogrammetric physical aperture fields and contact areas of Sample 3 in each normal stress state (a) without normal stress, (b) 0.1 MPa, (c) 0.3 MPa, 
and (d) 0.5 MPa. The color scales beside the figures show the opening of the apertures, and the histograms illustrate the aperture distribution. (For interpretation of 
the references to color in this figure legend, the reader is referred to the Web version of this article.)

Fig. 7. The photogrammetric physical aperture fields of (a) Sample 1 and (b) Sample 2 without normal stress.
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permeability, the 3D point cloud of a 2 m × 1 m rough surface (Fig. 5a) 
from a previous shear test conducted by74 was selected. This 3D point 
cloud was created using the same material and manufacturing method as 
in the current study. The photogrammetry technique outlined in prior 
research74 was employed to obtain the 3D point cloud. The bottom 
surface was duplicated and shifted 350 μm along the Z-axis, corre
sponding to the physical aperture of the initial samples used in real fluid 
flow tests without normal stress. The sample was divided into three 1 m 
× 1 m sections (Sp1, Sp2, Sp3), as illustrated in Fig. 5a. Square sub
samples measuring 5, 10, 15, 20, 25, 30, 40, 50, 60, 70, 80, 90, and 100 
cm were extracted from each section (Fig. 5b). Roughness was calcu
lated for each subsample to investigate the scale effect. Simulations of 
fluid flow through these subsamples were conducted using pressure 
gradients ranging from 20 to 100 kPa/m, with intervals of 20 kPa/m, in 
both the X and Y directions. To optimize computational efficiency, the 1 
m square samples were subdivided into 5 cm × 5 cm subdomains, 
similar to the meshing method used for Samples 1 to 3. Normal element 
sizes were selected for the simulations, as there were no contact areas or 
small apertures involved. The number of mesh elements varied signifi
cantly, ranging from approximately 90,000 for the 5 cm × 5 cm sub
samples to around 4,000,000 for the 100 cm × 100 cm samples.

3. Result and discussion

3.1. Geometrical measurement results

The physical apertures and their standard deviations of the fractures 
under varying normal stresses are presented in Table 2, along with the 
average displacement recorded by the LVDTs. The difference between 
the LVDT measurements and the photogrammetric method for deter
mining aperture closure during the application of normal stresses is 
negligible, with a deviation of approximately 1–8 μm. This indicates that 
photogrammetry can detect changes in the fracture dimensions that 
closely align with LVDT readings. Consequently, it enhances the simu
lation of physical aperture under normal stress because physical aper
ture changes do not occur uniformly across the surface. Due to the 
distribution of physical apertures and their asperities, some areas may 
come into contact more than others. While LVDTs can accurately mea
sure changes in their positions, translating these movements into nu
merical modeling can be challenging. Often, the average displacement 
recorded by the LVDTs is used, assuming uniform movement across the 
sample, which may not accurately reflect the behavior of the fracture. 
This averaging process can lead to approximations, particularly when 
only a portion of the fracture surface moves in response to the applied 
stress.

Fig. 6 illustrates the photogrammetric aperture field and contact 
areas of Sample 3. As normal stresses increased, the green areas 

representing open apertures gradually changed to blue, indicating 
closure, as shown in Fig. 6a through 6d. The contact areas also increased 
by applying higher normal stresses across these figures. Additionally, 
Fig. 7a and b display the aperture fields of samples 1 and 2 under zero 
normal stress, respectively.

Fig. 8 shows the mean roughness (Z2) and JRC values, along with 
their standard deviations, for three samples. These values were calcu
lated using Eqs. (1)–(4) for both the X and Y directions. As shown in 
Fig. 8, the calculated roughness and JRC values in the Y direction are 
higher than those in the X direction for samples 1 and 2. For Sample 3, 
the values are nearly identical, although the X direction is slightly 
rougher than the Y direction. This observation indicates roughness 
anisotropy.

3.2. Experimental results

Fig. 9 illustrates the experimental results relating to flow rate to 
pressure gradient under different normal stress conditions. The 
nonlinear trend indicates that the Forchheimer equation is applicable for 
analyzing the data. Using the outcomes of the regression analysis, the 
Forchheimer coefficients (A and B) were determined using Eq. (12). The 
hydraulic aperture (eh) was calculated with Eq. (14), while β was 
computed using Eq. (15). These results are summarized in Table 3, with 
R-squared values for all fittings exceeding 99 %.

As normal stresses increase, the Forchheimer coefficients A and B, as 
well as the non-Darcy coefficient β, show an upward trend (Fig. 10). This 
increase is primarily due to the decrease in physical aperture, which 
restricts potential fluid pathways and enhances contact areas. As a 
result, this leads to increased tortuosity and nonlinearity in fluid flow, 
intensified by elevated inertial effects (Eq. (15)). When normal stress 
increased and physical aperture is reduced, both the linear coefficient 
(A) and the nonlinear coefficients (B and β) increased.

Further analysis reveals anisotropy in the Forchheimer coefficients 
and the non-Darcy coefficient, as they vary with direction. For instance, 
the linear coefficient A is smaller in the X direction for samples 1 and 2 
compared to the Y direction (Fig. 10a). Correspondingly, roughness 
values in the X direction for these samples are also lower than in the Y 
direction (Fig. 8). In Sample 3, the nonlinear coefficient B is higher in the 
X direction due to relatively high roughness (Fig. 10b). The non-Darcy 
coefficient β shows a similar relationship with roughness, except in 
Sample 3, where the roughness values are nearly identical (Fig. 10c). 
This comparison indicates that fractures with higher roughness corre
spond to larger A and B values, suggesting that increased roughness 
results in greater tortuosity in fluid flow and reduced conductivity 
(Fig. 10).

The linear coefficient (A) and the non-linear coefficient (B) are 
influenced by the roughness and irregular physical aperture of a 

Fig. 8. Mean (a) roughness (Z2) and (b) JRC values, along with their standard deviations, for Samples 1, 2, and 3 in the directions X and Y. The confidence interval, 
calculated as one standard deviation, is represented by the error bars.
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fracture. The linear coefficient (A) is significantly influenced by 
roughness and irregularities in the physical aperture of a fracture, which 
directly affect viscous losses. Rough surfaces increase friction between 
the fluid and the fracture walls, particularly near sharp edges and con
tact points. Rapid changes in flow velocity in these regions further 
intensify friction, resulting in greater viscous energy loss.

In narrow physical apertures, fluid movement near the walls slows 
down, resulting in increased viscous energy dissipation. Additionally, 
the increase in normal stress and the resulting presence of more tiny 
physical apertures contribute to greater energy losses. This combination 
of factors results in a higher linear coefficient (A) (Fig. 10a) and a 
reduction in hydraulic aperture (Fig. 11), especially in fractures with 
rougher surfaces and smaller physical apertures.

The nonlinear coefficient (B) is associated with inertial losses. As 

fluid flows through a rough fracture with an irregular physical aperture, 
it must continuously adjust its speed when transitioning between nar
rower and wider sections. Sharp edges and rough surfaces create eddies 
due to changes in the fluid’s momentum, leading to additional inertial 
energy losses. These eddy flows increase the nonlinearity observed in 
flow behavior and raise the nonlinear coefficient (B). Furthermore, the 
conditions of increased normal stress and the presence of numerous tiny 
regions result in longer, more tortuous paths for the fluid, contributing 
to greater inertial losses (Fig. 10b and c). Thus, the nonlinear coefficient 
(B) tends to increase with rougher surfaces and smaller apertures.

To assess the anisotropic behavior of fluid flow in rough fractures, a 
comparison was made between the hydraulic apertures obtained in two 
perpendicular directions, X and Y, as illustrated in Fig. 11. The results 
indicate that even a small increase in normal stress leads to a significant 

Fig. 9. The relationship between the pressure gradient and the flow rate of rough fractures under different normal stresses for two perpendicular directions, X (a, c, e) 
and Y (b, d, f).
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decrease in hydraulic apertures (Fig. 11). Anisotropy was observed in all 
samples, with Samples 1 and 2 exhibiting higher hydraulic apertures in 
the X direction alongside lower JRC values, which suggests greater 
conductivity along this axis compared to the Y direction, which has 
higher roughness values (Fig. 11a and b). Conversely, for Sample 3, the 
Y direction displayed higher conductivity with lower roughness than the 
X direction, which had greater roughness (Fig. 11c).

The Forchheimer coefficients (A and B) are influenced by the 
directional roughness, reflecting the anisotropic nature of the fracture 
surfaces. Anisotropic analysis of Samples 1 to 3 under varying normal 
stresses reveals that directions with higher roughness values typically 
correspond to higher A and B coefficients. Additionally, as normal 
stresses increase, these coefficients tend to rise. Increased contact points 
can induce turbulence and nonlinearity in fluid flow through the frac
ture in directions with higher roughness, resulting in lower hydraulic 
apertures (see Fig. 11).

3.3. Results of numerical flow simulation

Fluid flow through single fractures was validated by comparing the 
experimental results with real 3D models reconstructed in COMSOL 
using photogrammetric 3D point clouds, as described in Section 2.5. As 
part of the comparison study, Fig. 12 shows experimental and numerical 
data under normal stresses of 0, 0.1, 0.3, and 0.5 MPa for Sample 2 in the 
X direction at a pressure gradient of 40 kPa/m (Fig. 12a), and for Sample 
3 in the Y direction at a pressure gradient of 120 kPa/m (Fig. 12b). The 
comparison demonstrates that the numerical modeling and photo
grammetric 3D model can obtain results similar to those observed in the 
laboratory. Additionally, Fig. 12c shows Sample 1 under normal stress of 
0.1 MPa in the X direction, where the numerical results closely followed 
the nonlinearity observed in the experimental data. The calculated hy
draulic aperture from the numerical results was 255 μm, compared to 
241 μm from the experimental data. For the β, the numerical result was 
123.45 m-1, while the experimental value was 107 m−1. The numerical 
and experimental results are closely aligned, demonstrating that nu
merical modeling using 3D photogrammetric models is effective for 
simulating fluid flow through a fracture.

Fig. 13 shows simulations of Sample 2 with a pressure gradient of 60 
kPa/m under normal stresses of 0 and 0.5 MPa in the X direction. The 
physical aperture is 478 μm at zero normal stress, decreasing to 451 μm 
under normal stress of 0.5 MPa. In Fig. 13a, nearly parallel streamlines 
can be observed along the fracture without normal stress. In contrast, 
Fig. 13b illustrates more channelized flow with increased tortuosity 
under 0.5 MPa. A comparison of the streamlines under different normal 
stresses reveals that higher stresses lead to tortuous flow channels with 
longer streamlines. This occurs as contact areas (depicted in blue) in
crease with applied normal stress, causing greater frictional resistance 
across the rough fracture surfaces. These factors together contribute to 

Table 3 
The parametric analysis data obtained by regression according to Forchheimer equation in two perpendicular directions.

Sample 
number

Normal stress 
(MPa)

Direction

X Y

AX ( × 109 kg/sm5) BX ( × 1012 kg/m8) ehX (μm) βX (m−1) AY ( × 109 kg/sm5) BY ( × 1012 kg/m8) ehY (μm) βY (m−1)

1 0 1.6 4.35 299 24.29 1.31 6.66 320 42.49
0.1 3.04 29.4 241 107 4.84 53.5 207 142.81
0.3 9.76 85 164 142.15 16.9 86.8 136 100.67
0.5 16.1 118 138 141.35 33.9 254 108 185.21

2 0 1.49 16.8 306 98.65 1.73 11.1 291 59.01
0.1 2.57 45.6 255 185.41 3.74 51.8 225 164.4
0.3 4.64 93.9 210 258.04 9.13 290 167 506.64
0.5 6.91 183 184 386 14.80 600 142 760.51

3 0 1.47 19.9 307 118 1.42 23.6 311 142.68
0.1 2.27 36.6 266 161.8 2.06 49.8 275 234.99
0.3 11.2 70.7 156 107.96 4.62 171 210 470.73
0.5 20 300 129 310.98 7.18 380 181 781.11

Fig. 10. Comparison between Forchheimer coefficients A (a) and B (b), and 
non-Darcy coefficient β (c) in perpendicular directions under varying normal 
stresses for Sample 1, Sample 2, and Sample 3.
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Fig. 11. Comparison between hydraulic apertures in perpendicular directions 
under varying normal stresses, (a) Sample 1, (b) Sample 2, and (c) Sample 3.

Fig. 12. Comparison of experimental and simulated flow rates for different 
pressure gradients under various normal stresses: (a) Sample 2 in the X direc
tion at a pressure gradient of 40 kPa/m, (b) Sample 3 in the Y direction at a 
pressure gradient of 120 kPa/m, and (c) comparison between experimental and 
numerical results for Sample 1 under normal stress of 0.1 MPa.
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the reduction in flow rates.

3.4. Scale effect results

If numerical modeling results of fluid flow simulation were verified 
with experimental results, the numerical modeling can be adopted to 

study the scale effect on fracture permeability in samples Sp1, Sp2, and 
Sp3. Fig. 14 illustrates the mean JRC values along with their standard 
deviations for subsamples extracted from Sp1, Sp2, and Sp3 samples 
with lengths ranging from 5 cm to 100 cm. The mean JRC values exhibit 
a stable trend from sample side lengths of 30 cm onwards, where the 
deviation of mean JRC becomes insignificant. Simultaneously, the 
standard deviation experiences a decreasing trend. This reduction in 
variation can be attributed to the increase in the overlapped length of 
larger profiles (Fig. 5). The JRC is approximately 9 for samples Sp1, Sp2, 
and Sp3. Also, there are no significant differences between directions X 
(Fig. 14a) and Y (Fig. 14b).

The outcomes of numerical simulations for samples Sp1, Sp2, and 
Sp3 are depicted in Fig. 15, considering various sample sizes in both the 
X and Y directions. By applying regression and fitting Eq. (12) to the 
data, the Forchheimer coefficients (A and B) were calculated (Fig. 16). 
As the sample size increased, the Forchheimer coefficients exhibited a 
decreasing trend, indicating a negative scale effect. This negative trend 
for linear coefficient A and nonlinear coefficient B can be attributed to 
several factors, including roughness and aperture. In this study, the 
physical aperture was assumed constant, leaving roughness as a key 
factor influencing the coefficients as sample sizes increased.

For sample sizes below 30 cm, roughness varied significantly, with 
some regions showing higher local roughness than others. The viscous 
losses, represented by coefficient A, were higher in these rough regions 
due to increased friction. Fig. 16a and c show a steep change in coeffi
cient A for sample sizes under 30 cm, after which surface roughness 
variation stabilizes (see Fig. 14). With roughness no longer changing 
significantly, the fluid path remained relatively constant. Consequently, 
viscous losses, rooted in friction between the surface and the flow, 
decrease, resulting in a negative trend with increasing sample size. A 

Fig. 13. Streamlines through Sample 2 under different normal stresses (a) 0 
MPa, and (b) 0.5 MPa, at a pressure gradient of 60 kPa/m in the direction X. 
The histograms show the physical aperture distribution of the fracture.

Fig. 14. The relationship between JRC values and sample sizes for subsamples 
extracted from Sp1, Sp2, and Sp3 is shown for two perpendicular directions: X 
(a) and Y (b). The confidence interval, calculated as the standard deviation, is 
represented by the error bars. The results for Sp1 have been modified after.75
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surface with consistent roughness (negligible changes after 30 cm) ap
pears to lead to less viscous energy loss, causing the slope in Fig. 16a and 
b to change more gradually. This finding is also reflected in the calcu
lated hydraulic aperture (Fig. 17a and c), which shows stability after 30 
cm.

The same reasoning applies to the non-linear coefficient B, associated 
with inertial losses. As the fracture’s geometrical properties, such as 
roughness (Fig. 14), stabilize with larger sample sizes, the fluid flow 
becomes more consistent, with fewer disruptions and lower inertial 
losses. Fig. 16b and d show that coefficient B experiences steep changes 

Fig. 15. The relationship between the pressure gradient and the flow rate of rough fractures for different sample sizes extracted from samples Sp1, Sp2, and Sp3 for 
two perpendicular directions, X (a, c, e) and Y (b, d, f). (Fig. 15 a and b modified after75).
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for sample sizes under 30 cm but becomes more stable afterward. The 
flow becomes more uniform, minimizing significant changes that could 
affect turbulence and lead to inertial losses in larger samples. Addi
tionally, Fig. 17b and d illustrate that the non-Darcy coefficient for 
different sample sizes indicates that after 30 cm, turbulence and non- 
uniformity in fluid flow diminish.

Hydraulic aperture and non-Darcy coefficients, calculated according 
to Eqs. (14) and (15) for different sample sizes, are illustrated in Fig. 17. 
Significant variability is observed in hydraulic aperture and non-Darcy 
coefficients for sample sizes smaller than 30 cm. However, beyond this 
threshold, the hydraulic aperture stabilizes at approximately 340 μm, 
and the non-Darcy coefficient stabilizes at around 140 m−1, with mini
mal changes. This specific sample size, around 30 cm, can be interpreted 
as the representative size for hydraulic aperture, non-Darcy coefficients, 
and JRC values, providing a stable and meaningful reference point in the 
analysis.

4. Conclusion

Fluid flow tests were conducted on three Kuru grey granite tensile 
fractures, each measuring 25 cm × 25 cm × 10 cm, under different 
normal stresses. High-precision photogrammetry was used to 

reconstruct 3D models of the fractures and measure the physical aper
ture at each normal stress state. The nonlinear experimental results were 
accurately modeled using the Forchheimer equation. These photo
grammetric models were then utilized to simulate fluid flow numeri
cally. The Navier-Stokes equations were applied, and the numerical 
results aligned with the experimental tests, also following the For
chheimer equation. A numerical study on scale effects was carried out 
for various subsample sizes extracted from 1 m × 1 m samples, derived 
from a 3D rough surface measuring 2 m × 1 m.

The key conclusions drawn from this study are as follows. 

1. The photogrammetric method was used to reconstruct high-precision 
3D models of the fractures. These 3D models were constructed in 
COMSOL using the obtained 3D point clouds, and the numerical 
results closely matched the real water flow test results, showing 
minimal deviations in flow rate.

2. Increasing normal stress led to an increase in the Forchheimer co
efficients, attributed to a reduction in potential flow paths and an 
increase in flow complexity. Higher normal stress induces more 
nonlinear flow patterns, influencing the observed rise in the For
chheimer coefficients.

Fig. 16. The calculated Forchheimer coefficients (A and B) versus sample sizes extracted from samples Sp1, Sp2, and Sp3 for two perpendicular directions, X (a and 
b) and Y (c and d).
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3. Anisotropy was evident when roughness values were measured in 
different directions. Forchheimer coefficients were influenced by 
roughness, with higher roughness values corresponding to higher 
coefficients.

4. For the 1 m × 1 m samples extracted from the 2 m × 1 m 3D rough 
surface of Kuru grey granite, the representative sample size for 
roughness, hydraulic aperture, and non-Darcy coefficient stabiliza
tion was found to be 30 cm × 30 cm. Beyond this size, values sta
bilized, with a JRC of around 9, hydraulic aperture at approximately 
340 μm, and a non-Darcy coefficient of around 140 m−1. The For
chheimer coefficients exhibited a negative trend with increasing 
sample size, indicating a strong scale effect on both linear and 
nonlinear coefficients.
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