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Inverse-Designed Dispersive Time-Varying Nanostructures

Puneet Garg,* Jan David Fischbach, Aristeidis G. Lamprianidis, Xuchen Wang,
Mohammad S. Mirmoosa, Viktar S. Asadchy, Carsten Rockstuhl,* and Thomas J. Sturges*

Time-varying nanostructures allow to control the spatial and temporal
properties of light. The temporal modulation of the nanostructures
constitutes an additional degree of freedom to control their scattering
properties on demand and in a reconfigurable manner. However, these
additional parameters create a vast design space, raising challenges in
identifying optimal designs. Therefore, tools from the field of photonic inverse
design must be used to optimize the degrees of freedom of the system to
facilitate predefined optical responses. To further develop this field, here a
differentiable transition (T-) matrix-based inverse design framework is
introduced for dispersive time-varying nanostructures. The electron density of
the material of the nanostructures is modulated non-adiabatically as a generic
periodic function of time. Using the inverse design framework, the temporal
shape of the electron density can be manipulated to reach the target
functionality. This computational framework is exploited, exemplarily, in two
instances. First, the decay rate enhancement of oscillating dipoles near
time-varying spheres is controlled on demand. Second, using spatiotemporal
metasurfaces, a system supporting asymmetric transmission of light at visible
frequencies is designed. This work paves the way toward programmable
spatiotemporal metasurfaces and space-time crystals for a future generation
of reconfigurable functional photonic devices.

1. Introduction

Time-varying nanostructures facilitate the simultaneous ma-
nipulation of light’s spatial and temporal properties.[1] In
this context, time modulation refers to changing the mate-
rial properties as a function of time.[2–4] Additionally, in the
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case of nanostructures, we consider spa-
tially localized structured objects. Recently,
various applications exploiting time-varying
media have been reported. Some of them
are made from spatially homogeneous, and
some of them are made from spatially struc-
tured materials. These applications include
parametric amplification,[5,6] nonrecip-
rocal light propagation,[7,8] asymmetric
frequency conversion,[9] power combin-
ing of waves,[10] temporal aiming,[11]

inverse prisms,[12] wave freezing,[13]

anti-reflection temporal coatings,[14,15]

perfect absorption,[16,17] polarization
conversion,[9,18,19] spatiotemporal wave-
front shaping,[20] and so forth. Besides,
various experimental advancements in the
field of time-varying materials have fueled
the interest of the photonics community
in this research domain.[21–27] Owing to
the tunability of the temporal modula-
tion, several reconfigurable devices with
desired functionalities can be realized
using such dynamic materials.[26,28,29] It
has to be emphasized that the ability to
drastically change the optical response
of photonic structures after fabrication is

in striking contrast to most conventional systems whose prop-
erties are fixed upon fabrication. Of course, multiple other ap-
proaches exist to tune the optical response after fabrication, but
a temporal modulation seems to be particularly versatile.

Generally, the temporal modulation unlocks additional de-
grees of freedom to control the flow of light. However, these
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additional parameters are a blessing and a curse in that they cre-
ate a vast design space but simultaneously challenge the identi-
fication of optimal designs. It prompts the use of tools from the
field of photonic inverse design, a framework well established
by now to design optical devices with tailored functionality.[30–33]

Generally, photonic inverse design is used to iteratively optimize
the parameters of a nanostructure toward a design that fulfills a
predefined optical functionality.[30] It frequently utilizes fully dif-
ferentiable software tools that incorporate built-in adjoint solvers,
allowing for the optimization of devices with numerous design
parameters through a gradient-based method.

Photonic inverse design has already been used to engineer
the interaction of light with time-varying systems. Examples in-
clude optical pulse shaping for their enhanced interaction with
temporally periodic media,[34] unidirectional scattering from dis-
ordered photonic time crystals,[35] topological state design for
photonic time crystals,[36] non-reciprocal light propagation from
spatiotemporal nanostructures,[37] and spectral control of light
from time-varying dispersionless spheres.[38] It is important to
remark that most materials, whose properties can be modulated
as a function of time with modulation frequencies comparable
to the oscillation frequency of light (i.e., non-adiabatic modula-
tion), exhibit dispersion in the optical regime.[39–41] However, to
the best of the authors’ knowledge, a study involving the photonic
inverse design of dispersive and non-adiabatically modulated op-
tical nanostructures has not yet been reported.

To effectively use the techniques from the field of photonic in-
verse design, the forward problem needs to be solved efficiently
at first. Using traditional full-wave Maxwell solvers to model such
nanostructures, e.g., based on the finite-element method, is often
computationally expensive.[42,43] However, a particularly useful
formalism to model such nanostructures efficiently is the tran-
sition matrix (also known as the T-matrix) formalism.[44] The T-
matrix encapsulates the linear scattering response of the consid-
ered nanostructure. Once the T-matrix is known, we can calculate
the field scattered off the nanostructure for an arbitrary illumina-
tion. In fact, given the T-matrix of a finite scatterer, one can com-
pute the effective T-matrix of an infinite periodic arrangement of
such a scatterer using the Ewald summation technique.[45,46] That
approach allows us to study the optical response from spatiotem-
poral metasurfaces. Furthermore, the T-matrix model can be
made differentiable, enabling gradient-based optimization tech-
niques to be applied to designing the underlying nanostructures.

In this article, we propose a differentiable T-matrix-based in-
verse design framework that incorporates material dispersion
and non-adiabatic temporal modulations. Our framework can
handle time-varying spheres and spatiotemporal metasurfaces
made from such spheres. We assume the underlying material
of the spheres to have a generic time-periodic electron density.
We model these time-varying nanostructures using the differen-
tiable T-matrix formalism. Moreover, we use a gradient-based op-
timization technique to tailor the scattering characteristics of the
nanostructures on demand. In particular, we optimize the tem-
poral profile of the electron density of the underlying material to
reach the desired optical responses for the nanostructures. Utiliz-
ing the proposed inverse design framework, we showcase its ap-
plicability in two key examples. First, we design the electron den-
sity of the material of a sphere such that a dipole near it exhibits
anomalous Drexhage effect. Second, we design the electron den-

sity of the material of a spatiotemporal metasurface that leads to
an efficient frequency upconversion in transmission. This meta-
surface is then cascaded with a narrow-band frequency filter to
realize the asymmetric transmission of light. Importantly, the pa-
rameters of the system are chosen so that asymmetric transmis-
sion is achieved for visible light.

2. Inverse Design Framework

In this section, the optimization framework used to design the
time-varying nanostructures is presented (see Figure 1). In prin-
ciple, there are many possible approaches. Global optimization
techniques such as Bayesian optimization[47] and particle swarm
optimization[48] constitute powerful tools for optimizing com-
plicated objective functions (such as ours). However, they scale
quite poorly with the number of design parameters. Deep learn-
ing approaches are also possible.[49,50] However, the computa-
tional costs of generating a suitable training dataset are relatively
high, making this approach undesirable in situations where only
a few individual optimizations are needed. For all these reasons,
we choose automatic differentiation in combination with a local
gradient-based optimization algorithm to design our structures.
This autodiff approach allows us to efficiently find optimized de-
signs with a computational cost that is independent of the num-
ber of design variables, making this a very scalable approach.
While there is no guarantee of converging to the global optimum,
many locally optimal solutions often yield satisfactory designs.
Consequently, for practical purposes, local gradient-based opti-
mization serves as an efficient and effective tool for inverse de-
sign. We note that our approach is conceptually similar to “ad-
joint optimization.”[51,52] However, our autodiff approach gives
us the exact gradients of the discretized system, at the cost of a
significantly higher memory requirement. We begin by outlin-
ing the differentiable T-matrix method used for modeling time-
varying nanostructures. Then, we describe the gradient-based op-
timization procedure.

2.1. Differentiable T-Matrix Method

In this article, we optimize the optical properties of time-varying
spheres and spatiotemporal metasurfaces (see Figure 1a). The
considered spatiotemporal metasurfaces are periodic arrays of
time-varying spheres arranged in two dimensions (2D). We as-
sume these nanostructures to be made from a dispersive mate-
rial whose electron density N(t) is a periodic function of time,
with a period of 𝜏m = 2𝜋/𝜔m. Here, we consider the non-
adiabatic modulation regime, where 𝜔m is comparable to the os-
cillation frequency of light. Such a time-varying electron density
N(t) is incorporated into our analysis using the Drude dispersion
model[42,43] (see Section S1, Supporting Information). Note that
for all the examples in this manuscript, we use Drude param-
eters that resemble the properties of gold at frequencies below
its plasma frequency.[53] Such a choice is made as gold exhibits
strong dispersion at visible frequencies that are of interest in this
work. Importantly, due to the time modulation of the nanostruc-
tures, an incident excitation with frequency 𝜔 gives rise to a poly-
chromatic scattered field with frequencies 𝜔j = 𝜔 + j𝜔m, with
j ∈ ℤ (see Figure 1a).
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Figure 1. Inverse design framework. First, a time-varying sphere or spatiotemporal metasurface, as shown in (a), is numerically set up using the differ-
entiable T-matrix-based model. Then, depending on the desired functionality of the considered nanostructure, an objective function fobj(M) is defined.
The time variance of the nanostructure is encoded in the Fourier coefficients M of the electron density N(t). Next, fobj is minimized or maximized using
gradient-based optimization as shown in (b). The optimization returns the optimal Fourier coefficients M = Mopt that correspond to an optimal time-
varying electron density N(t) shown in (c). Finally, the optimization results are numerically verified for the desired functionality by a forward simulation
of the considered nanostructure having the optimal N(t). Here, 𝜏m = 2𝜋/𝜔m corresponds to the period of the temporal modulation.

As mentioned earlier, linear optical nanostructures can be nu-
merically modeled using the T-matrix method.[44] The T-matrix is
an efficient tool to semi-analytically model optical nanostructures
based on Mie theory.[54] It can handle finite scatterers and pho-
tonic materials made from an infinite periodic arrangement of
such scatterers. The T-matrix formalism involves expanding the
incident field Einc and scattered field Esca for the nanostructure in
a basis of vector spherical harmonics (see the Methods Section).
Let Ainc and Asca be the corresponding incident and scattered co-
efficient vectors, respectively. Then, Ainc and Asca satisfy

Asca = ‚T ⋅ Ainc (1)

where ‚T is the so-called T-matrix of the considered nanostructure.
From Equation (1), we note that the T-matrix completely encap-
sulates the scattering response of the nanostructure. Once the
T-matrix of the nanostructure is known, the field scattered off
it can be calculated easily using Equation (1). The T-matrix for
static scatterers can be computed analytically or using full-wave
Maxwell solvers.[55–57] Note that the T-matrix formalism is closely
related to the widely used scattering matrix (S-matrix) formal-
ism. In fact, once the T-matrix of a nanostructure is known, its
S-matrix can be calculated by performing appropriate basis trans-
formations as shown in Section S2 (Supporting Information).
Recently, the T-matrix formalism has also been applied to time-
varying nanostructures.[38,42,43,58–60] The T-matrices of dispersive
time-varying spheres and spatiotemporal metasurfaces made

from these time-varying spheres are analytically known.[42,43] We
use these existing T-matrices for our purposes. We wish to high-
light here that Equation (1) also holds for the time-varying nanos-
tructures. In that case, the size of ‚T depends on the number of
scattered frequencies𝜔j and considered vector spherical harmon-
ics (see the Methods Section). Furthermore, it is important to
mention that we wrote our T-matrix-based code using JAX, a soft-
ware package that can automatically differentiate native Python
and Numpy functions.[61] Therefore, it makes our T-matrix model
differentiable, allowing us to use a gradient-based optimization
as discussed in the following.

2.2. Optimization Procedure

Having established the differentiable T-matrix-based model, we
next discuss the optimization procedure. We use a gradient-based
optimization approach. We begin by expanding N(t) in a Fourier
series. Such an expansion of N(t) in a Fourier series is done as we
solve the problem in the frequency domain in our computational
framework. Therefore, N(t) can be written as

N(t) = N0

[
1 +

Q∑
q=1

(Mqe−iq𝜔mt + c.c.)

]
(2)

Here, N0 corresponds to the electron density of the static
material, the different Mq correspond to the complex Fourier
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Figure 2. a) A system consisting of an electric dipole near a time-varying sphere. b) Normalized powers plotted as a function of the emission frequency
𝜔d of the dipole for the system shown in (a). Here, the time-varying electron density of the sphere is given by N(t) = N0[1 + 0.8cos(𝜔mt)], and its radius
is R = 10 nm. Furthermore, the dipole is kept at a distance rd = 15 nm from the center of the sphere. Moreover, 𝜔m = 0.17c0/R with c0 being the speed
of light in a vacuum.

coefficients of N(t), Q is the total number of considered Mq co-
efficients, and c.c. refers to the complex conjugate. The electron
density N(t) is non-negative and real-valued. We define a vector M
that contains all the coefficients Mq for brevity. Then, depending
on the desired functionality of the time-varying nanostructure, an
objective function fobj(M) is defined. The objective function fobj
takes M as the design variables. Note that the base modulation
frequency 𝜔m is chosen a priori and does not enter the optimiza-
tion procedure.

Next, depending on the design goal, fobj is either minimized
or maximized using gradient-based optimization (see Figure 1b).
As mentioned earlier, the differentiable T-matrix-based model al-
lows us to compute the derivatives of fobj with respect to M. Ad-
ditionally, thanks to the reverse-mode automatic differentiation,
we obtain the derivatives of fobj with respect to all Mq ∈ M with a
single backward pass through the simulation.[62] More details on
the software packages can be found in Subsection S3.1 (Support-
ing Information). Using the gradient information, we iteratively
update M until a local minimum/maximum of fobj is reached (see
Figure 1b). Such an optimization returns the optimal Fourier
coefficient vector M = Mopt, and correspondingly, the optimal
time-varying electron density N(t) (see Figure 1c). Finally, we nu-
merically verify if the desired functionality is reached by run-
ning a forward simulation with the optimal N(t) (see Figure 1a).
Note that the details of various convergence parameters used for
calculations in this manuscript are available in the Supporting
Information.

Having introduced the inverse design framework, we now ex-
ploit it to study two distinct phenomena. First, we tailor the
electron density of the material of a time-varying sphere so
that a dipole in its vicinity displays anomalous Drexhage effect.
Next, we present an example based on the spatiotemporal meta-
surfaces to realize asymmetric transmission of light at visible
frequencies.

3. Radiative Decay Rate Enhancement

Nanostructures are extensively used in the photonics commu-
nity to enhance the spontaneous radiative decay rates of excited

atoms.[63–65] In classical theory, an excited atom can be modeled
as an oscillating point electric dipole.[66] Recently, there has been
a growing interest in studying the spontaneous decay rates of
dipoles in the vicinity of time-varying media.[67–70] Time-varying
media are non-Hermitian systems, as they can supply (leading
to optical gain) and absorb (leading to optical loss) energy to and
from the incident electromagnetic fields. However, optical gain
necessitates a careful examination of the existing approaches to
calculate the decay rates of dipoles near such non-Hermitian
systems.[71,72] Therefore, for the dipoles in the vicinity of time-
varying nanostructures, the effects of optical gain on their spon-
taneous decay rate calculation must be considered. The opti-
cal gain can be interpreted as a spontaneous excitation of the
atom from its ground to an excited state, eventually leading to
the subsequent emission of a photon.[69,71] Here, the excitation
of the atom is not photon-mediated; rather it occurs due to the
non-adiabatic quantum pumping induced by the time-periodic
material.[69,71] Note that non-adiabatic quantum pumping is a
process where a system, due to rapid time modulation, cannot
respond instantaneously and consequently ceases to remain in
its ground state.[73] The calculation of the decay rates of dipoles
in the vicinity of time-periodic media has been shown in various
works.[67–70] However, a computation of the decay rates of dipoles
kept near spatially finite time-varying media has not yet been pre-
sented. Finite media are advantageous as they allow greater flex-
ibility in positioning the dipoles near them. In the following, us-
ing the arguments of ref. [72], we derive an expression for the
radiative decay rate enhancement of a dipole kept near a time-
varying sphere while considering the optical gain (and loss) from
the sphere.

3.1. Derivation of the Radiative Decay Rate Enhancement

The power conservation relation for a dipole kept in the vicinity
of an arbitrary active (gain providing) and an arbitrary absorbing
resonator reads as [[72], Equation (21)]

Pfar = PLDOS + Pgain − Pabs (3)
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Here, Pfar refers to the total power radiated by the system formed
by the dipole and the resonators in the far field, PLDOS refers to
the net power crossing an imaginary surface enclosing only the
dipole, Pgain refers to the total power gained by the system due to
the active resonator, and Pabs refers to the total power absorbed
by the lossy resonator from the system. Note that, in our analysis,
time-averaged powers are considered (see Section S5, Supporting
Information).

We aim to derive an expression for the radiative decay rate
enhancement of a dipole kept near a time-varying sphere (see
Figure 2a). As mentioned earlier, a time-varying sphere acts as
a medium that can supply and absorb energy to and from the
fields incident on it. As Equation (3) holds for dipoles near arbi-
trary gain-loss resonators, it must also hold for a system consist-
ing of a dipole kept near a time-varying sphere. However, Equa-
tion (3) was initially written for dipoles near static gain media.[72]

Therefore, it must be first verified for the system involving time-
varying media. To test Equation (3), we plot the values of the left
and right-hand sides independently as a function of the emis-
sion frequency 𝜔d of the dipole in Figure 2b. In the context of
such a sphere-dipole system, Pfar, PLDOS, and Pgain − Ploss refer
to the net powers crossing the surfaces Af, Ad, and As, respec-
tively (see Figure 2a). Here, Af, Ad, and As correspond to the
surfaces enclosing both the sphere and dipole, only the dipole,
and only the sphere, respectively. Note that we use the T-matrix
method to calculate these powers (see Section S4, Supporting In-
formation). Furthermore, in Figure 2b, the plotted powers are
normalized by the power P0 radiated by the dipole in a vacuum.
From Figure 2b, we observe that the power conservation rela-
tion given in Equation (3) also holds for the sphere-dipole sys-
tem. Next, the gain corrected expression for the total emitted
power by the dipole Pdip

total that is responsible for its spontaneous
decay in the presence of such a non-Hermitian sphere is,[72]

[Equation (23)]

Pdip
total = PLDOS + Pgain (4)

Moreover, using Equations (3) and (4), we can write Pfar = Pdip
total −

Pabs. Note that Pdip
total − Pabs corresponds to the net radiatively emit-

ted power from the dipole Pdip
rad that leads to its spontaneous ra-

diative decay.[74,75] Therefore, we conclude that Pfar = Pdip
rad. Finally,

the radiative decay rate enhancement 𝛾 rad/𝛾0 of the dipole kept
near a time-varying sphere can be written as

𝛾rad

𝛾0
=

Pdip
rad

P0
=

Pfar

P0
(5)

Here, 𝛾 rad refers to the radiative decay rate of the dipole in the
presence of the time-varying sphere, and 𝛾0 refers to the decay
rate of the dipole in a vacuum.

Having discussed the details of decay rate calculation, we
proceed to apply our inverse design framework to engineer
the radiative decay rate enhancement of the dipoles near time-
varying spheres on demand.

3.2. Anomalous Drexhage Effect

In 1970, K.H. Drexhage showed that the radiative decay rate en-
hancement of a dipole kept near a perfect mirror depends on the
orientation of the dipole to the surface of the mirror.[76] A simi-
lar effect is observed for a dipole near a static sphere, as shown
in Figure 3a. Here, we plot the radiative decay rate enhancement
𝛾 rad/𝛾0 of an electric dipole for its two orthogonal polarizations
as a function of the distance rd from the center of a static sphere.
Note that ⊥-polarization refers to the radial and ∥-polarization
refers to the tangential orientation of the dipole with respect to
the sphere. The radius of the sphere is R = 10 nm, and the emis-
sion frequency of the dipole is 𝜔d = 0.072c0/R. Here, c0 is the
speed of light in a vacuum.

From Figure 3a, we observe that the decay rate enhancement
shows different trends as a function of the distance rd for the two
orientations of the dipole. Consider the regime rd/R ≈ 1. For the
tangential orientation, the decay rate is almost negligible lead-
ing to 𝛾 rad/𝛾0 ≈ 0. In contrast, the decay rate is significant for
the radial orientation leading to 𝛾 rad/𝛾0 ≫ 1. Such an orientation-
dependent decay rate enhancement of the dipole is known as the
Drexhage effect.[76]

The physical explanation for the Drexhage effect is as follows.
To begin with, the decay rate enhancement of the dipole depends
on the total far field[74,77] (see Equation (5)). The total far field
Etot(rfar) is the sum of the field scattered from the sphere Esca(rfar)
and the field of the dipole itself Edip(rfar), in the absence of the
sphere, at a spatial location r= rfar. Here, rfar ≫ R. For the example
shown in Figure 3a, Esca and Edip interfere destructively (construc-
tively) for the tangential (radial) orientation of the dipole leading
to negligible (significant) decay rate enhancement. Besides, for
rd/R ≫ 1, for both the orientations of the dipole, 𝛾 rad/𝛾0 saturates
to unity. This saturation happens because Esca decays rapidly as
rd increases, leading to a decrease in the interference effects of
the fields and consequently the impact of the sphere on 𝛾 rad.[74]

Therefore, 𝛾 rad approaches 𝛾0 for rd/R ≫ 1.
Having discussed the Drexhage effect, we explore the anoma-

lous Drexhage effect next. It refers to a situation where a dipole
shows a similar decay rate enhancement for its two orthogonal
orientations. This is considered here as anomalous because it
is in striking contrast to the Drexhage effect that has been stud-
ied from multiple perspectives.[78,79] Our goal is to show such an
anomalous Drexhage effect by an appropriate time modulation of
the sphere. To do so, we design the time-varying electron density
N(t) of the sphere such that, even for the tangential orientation
of the dipole, we have a significant decay rate enhancement for
rd/R ≈ 1. Therefore, we maximize 𝛾 rad/𝛾0 for rd/R ≈ 1 for the tan-
gential orientation of the dipole. From Equation (5), we observe
that 𝛾 rad/𝛾0 is proportional to the power emitted in the far field by
the sphere-dipole system Pfar. Consequently, our task at hand is
reduced to maximizing Pfar when the dipole is placed sufficiently
close to the sphere. We choose rd = 1.01R.

To set up the optimization problem, we define our objective
function fobj in terms of Pfar (see the Methods Section). Note that
besides Pfar, fobj also consists of a penalty function that penalizes
the optimizer if N(t) tends toward negative values for any t ∈ [0,
𝜏m]. We use such a penalty function with all other objective func-
tions in this article. Additionally, we need to fix the base modula-
tion frequency𝜔m a priori in the optimization. To choose𝜔m such
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Figure 3. Anomalous Drexhage Effect. a) The radiative decay rate enhancement 𝛾 rad/𝛾0 for an electric dipole as a function of its distance rd from the
center of a static sphere for its two orthogonal polarizations. b) The absolute value of the electric dipolar Mie coefficient of the static sphere as a function
of the excitation frequency 𝜔. c) The optimized electron density N(t) that maximizes 𝛾 rad/𝛾0 for the tangentially orientated dipole (∥- polarization) at
rd/R = 1.01. d) The radiative decay rate enhancement 𝛾 rad/𝛾0 of the dipole in two orthogonal polarizations as a function of its distance rd from the
time-varying sphere having the optimized N(t) shown in (c).

that it assists the maximization of Pfar, we first plot the amplitude
of the electric dipolar Mie coefficient aED of the static sphere as
a function of the excitation frequency 𝜔[80] (see Figure 3b). From
Figure 3b, we observe the existence of the electric dipolar reso-
nance of the sphere at 𝜔 = 𝜔ED. Therefore, we choose 𝜔m = 𝜔ED
−𝜔d. Such a choice is made because once the time modulation is
turned on, the sphere in the presence of the dipole emitting at the
frequency 𝜔d scatters the frequencies 𝜔j = 𝜔d + j𝜔m, with j ∈ ℤ
(see Figure 1a). Therefore, 𝜔1 = 𝜔ED lies exactly at the electric
dipolar resonance frequency leading to a resonant enhancement
of Pfar in the time-varying case for an appropriately optimized
N(t) (see Equation (S6), Supporting Information).

Having chosen fobj and 𝜔m, we use the inverse design frame-
work discussed in Section 2 to maximize 𝛾 rad/𝛾0 for the dipole ori-
ented tangentially to the time-varying sphere at rd = 1.01R. The
optimized N(t) is shown in Figure 3c. Note that within our opti-
mization landscape, there exist different temporal profiles that
provide similar results. Ultimately, our goal is to obtain a de-
sign that fulfills our objective. Thus, any such solution is suitable.
This conclusion also holds for all other optimization results pre-
sented in this work. Furthermore, in Figure 3d, we plot 𝛾 rad/𝛾0 as
a function of rd for the dipole near the time-varying sphere. From
Figure 3d, we observe that for both the tangential and radial ori-
entation of the dipole, the decay rate enhancement is significant
(i.e., 𝛾 rad/𝛾0 ≫ 1) for rd/R ≈ 1, leading to a demonstration of the
anomalous Drexhage effect.

In particular, as intended, the optimization successfully re-
turns an N(t) that maximizes 𝛾 rad/𝛾0 when rd/R ≈ 1 for the tan-
gential orientation of the dipole. Such a maximization can be ex-
plained as follows. As expected, the temporal modulation with

the optimized N(t) enhances the total far field Etot(rfar) at 𝜔j = 𝜔1
(see Section S6, Supporting Information). Moreover, since the
power Pfar depends on the contributions of Etot(rfar) across all
the frequencies 𝜔j, this field enhancement at 𝜔1 maximizes Pfar,
which in turn maximizes the decay rate enhancement. Addition-
ally, even for the radial orientation of the dipole, 𝛾 rad/𝛾0 at rd/R ≈
1 is about 300 times higher in the time-varying case than that in
the static case. Such a high 𝛾 rad/𝛾0 for the radial orientation also
occurs due to a similar total far field enhancement.

It is worth remarking that in order to instead suppress 𝛾 rad for
the radial orientation of the dipole shown in Figure 3a, one needs
to reduce Pfar sufficiently (see Equation (5)). One possible way to
achieve this is to enhance the absorptivity of the sphere using
time modulation.[16,17] In the limiting case when the sphere acts
as a perfect absorber, Pfar vanishes, leading to a complete sup-
pression of 𝛾 rad.

As discussed in the following, we now apply our inverse design
framework to a system involving spatiotemporal metasurfaces.

4. Asymmetric Transmission of Light at Visible
Frequencies

As the second application of our inverse design framework, we
design a device that implements asymmetric transmission (AT)
of light at visible frequencies. A device operating under the AT
condition allows efficient transmission of light in one direction
while blocking it in the opposite direction.[81] A conceptual il-
lustration of spatiotemporal metasurface-based AT is shown in
Figure 4a. The system shown in Figure 4a is formed by cascading
a spatiotemporal metasurface and a narrow-band frequency filter.
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Figure 4. Asymmetric transmission (AT) of light at visible frequencies. a) A conceptual illustration of an AT system formed by cascading a spatiotemporal
metasurface and a narrow-band filter. Here, TF (TB) corresponds to the final forward (backward) transmissivity of the AT system. b) The transmissivity
T of the metasurface under static operation (solid curve) and filter (dotted curve) as shown in (a) as a function of the incident frequency 𝜔inc. c,d) The
optimized electron density N(t) as a function of time t, and the corresponding transmissivity contribution Tj of the spatiotemporal metasurface as a
function of the harmonic number j, respectively.

When an electromagnetic wave at frequency 𝜔0 is incident to
the system from the left-hand side (forward propagation), it en-
counters the spatiotemporal metasurface that upconverts most
of its energy to an electromagnetic wave at frequency 𝜔1 = 𝜔0
+ 𝜔m. Our design objective is to render this upconversion effi-
cient. The wave then encounters the filter that offers complete
transmission to fields with frequency 𝜔1 while blocking all other
frequencies.[82,83] Therefore, the wave at frequency 𝜔1 gets com-
pletely transmitted through the filter, leading to a non-zero fi-
nal forward transmissivity TF. On the other hand, if a wave at
frequency 𝜔0 is incident from the right-hand side to the system
(backward propagation), it encounters the filter first, which does
not allow any further propagation of the wave. Therefore, the fi-
nal backward transmissivity TB of the whole system is negligi-
ble. Moreover, it is important to mention that the problem of fre-
quency upconversion using spatiotemporal structures was also
studied in various other works.[26,84–89] However, all these works
were limited to the adiabatic regime of temporal modulation (i.e.,
𝜔m ≪ 𝜔0), which requires the use of frequency filters with very
narrow bandwidths. Furthermore, the frequency of operation in
these works was either in the microwave or infrared regime. In
our framework, we use non-adiabatic temporal modulation, our
metasurface operates at visible frequencies, and we fully take into
account the effects of material dispersion that cannot be ignored
for most of the materials at such frequencies.

We aim to design an AT system as shown in Figure 4a.
A critical component of the AT system is the spatiotemporal
metasurface, which is capable of frequency upconversion. In
what follows, we discuss the choice of parameters of the sys-
tem deemed to be supportive in achieving an efficient frequency

upconversion using the Mie resonances of the underlying static
metasurface.[60,90] To begin with, we assume the metasurface to
be made from a square lattice of spheres. The radius R of the
spheres is R = 150 nm, and the lattice constant a of the meta-
surface is a = 2.6R. Besides, for simplicity, the parameters are
chosen such that the metasurface is subwavelength in the spec-
tral range of interest. For a subwavelength metasurface, only the
principle spatial diffraction order is propagating. The transmis-
sivity T of the metasurface as a function of the incident frequency
𝜔inc under static conditions (i.e., N(t)=N0) is shown in Figure 4b.
Note that here, and for the following simulations, we assume a
monochromatic x-polarized plane wave normally incident on the
metasurface for calculating T. From Figure 4b, we observe that
the static metasurface supports various Mie resonances.[90]

Using the transmission spectrum of the static metasurface, we
choose the frequencies 𝜔0 and 𝜔m for the time-varying operation
(see Figure 4b). From Figure 4b, it is apparent that 𝜔0 and 𝜔m are
chosen such that 𝜔1 lies at a high-quality resonance of the static
metasurface. Such a choice is made so that upon temporal mod-
ulation of the metasurface with an appropriately chosen N(t), a
resonant enhancement of the transmitted field occurs at 𝜔1 for
an incident field at 𝜔0. Importantly, to design the AT functional-
ity of the spatiotemporal metasurface for visible frequencies, the
parameters a, R, and 𝜔m are chosen such that 𝜔0 and 𝜔1 lie in the
visible spectrum. In our example, 𝜔0 = 2𝜋 × 542 THz and 𝜔1 =
2𝜋 × 704 THz.

Next, we use our inverse design framework to optimize the
time-varying electron density N(t) of the spatiotemporal meta-
surface. The total transmissivity T of the spatiotemporal meta-
surface can be written as a sum of the contribution of all the
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transmitted frequency harmonics, i.e., T = ∑jTj
[43] (see

Figure 1a). Our goal is to maximize the transmissivity at 𝜔1.
Therefore, we choose the objective function fobj in terms of T1
(see the Methods section).

The electron density N(t) as a result of the optimization is
shown in Figure 4c. Furthermore, the corresponding transmis-
sivity contributions Tj as a function of the scattered harmonic
number j are shown in Figure 4d. From Figure 4d, we observe
that the metasurface with the optimal N(t) preferentially trans-
mits the energy of the incident wave to the frequency 𝜔1 (with
T1 = 0.42). Such a preferential transmission can be explained
as follows. To begin with, the time-varying electron density N(t)
effectively modulates the amplitude and phase of the time-
domain complex transmission coefficient of the metasurface[84]

(see Section S7, Supporting Information). In principle, such a
modulation of the transmission coefficient gives rise to the trans-
mitted frequencies 𝜔j (with j ∈ ℤ). However, due to the particu-
lar choice of fobj, the optimizer converges such that this ampli-
tude and phase modulation leads to an efficient coupling to 𝜔1
in transmission (also see Section S8, Supporting Information).
Additionally, the high-quality resonance of the underlying static
metasurface at 𝜔1 assists in the resonant enhancement of such
a coupling (see Figure 4b). It is important to remark that such a
preferential transmission is insensitive to the phase of the inci-
dent wave.

Note that the total transmission efficiency of the optimized
spatiotemporal metasurface is about 66%. Approximately 15% of
the incident energy is lost to reflection and about 19% to mate-
rial losses due to frequency dispersion. Moreover, from Figure 4d,
we observe that even though the maximum transmitted energy
is linked to 𝜔1, a non-zero amount of energy is coupled to other
scattered frequencies. To attain a perfect upconversion to the fre-
quency 𝜔1 (i.e., T1 = 1 and Tj = 0 ∀ j ≠ 1), one needs a spa-
tiotemporal metasurface whose time-domain complex transmis-
sion coefficient has a pure linear phase modulation of 2𝜋 in the
time-period 𝜏m

[84] (see Section S7, Supporting Information). At-
taining such an idealized condition is challenging at the optical
frequencies.[91]

Next, we choose a filter that has almost unity transmissivity T
at𝜔1 and negligible T at all other frequencies (see the dotted curve
in Figure 4b). We implement the filter by optimizing a Fabry-
Perot cavity (see Section S9, Supporting Information). Other pos-
sible implementations of such a filter can be found in refs. [82,
83]. Finally, cascading such a filter with the optimized metasur-
face results in a final forward transmissivity of TF = 0.41562 for a
wave incident at 𝜔0 = 2𝜋 × 542 THz. Furthermore, the final back-
ward transmissivity of the system for the same incident wave is
TB = 0.00097. Therefore, our inverse design framework allows
us to realize the asymmetric transmission of light at visible fre-
quencies.

It is important to mention that this AT is different from the
phenomena of nonreciprocity.[92] We present a test of nonre-
ciprocity for the cascaded in the Section S10 (Supporting In-
formation). We perform this test by considering a backward
propagating incident field to the filter at frequency 𝜔1. We
find that since the electron density profile N(t) in Figure 4c
breaks the generalized time-reversal symmetry, the cascaded
system is nonreciprocal.[93] Note that another trivial N(t) pro-
file known in the literature that leads to the breaking of the

time-reversal symmetry and hence reciprocity is a sawtooth-type
modulation.[84,85,93]

5. Conclusion

We have presented a differentiable T-matrix-based inverse de-
sign framework to engineer the scattering response of time-
varying spheres and spatiotemporal metasurfaces on demand.
These time-varying nanostructures are assumed to be made from
a dispersive material with a time-varying electron density. Using
our inverse design framework, we optimized the temporal pro-
file of the electron density to tailor the desired functionality of the
chosen nanostructure. We used a gradient-based approach to per-
form the optimization. We exploited our inverse design frame-
work in two specific examples.

First, we computed the decay rate enhancement of dipoles
kept near time-varying spheres. In particular, we optimized time-
varying spheres such that the dipoles exhibit anomalous Drex-
hage effect. Next, we applied our inverse design framework to
spatiotemporal metasurfaces. We optimized the metasurface to
achieve an efficient frequency upconversion. Such an optimized
metasurface is then cascaded with a narrow-band filter so that
the composite system supports asymmetric transmission (AT) of
light at visible frequencies. This AT operation is achieved while
using non-adiabatic temporal modulation and considering the ef-
fects of material dispersion.

The T-matrix-based inverse design tool introduced in this ar-
ticle assists in simultaneously controlling the spatial and tempo-
ral properties of light. Depending on the choice of the objective
function, various applications using the time-varying nanostruc-
tures can be realized in principle. From this perspective, our ap-
proach unlocks the opportunities to design novel photonic time
and space-time crystals.

6. Methods Section

Further Details on the Differentiable T-Matrix Method: Assume
a general polychromatic incident excitation to the considered
time-varying nanostructure with frequencies, 𝜔j = 𝜔 + j𝜔m with
j ∈ [− J, J]. Here, J is an integer that should be chosen sufficiently
large to ensure numerical convergence. Then, the incident field
Einc and scattered field Esca can be written as

Einc(r, t) =
∑
jl𝜇s

Ainc
jl𝜇sF

(1)
j𝜇s(kjr)e−i𝜔j t (6)

Esca(r, t) =
∑
jl𝜇s

Asca
jl𝜇sF

(3)
l𝜇s(kjr)e−i𝜔j t (7)

where kj = 𝜔j/c0. Besides, F(1)
l𝜇s(x) (F(3)

l𝜇s(x)) represent the regular
(radiating) vector spherical harmonics (VSHs) with total angular
momentum l = 1, 2, 3…, lmax, z-component of angular momen-
tum 𝜇 = −l, −l + 1,…, l, and parity s = 0, 1. Here, s = 0 represents
the transverse-electric (TE), and s = 1 represents the transverse-
magnetic (TM) mode, respectively. Moreover, lmax is the maxi-
mum multipolar order retained in the expansion. It should be
chosen sufficiently large to ensure numerical convergence. Next,
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using the method in refs. [42, 43], one can connect Ainc and Asca

by the T-matrix ‚T as given in Equation (1). Note that ‚T is a square
matrix with size 2lmax(2J + 1)(lmax + 2).

The Objective Function for Maximizing 𝛾 rad/𝛾0: From Equa-
tion (5), we observe that 𝛾 rad is proportional to Pfar. Therefore,
maximizing 𝛾 rad requires the maximization of Pfar. For the simu-
lation result shown in Figures 3c,d, the minimization of the ob-
jective function was found to perform better in terms of conver-
gence. Therefore, the objective function, which needs to be mini-
mized, is defined as fobj(M)=w/Pfar(M)+ (1−w)p(M). Here, p(M)
is a penalty function that penalizes the optimizer if it goes to-
ward those values of M that correspond to a negative N(t) for any
t ∈ [0, 𝜏m] (see Subsection 3.2, Supporting Information, for more
details on p(M)). Furthermore, w is a quantity that distributes the
weight of the objective function between 1/Pfar and the penalty p.
We chose w = 0.99 for this optimization.

The Objective Function for Maximizing T1: For the example
shown in Figure 4a, T1 needs to be maximized. Therefore, the
objective function, which needs to be maximized, is defined as
fobj(M) = wT1(M) − (1 − w)p(M). Here, as we are maximizing fobj,
p(M) has a negative weight. Furthermore, w = 0.84 was chosen
for this optimization.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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