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a b s t r a c t 

The Engine Combustion Network (ECN) Spray A target case corresponds to high-pressure liquid fuel in- 

jection in conditions relevant to diesel engines. Following the procedure by Wehrfritz et al. (2016), we 

utilize large-eddy simulation (LES) and flamelet generated manifold (FGM) methods to carry out an in- 

jection pressure sensitivity study for Spray A at 50, 100 and 150 MPa. Comparison with experiments is 

shown for both non-reacting and reacting conditions. Validation results in non-reacting conditions indi- 

cate relatively good agreement between the present LES and experimental data, with some deviation in 

mixture fraction radial profiles. In reacting conditions, the simulated flame lift-off length (FLOL) increases 

with injection pressure, deviating from the experiments by 4–14%. Respectively, the ignition delay time 

(IDT) decreases with increasing injection pressure and it is underpredicted in the simulations by 10–20%. 

Analysis of the underlying chemistry manifold implies that the observed discrepancies can be explained 

by the differences between experimental and computational mixing processes. 

© 2018 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute. 

This is an open access article under the CC BY-NC-ND license. 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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1. Introduction 

Modern compression-ignition engines aim towards fuel lean,

low-temperature combustion (LTC) in order to reduce soot and

NOx emissions [1] . In direct injection engines, the fuel is supplied

into the engine cylinder by a high-pressure injection system. To

optimize the system, the nozzle hole size and shape, number of

holes, injection timing or the injection pressure can be adjusted.

Supplementary to the injection strategy, the ambient temperature,

density and oxygen concentration are important, for instance,

when reducing emissions by means of exhaust gas recirculation

(EGR). Understanding the complex multiscale physics and chem-

istry of fuel sprays is essential in order to better control and

improve the combustion process. 

In compression-ignition direct injection engines the fuel

droplets atomize and vaporize forming a high-speed gaseous fuel

jet. Such a high-speed jet introduces strong shear, producing

turbulence and enhancing fuel-oxidizer mixing. Once the tem-

perature of the compression process exceeds the autoignition

temperature and sufficient mixing has ensued, local regions with
∗ Corresponding author. 
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0010-2180/© 2018 The Authors. Published by Elsevier Inc. on behalf of The Combustion In

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
he most favorable conditions will ignite. The time from the start

f injection (SOI) to ignition is referred to as the ignition delay

ime (IDT). Directly after the ignition, the flame front expands in

hree dimensions and forms a quasi-stationary diffusion flame.

he diffusion flame stabilizes to a specific distance downstream

rom the injector, commonly referred to as the flame lift-off length

FLOL). It is worth noticing that the FLOL and IDT both depend on

he injection parameters and the ambient conditions described in

he previous paragraph [2] . 

Recent advances in computational resources have enabled

arge-eddy simulations (LES) of spray flames with high resolu-

ion and complex chemical schemes for realistic surrogate fuels.

owever, numerical model validation requires well defined ex-

erimental conditions and for spray flames this has been made

ossible by the Engine Combustion Network (ECN) [3] . The ECN

rovides an open-access data repository and a forum for interna-

ional experimental and numerical collaboration. Baseline target

onditions with guidelines for the diagnostic/post-processing tech-

iques have been defined by the ECN for different spray cases. In

articular, this study is involved with the ECN n -dodecane spray

ombustion case, designated as Spray A with the following target

onditions: ambient gas temperature is 900 K, ambient pressure is

pproximately 6 MPa and the molar oxygen concentration is 15%.
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a  
he injection system has a 150 MPa rail pressure with a nominal

ozzle hole diameter of 90 μm. Several experimental studies have

een carried out for the non-reacting and reacting Spray A case at

ifferent ambient conditions and with different injection pressures

3–9] . 

The experimental results [3–9] , regarding the injection pressure

ariation, indicate a weak sensitivity of liquid penetration on the

njection pressure (see also [10] ). In contrast, vapor penetration

as found to increase with injection pressure due to the increased

omentum of the evaporated fuel. In reacting conditions, the IDT

as found to be inversely proportional to the injection pressure,

hereas the FLOL was noted to be directly proportional to the

njection pressure [3,5,6] . Increase in FLOL with higher injection

ressures for different surrogate diesel fuels (not Spray A) has also

een reported [11,12] . 

Computational Spray A studies on injection pressure effects

ave been previously conducted only in the Reynolds-Averaged

avier–Stokes (RANS) framework. Banerjee et al. [13] reported

verpredicted ( ∼ 20%) IDT and FLOL by RANS and multi-flamelet

epresentative interactive flamelet (RIF) models. Pei et al. [14] ap-

lied RANS and the transported probability density function

TPDF) combustion model for the 50, 100 and 150 MPa injection

ressures, with numerical results agreeing with the experiments

n terms of FLOL but overpredicting the IDT by ∼ 25%. In gen-

ral, Spray A related RANS studies have been performed with

 variety of different combustion models, including the well

ixed combustion model, RIF model [15,16] and the TPDF model

14,17] . 

In the LES context, Spray A has been previously studied with

ifferent combustion models. Gong et al. [18,19] applied the chem-

stry coordinated mapping (CCM), whereas Pei et al. [20] utilized

ES and finite rate chemistry at various ambient temperatures and

ndicated the relevance of ignition kernels as a flame stabilization

echanism. Blomberg et al. [21] applied the conditional moment

losure (CMC) methodology in the split injection Spray A case

btaining good agreement with the experiments in terms of IDT

nd spatial appearance of low-temperature combustion species,

ncluding CH 2 O. Recently Hakim et al. [22] used the Bayesian

nference calibrated 2-step mechanism together with the dy-

amic thickened flame model to study the real gas effects and

urbulence–chemistry interaction (TCI) on the ignition. 

When considering accuracy of the combustion model, CMC

21,23] , TPDF [14,24] and finite rate chemistry [20] approaches

ave provided results which agree well with the experiments.

n particular, performance of CMC and TPDF in TCI modeling is

otable. In contrast to these computationally demanding methods,

nother modeling avenue is given by flamelet-based methods,

here lookup-tables are computed beforehand to reduce compu-

ational overhead [25,26] . Previously, flamelet based methods have

een applied to spray combustion under engine like conditions,

.g. by Ameen and Abraham [27] in terms of the unsteady flamelet

rogress variable (UFPV) model, and by Bekdemir et al. [28] and

illou et al. [29] with the FGM model. Recently, Wehrfritz et al.

30] applied the FGM model in the Spray A case at different ambi-

nt oxygen concentrations. These studies show how the tabulation

ethod can capture the ignition and flame characteristics of the

omplex non-premixed spray combustion process. 

In addition to the choice of the combustion model, the un-

erlying chemical mechanism can vastly influence the results.

or example, Wehrfritz et al. [30] showed a consistent offset

etween the mechanism by Ranzi et al. [31] (130 species) and

arayanaswamy et al. [32] (257 species) within the same LES-FGM

ramework. Pei et al. [20] attributed their IDT overprediction at

ow ambient temperatures to the lack of accuracy in the chemical

echanism by Luo et al. [33] (103 species). Other examples of

echanisms applied in LES Spray A context are the mechanism
y Som et al. [34] (103 species) in the LES-CCM work by Gong

t al. [18] and the mechanism by Yao et al. [35] (54 species) in the

ecent LES-CMC work by Blomberg et al. [21] . 

Spray sub-models are also considered as an important aspect

n spray combustion simulations. Typically in engine conditions,

he fuel spray poses a short liquid core, due to rapid atomization

nd evaporation. Therefore, the atomization process is modeled

y applying a certain initial droplet size distribution, whereas the

econdary droplet breakup is taken into account by sub-models

36] . A thorough literature review related to the challenges in

agrangian–Eulerian coupling is presented in Ref. [37] . As im-

lied by the literature, the LPT-LES has become a major tool for

nvestigating turbulent spray flames, with varying sub-models

17,18,20,38–40] . 

Based on the previous literature, there are a number of un-

xplored questions in the combustion physics of spray diffusion

ames and particularly in computational modeling of the ECN

pray A. In this study we continue our previous work on the

ES-FGM based Spray A research [30] and formulate the objectives

s follows: 

1. Compare the computational fuel-oxidizer mixing process in

non-reacting conditions with the available experimental data

for 50, 100 and 150 MPa injection pressures. 

2. Compare the computationally obtained IDT and FLOL with the

available experimental data for 50, 100 and 150 MPa injection

pressures. 

3. Study the potential of the present unsteady flamelet based

combustion model to reach a level of detail in low-temperature

combustion phenomena and flame stabilization mechanisms

equivalent to previous literature (see Pei et al. and Skeen et al.

[9,20] ). 

4. Determine how the size of the low-temperature combustion re-

gion is affected by the change in injection pressure. 

5. Explain the similarities and discrepancies between different in-

jection pressures from a) the LES modeling and b) from the

FGM tabulation perspectives. 

The paper is organized as follows: The computational theory

nd numerical details are provided in Section 2 . The computa-

ional and experimental set-up is described in Section 3 . The

esults of the non-reacting and reacting cases are analyzed in

ections 4.1 and 4.2 , respectively. Further analysis of the react-

ng results is carried out in Sections 4.3 –4.8 . A summary and

onclusions are given in Section 5 . 

. Numerical methods 

.1. Gas phase governing equations 

The Eulerian gas phase is described by the compressible

avier–Stokes equations. The Favre-filtered LES formulation for the

ontinuity, momentum and energy equations is the following: 

∂ ρ

∂t 
+ 

∂ ρ˜ u i 

∂x i 
= S ρ, (1) 

∂ ρ˜ u i 

∂t 
+ 

∂( ρ˜ u i ̃  u j ) 

∂x j 
= 

∂ 

∂x j 

(
−p δi j + ρ˜ u i ̃  u j − ρ ˜ u i u j + τi j 

)
+ S u,i , (2) 

∂ ρ˜ h t 

∂t 
+ 

∂( ρ˜ u j ̃
 h t ) 

∂x j 
= 

∂ p 

∂t 
+ 

∂ 

∂x j 

(
ρ˜ u j ̃

 h − ρ˜ u j h + 

λ

c p 

∂ ̃  h 

∂x j 

)
+ S h , (3) 

here ρ, ˜ u i , p , ˜ h , τi j , denote the filtered density, velocity, pres-

ure, absolute enthalpy and viscous stress tensor, respectively. In

articular, the overbar denotes an unweighted ensemble average,

hereas the tilde ( ∼ ) denotes a density-weighted ensemble aver-

ge. Variables c p and λ denote the heat capacity and conductivity.
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In Eq. (3) the total enthalpy is expressed as a sum of the absolute

enthalpy and the specific kinetic energy, that is, ˜ h t = ̃

 h + 

˜ u i ̃  u i 
2 . The

viscous stress tensor is defined as 

τi j = μ

(
∂ ̃  u i 

∂x j 
+ 

∂ ̃  u j 

∂x i 
− 2 

3 

∂ ̃  u k 

∂x k 
δi j 

)
, (4)

where μ is the dynamic viscosity. The source terms S ρ, S u,i and

S h allow the coupling between liquid and gaseous phases, with

respect to mass, momentum and energy. In the reacting cases, the

species mass fractions ˜ Y k are not directly coupled to the solver but

are obtained from the combustion model, presented in Section 2.5 .

The mathematical closure for the system of equations is provided

by the filtered ideal gas law and the thermal equation of state. 

2.2. Discretization of the governing equations 

The governing Eqs. (1) –(3) are solved with the finite volume

method. The time integration is based on an implicit, three time-

level, and second order accurate scheme. The diffusion terms are

discretized by 2nd order central schemes while the convection

terms require particular attention due to the high non-linearity

of the present compressible reacting flow. Similar to the previous

study by Wehrfritz et al. [30] , the convective fluxes are interpo-

lated by the Gamma scheme (non-linear flux limiter), developed

by Jasak et al. [41] . The Gamma scheme requires an input pa-

rameter k , which is chosen in order to control and maintain the

2nd order accuracy in space. A low value indicates less dissipative

numerical flux computation. In particular, we chose k = 0 . 3 for the

momentum equation while k = 1 . 0 is chosen for the scalars. Based

on our numerical sensitivity studies, weak sensitivity between

k = 0 . 1 and k = 0 . 3 was noted. Thus, for the momentum equation,

we choose k = 0 . 3 . Pressure–velocity coupling is implemented in

terms of the pressure implicit splitting of operators (PISO) method.

The present LES-FGM implementation is based on a standard

open-source OpenFOAM-2.4.x spray solver [42] . 

2.3. Subgrid-scale modeling 

The unclosed LES subgrid terms in Eqs. (1) –(3) can be modeled

explicitly by introducing additional dissipation via an explicit

subgrid-scale model. Alternatively, this dissipation can be intro-

duced and implicitly controlled locally by choosing a dissipative

numerical scheme for the convection terms. Here, our choice is

such an implicit LES (ILES) as implemented via the non-linear flux

limiter, described above. Hence, similar to the previous reacting

Spray A study by Wehrfritz et al. [30] , we use ILES as a “stand-

alone” turbulence model without an any explicit subgrid-scale

viscosity. Theoretical work on the similarity between the implicit

and explicit SGS models has been carried out in Refs. [43–45] .

Previously, the ILES approach has been applied to free shear flows

[46,47] , supersonic jets [4 8,4 9] , supersonic combustion [50] and

non-reacting and reacting sprays [30,51] . 

2.4. Spray modeling 

Commonly the Lagrangian particle tracking (LPT) method is ap-

plied in the modeling of the liquid phase of discrete particles. As a

standard practice for the high-velocity sprays, no primary breakup

model was used. Instead, the primary breakup is considered by

sampling the computational parcels from the Rosin-Rammler size

distribution with parameters that lead to the initial Sauter mean

diameter of 6 μm. 

Equations of motion of the discrete computational parcels can

be found from work by Wehrfritz et al. [51] , in which the breakup

model sensitivity tests for the non-reacting Spray A case were

carried out. The results indicated similar global mixture formation
fter the liquid phase for the enhanced Taylor analogy (ETAB) and

elvin–Helmholtz Rayleigh–Taylor (KHRT) breakup models. In the

resent work, the secondary breakup is modeled by the KHRT

odel [52,53] . Heat and mass transfer between two phases is

odeled according to the standard correlations by Frössling [54] ,

anz and Marshall [55,56] . Further details of the spray modeling

spects, along with a mesh sensitivity analysis, can be found

rom our previous research for the non-reacting Spray A case

51] . A thorough literature review related to the challenges in

agrangian-Eulerian coupling is presented in [36,37] . 

.5. Combustion modeling: the flamelet generated manifold method 

.5.1. Governing equations 

The FGM method is based on the theoretical formulation of the

ntrinsic low-dimensional manifold method (ILDM) [57] and relies

n the assumption that a high-dimensional state space of chemical

pecies can be largely recovered by a suitable low-dimensional

anifold. In practice, the low-dimensional manifold is represented

y the FGM database (a look-up table), which is created in the

re-processing stage from laminar flamelet solutions. 

In non-premixed problems mixing must be inherently taken

nto account, and therefore a one-dimensional laminar counterflow

iffusion (CD) flame configuration is often chosen as a canonical

ase for the flamelet calculations. In the counterflow configuration,

he laminar flamelet equations can be expressed as a function of

 spatial coordinate x and time t only, and the flow-field effects

eyond 1D formulation are included by the local stretch rate

 = 

∂v 
∂y 

[58,59] . The one-dimensional conservation equations for

he unsteady CD flames can be written as 

∂ρ

∂t 
+ 

∂ρu 

∂x 
= −ρK, (5)

∂ρY i 
∂t 

+ 

∂ρuY i 
∂x 

− ∂ 

∂x 

(
λ

c p 

∂Y i 
∂x 

)
= ˙ ω i − ρKY i , (6)

∂ρh 

∂t 
+ 

∂ρuh 

∂x 
− ∂ 

∂x 

(
λ

c p 

∂h 

∂x 

)
= −ρKh, (7)

here the variables correspond to definitions in Eqs. (1) –(3) and

dditionally, ˙ ω i is the chemical source-term of the i-th species Y i .

he local stretch rate K is governed by [60] 

∂ρK 

∂t 
+ 

∂ρuK 

∂x 
− ∂ 

∂x 

(
μ

∂K 

∂x 

)
= ρox a 

2 − 2 ρK 

2 , (8)

here a is the applied strain rate, defined at the oxidizer ( ox )

oundary. The fuel (at x = −L ) and the oxidizer (at x = L ) compo-

ition are chosen to correspond to the Spray A conditions. 

.5.2. Manifold parametrization 

The manifold parametrization is explained in detail in our

revious study [30] but for completeness we outline the essential

eatures here. The solution of the laminar flamelet Eqs. (5) –(8)

n the counterflow diffusion flame configuration is computed in

hysical space and time with the Chem1D code [61] . The solution

s obtained with the full chemical mechanism by Ranzi et al.

31] (130 species and 2395 reactions). The mechanism has been

hown to predict the ignition delay times and formation of the

arly reaction products correctly in our previous studies [30,62] . It

s assumed that the diffusion of species and heat is dominated by

urbulent mixing and therefore a unity Lewis number is assumed

or all species. 

In order to fill the low-dimensional manifold, a series of

teady-state counterflow diffusion flamelets is computed for vary-

ng strain rates a = [1 , . . . , 500] s −1 . Additionally, one unsteady

amelet with the strain rate of 500 s −1 is computed to describe
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e  
he temporal evolution of the system from ignition towards the

teady state solutions on the manifold. It is worth noting that for

he same flamelet setup as here, the IDT of the unsteady flamelet

as been shown to be quite insensitive to the strain rate when

 < 10 0 0 s −1 [30] . 

The series of flamelet solutions mentioned above is used to

reate the 2D manifold, characterized by two control variables.

ypical for non-premixed combustion models, these control vari-

bles are denoted by the mixture fraction Z and reaction progress

ariable Y, such that any thermo-chemical quantity ψ from the

amelet solution can be expressed as 

 = ψ(Z, Y) . (9) 

ixture fraction describes the essential mixing process of the fuel

nd the oxidizer in the non-premixed configurations and its defini-

ion here is based on coupling functions of element mass fractions

sing Bilger’s weight factors [63,64] . The progress variable is de-

igned so that it can capture the ignition and the reaction progress

f the diffusion flame in a monotonic way. The reaction progress

ariable is defined by a linear combination of reaction products 

 = 

Y CO 2 

M CO 2 

+ 

Y CO 

M CO 

+ 

Y CH 2 O 

M CH 2 O 

, (10) 

here M k denotes the molecular weight of species k . The present

rogress variable definition is chosen to represent the first onset

f ignition via CH 2 O contribution and to progress towards the

teady flame via CO and CO 2 . The monotonicity of the progress

ariable is ensured when constructing the manifold, leading to a

onsistent FGM database. 

.5.3. Subgrid chemistry 

During the CFD solution algorithm, only transport equations

or the mixture fraction and progress variable are solved, and

he thermochemical quantities at the prescribed state can be

ecovered from the database tables via an interpolation procedure

t run-time or later in the post-processing stage according to

q. (9) . When applying the FGM method in the LES context, the

avre-filtered formulation of the appearing FGM-related variable is

efined as follows 

˜ 

 = 

∫ 1 

0 

∫ 1 

0 

ψ(Z, C) P (Z, C ) dC dZ, (11) 

here C ∈ [ 0 , 1 ] is the normalized progress variable, defined as 

 = 

Y − Y min (Z) 

Y max (Z) − Y min (Z) 
, (12) 

nd P (Z, Y) represents the joint Favre-PDF, which is not known

 priori. However, here we adopt a widely used approach, based

n the presumed joint PDFs for mixture fraction and normalized

eaction progress variable 

˜ 

 = 

∫ 1 

0 

∫ 1 

0 

ψ(Z, C) β(Z ;˜ Z , ̃  Z ′′ 2 ) δ( ̃  C − C ) dC dZ, (13) 

here the presumed beta and delta-functions are used to ap-

roximate the mixture fraction and progress variable subgrid

istributions, respectively [25,65–67] . 

This simplification requires an assumption of statistical in-

ependence between the mixture fraction and the normalized

rogress variable, supported by numerical and experimental

esults in Ref. [68] . However, in general, the assumption is

uestionable due to highly non-linear chemical kinetics and a

emonstration where this assumption becomes invalid is shown in

ef. [69] . The assumption is rationalized only by its simplicity and

s therefore often applied in flamelet based methods, including the

urrent FGM framework. 
The mean values of mixture fraction and progress variable in

q. (13) are obtained from their respective transport equations 

∂ 
(
ρ˜ Z 

)
∂t 

+ 

∂ 
(
ρ˜ u i ̃

 Z 
)

∂x i 
= 

∂ 

∂x i 

(
ρ˜ u i ̃

 Z − ρ ˜ u i Z + ρ˜ D 

∂ ̃  Z 

∂x i 

)
+ S ρ, (14) 

∂ 
(
ρ˜ Y 

)
∂t 

+ 

∂ 
(
ρ˜ u i ̃

 Y 

)
∂x i 

= 

∂ 

∂x i 

(
ρ˜ u i ̃

 Y − ρ˜ u i Y + ρ˜ D 

∂ ̃  Y 

∂x i 

)
+ ˙ ω Y , (15) 

here ˜ D is the filtered diffusion coefficient satisfying the unity

ewis number assumption and the chemical source term ˙ ω Y 
s obtained from the FGM database according to Eq. (13) . The

ubgrid mixture fraction variance in Eq. (13) is estimated using

n algebraic model [70] 
˜ 

Z ′′ 2 = C v 
2 | ∂ ̃  Z 
∂x j 

| 2 , where C v is a dynam-

cally evaluated model coefficient [71] and 
 denotes the LES

lter width (cell size). The unclosed subgrid-scale terms in Eqs.

14) and (15) are again modeled implicitly by applying the ILES

ethodology, which was discussed in Section 2.3 . 

.5.4. Manifold construction and coupling to the LES solver 

The FGM database has 141 × 161 × 21 data points for mixture

raction, progress variable and mixture fraction variance, respec-

ively. The data points are clustered close to the stoichiometric

ixture fraction and refined towards the lower progress vari-

ble values. Similarly higher resolution for low mixture fraction

ariance values is used. 

The most important tabulated variable is the progress variable

ource term ˙ ω Y , which appears explicitly in the transport Eq. (15) .

owever, additional variables are included in the database, to do

un-time post-processing and to achieve consistent thermodynam-

cs for the two-phase spray configuration. The LES spray solver is

mplemented in terms of absolute enthalpy and the corresponding

emperature is computed utilizing the mixture averaged heat ca-

acity, which allows accounting for cooling effects due to droplet

vaporation. Therefore, a representative set of species mass frac-

ions (15 out of 130) is included in the FGM database to represent

he mixture composition in the LES. Importantly, no transport

quations for these species are solved, but they are purely taken

rom the FGM database. However, this subset of species does not

onserve mass, energy or thermodynamic properties of the real-

stic mixture at all stages of combustion. Therefore, a constrained

equential least squares programming procedure is applied for the

epresentative species to modify their properties such that conser-

ation is achieved. A more detailed explanation of the optimization

rocedure can be found from our previous work [30] . It is note-

orthy that species included in important post-processing utilities,

.g. fuel, OH and CH 2 O are not part of the optimization procedure.

. Spray A configuration 

.1. Computational set-up 

The discretized domain corresponds volumetrically to the ex-

erimental combustion vessel at the Sandia National Laboratories

3] and consists of 11.5 million hexahedral cells. The smallest cells,

ith a size of 62.5 μm, cover the space between the nozzle and

5 mm downstream, to ensure sufficient resolution in the location

here the ignition and flame stabilization takes place. The rest of

he vapor penetration region and the region where combustion

ainly takes place are discretized with 125 mm cells. It has

een concluded in studies by Xue et al. [40] , Pei et al. [20] and

ehrfritz et al. [51] , that a cell size of at least 62.5 mm is needed

or good quality LES in sprays. The time step in all cases was set

o 40 ns, resulting in a maximum Courant number of 0.33. 

The same initial droplet size distribution and breakup param-

ters were applied for all three injection pressures due to lack of
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Table 1 

The Spray A specifications. 

Injection conditions 

Fuel n -dodecane ( n -C 12 H 26 ) 

Nominal nozzle diameter, D 90 μm 

Fuel temperature 363 K 

Injection pressure 50,100, 150 MPa 

Ambient conditions 

Ambient temperature 900 K 

Ambient density 22.8 kg/m 

3 

Ambient O 2 % (molar) 0 and 15 
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Fig. 1. Liquid and vapor penetration at the injection pressure range for simulated 

(solid lines) and experimental [3,73] (symbols) cases. The filled area is the corre- 

sponding experimental standard deviation. 
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a priori information on the explicit dependence of the parameters

on the injection pressure. The injection profile was adopted from a

virtual profile generator [72] , as suggested by the ECN. The ambi-

ent conditions, fuel injection specifics and experimental results are

based on the ECN guidelines [3] and presented in the following

section. It is worth noting that the simulation end time for the

non-reacting cases was set to 2 ms, whereas for the reacting cases

it was set to 1.5 ms. 

3.2. Experimental Spray A conditions 

The present computations are carried out for the experimental

ECN Spray A baseline conditions as defined in Table 1 [3] . Liquid

n -dodecane is injected from a 90-μm diameter nozzle hole into

the combustion vessel, with an ambient gas composition of O 2 ,

N 2 , CO 2 and H 2 O in thermodynamic conditions given in Table 1 .

In reacting studies, the molar fraction of oxygen is set to 15%

and other scalars with respect to the corresponding condition [3] .

Injection pressure is the only varying baseline parameter in the

present study. 

The numerical LES results are compared to experimental data

originating from Sandia, TU/e or CMT, depending on the available

data for the specific quantity. The baseline conditions are the same

in each experimental configuration. Distinctively, the experiment

takes place in either a constant volume combustion vessel (Sandia,

TU/e) or a constant flow combustion vessel (CMT). 

4. Results and discussion 

4.1. Non-reacting evaporating spray results 

Following a validation procedure similar to various previous

Spray A studies [14,18,30] , we first investigate the spray in non-

reacting, evaporating conditions [3] . The monitored quantities are

1) vapor penetration, 2) liquid penetration, and 3) average radial

mixture fraction profiles. The liquid and vapor penetrations, as

specified by the ECN, are defined as the farthest axial distance

with 0.1% liquid volume and gaseous fuel mass fraction. 

Figure 1 shows the liquid and vapor penetrations for the three

injection pressures with the comparison to the experimental data.

The computed vapor penetration profiles are within the experi-

mental error margin at the early stage of injection (t < 0 . 5 ms )

and start to deviate only slightly at later times. Liquid penetration

for the 50 MPa case is slightly underpredicted and oscillates more

compared to the higher injection pressures. 

The effect of injection pressure is clearly visible from the vapor

penetration curves: a higher injection pressure accelerates the

liquid phase to a higher velocity and therefore induces higher

gas velocity and turbulence levels. Mixing is enhanced and the

vaporized fuel has more momentum to penetrate farther into the

domain. In contrast, the sensitivity of the liquid penetration to the

injection pressure is small. Such insensitivity of liquid penetration
o injection pressure has been previously experimentally recog-

ized and designated as “mixing limited” vaporization: injection

ressure dependent change in mass flow rate is compensated by

he change in overall evaporation rate, which is controlled by the

ir-entrainment [10,38] . 

Figure 2 shows the mean radial mixture fraction profiles at

hree axial locations. The profiles are obtained from a single LES

ealization by azimuthal and time averaging the data. The az-

muthal averaging is carried out around the spray axis by dividing

he domain into N φ = 90 planes. The plane data is furthermore

veraged between 1.5 and 2 ms in time. In Fig. 2 , the shaded area

round the mean profiles corresponds to the standard deviation

f the mixture fraction. It is noteworthy that the azimuthal space

veraging is fully correlated at r = 0 so therefore the standard

eviation near the spray axis is only due to temporal variations. 

The mean profiles for all injection pressures agree well with

he experimental data at z = 17 . 9 mm, i.e. the first upstream

ocation where experimental data is available. This location is

nteresting when later considering the FLOL values, which e.g.

or the 150 MPa case is 17.4 mm. However, further downstream

rom the nozzle the profiles are underpredicted and the 50 MPa

ase experiences highest deviations close to the spray axis. The

greement between the simulated and experimental mean profiles

s slightly enhanced when z > 30 mm. 

Acknowledging the general view that the LPT submodels can in-

uence spray results to great extent, we decided to further investi-

ate the sensitivity of the ILES approach on the non-reacting spray

esults while keeping the LPT submodels fixed. As in the previous

tudy by Wehrfritz et al. [30] , numerical dissipation of the ILES ap-

roach is produced by a 2nd order accurate flux limiting scheme

41] , with the pre-specified constant k allowing control of the lo-

al numerical dissipation. We examined three different values: k =
 . 1 , k = 0 . 3 and k = 1 . 0 , corresponding to the non-dissipative and

issipative behavior, respectively. The effect of k at two extremes

as clear: with k = 1 . 0 the momentum of the vapor jet appeared

ore centered on the spray axis and air-entrainment was reduced,

esulting in very high mixture fraction values near the spray cen-

er, compared to the lower coefficient value. However, the results
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Fig. 2. Mean mixture fraction radial profiles (solid lines), computational standard deviation (filled area) and experimental 95% confidence interval (error bars). Experimental 

data is obtained from Rayleigh-scattering imaging [3,73] . Axial locations are: top row z = 17 . 9 mm, mid row z = 22 . 5 mm and bottom row z = 30 mm. 
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ndicated only small difference between k = 0 . 1 and k = 0 . 3 and

herefore the value k = 0 . 3 was applied in the final simulations. 

The presented validation procedure shows that the present LES-

PT combination reproduces the non-reacting Spray A characteris-

ics with an accuracy level comparable to the previous LES studies

17,19,40] . In particular, the results indicate that the chosen ILES

pproach and LPT submodels together are capable of reproducing

he experimentally observed trends on Spray A development.

owever, the underprediction of the radial profiles is expected to

ffect, to some extent, the nature of the modeled diffusion flame. 

.2. Global view of ignition and flame lift-off

As mentioned, the present LES-FGM study is a follow-up study

or the previous work by Wehrfritz et al. [30] where varying

mbient oxygen concentrations were investigated. However, the

bility of the same model to capture the IDT and FLOL with vary-

ng injection pressures is an open question. Figure 3 shows the

emperature field evolution in time for the three cases, illustrating

 typical two-stage ignition characteristic for n -dodecane. At an

arly stage of injection ( t = 0 . 25 ms, first row), the fuel vapor jet

as not yet experienced extensive turbulent mixing and there is no

lobal sign of ignition. At t = 0 . 35 ms (second row) the cold fuel

apor experiences relatively strong mixing with the hot ambient

ir, leading to an early chemical heat release in the fuel-rich part

f the spray. The vapor temperature increases in such parts by

0 0–30 0 K, resulting from the so-called first-stage ignition. 
The second-stage ignition is observed in the low velocity stag-

ation region close to the tip of the vapor jet, which is clearly seen

or all the cases from the first occurrence of high temperatures at

 = 0 . 45 ms (row 3) in Fig. 3 . At the beginning of the second-stage

gnition, multiple igniting gas pockets, i.e. ignition kernels, are

ormed almost simultaneously in the vicinity of the jet tip. Such

 process resembles a volumetric ignition phenomenon depicted

n previous experimental and numerical studies [9,20,39,74,75] .

fter the second-stage ignition, a high-temperature diffusion flame

xpands in three dimensions and stabilizes with an injection

ressure dependent distance downstream from the injector, i.e. at

he FLOL. 

Figure 4 shows a quantitative comparison of the simulated and

easured IDTs and FLOLs as a function of the injection pressure.

he IDT is defined according to the ECN guidelines as the first

ime at which the instantaneous OH mass fraction reaches 2% of

he maximum in the domain after a stable flame is established.

he inverse proportionality of the IDT to the injection pressure

s captured but the slope and the experimental values are under-

stimated with a maximum deviation of ∼ 20%. Qualitatively, the

resent results are consistent with the previous observations by

ehrfritz et al. [30] . 

Figure 5 shows the time evolution of the mean pressure rise

n the combustion chamber. At early times after SOI, a modest

ressure decrease is observed due to the cooling effects of the

iquid evaporation. After the second stage ignition, pressure rises

apidly: the higher the injection pressure, the higher the rate of
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Fig. 3. Instantaneous temperature fields. Left column 50 MPa, mid column 100 MPa and right column I150 MPa. From top to down: 0.25, 0.35, 0.45 and 1.5 ms in time. The 

stoichiometric mixture fraction Z st is shown as a yellow contour line. (For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article). 
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Fig. 4. (a) Ignition delay time and (b) flame lift-off length as a function of injection pressure. Experimental results are from CMT [5] and TU/e [6] . The error bars indicate 

the standard deviation. 
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Fig. 6. Spatial OH distributions for the three injection pressures. The two figures on 

the left show an averaged (in space and time) and instantaneous snapshots at time 

t = 1.5 ms from the LES. The experimental PLIF data from Maes et al. [6] is shown 

on the right. Units are in millimeters. The dashed vertical line indicates the experi- 

mental FLOL based on OH 

∗ chemiluminescence measurements. The white triangles 

on the right side mark the laser sheet location. 
ressure rise which is consistent with the increased mass flow

ate. The slopes of the pressure rise are captured well with the

urrent LES-FGM configuration and can be interpreted as a result

f comparable global mixing processes between LES and experi-

ents. Importantly, when considering the absolute experimental

alues of the IDTs between Figs. 4 a and 5 , there seems to be an

nconsistent trend between the injection pressures. As the pres-

ure rise indicates, the 50 MPa case experiences the first minor

ressure rise earlier than the 100 MPa case. This can be attributed

o the temporal data-acquisition uncertainties in the pressure rise

xperiments [6] . Furthermore, the luminosity based IDT definition

n Fig. 4 a, is expected to yield higher IDT values compared to the

espective early pressure rise definition. 

After the second-stage ignition, the spray diffusion flame sta-

ilizes at a downstream position referred to as the flame lift-off

ength (FLOL). This can be seen on the last row of Fig. 3 . Quantita-

ively, FLOL is defined according to the ECN guidelines as the first

xial location of the Favre-averaged OH mass fraction reaching

% of its maximum in the domain. The averaging was carried out

zimuthally in space and between 1.4 and 1.5 ms in time. The

umerical FLOL values are compared to the experiments in Fig. 4 b

ith good agreement, even though a slight overprediction can be

bserved. The deviation between the experimental and numerical

LOL varies between approximately 4–14% in the considered injec-

ion pressure range. Further analysis on the noted discrepancies in

DT and FLOL will be discussed in Sections 4.5 –4.7 . 

Typically in experiments, the FLOL is determined from the

xcited state of OH ( OH 

∗) but in numerical studies the aforemen-

ioned 2% OH max standard is often applied. Therefore, it is also

nteresting to see how the overall hydroxyl (OH) field is captured

y the numerical model. Recently, Maes et al. [6] carried out

xperiments of various Spray A conditions, including an injec-

ion pressure variation, using chemiluminescence and single-shot

lanar laser-induced fluorescence (PLIF) of OH (not the excited

tate). A detailed description of the optical diagnostic techniques

s given in Ref. [6] and is only briefly outlined in the following.

 frequency-doubled dye laser was operated on Rhodamine 6G in

rder to excite the ground state hydroxyl radical at a wavelength
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Table 2 

Summary of the presented results. Experimental results inside the brackets (Liq. 

Pen.: [3,73] , IDT: [5] , FLOL: [6] ). C FL refers to the cool flame length. 

Liq. pen IDT FLOL C FL 

[mm] [ms] [mm] [mm] 

50 MPa 9.3 (10.8) 0.420 (0.528) 13.3 (12.71) 17.3 

100 MPa 10.1 (10.5) 0.395 (0.484) 17.3 (16.69) 20.4 

150 MPa 12.2 (10.0) 0.383 (0.435) 19.9 (17.39) 24.1 
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of 283.93 nm and 11 mj/pulse. The output was used to form a

30-mm wide sheet at the location of the spray. An intensified

CCD camera was placed such that only the illuminated region

was captured (the injector was located outside the field-of-view),

in order to increase signal detection. For each injection pressure

variation, 10 or more PLIF recordings were obtained to generate

an ensemble-averaged image at a time of 4.7 ms after SOI. 

Figure 6 shows a qualitative comparison of the OH distribution

obtained from the LES and PLIF experiments for the three injection

pressure cases. The results from the PLIF experiments are shown

in the right and the averaged and instantaneous LES fields in the

two left-most columns, respectively. The averaging for the LES

results was carried out azimuthally in space and between 1.4 and

1.5 ms in time. No additional filtering or post-processing of the

LES result is applied due to qualitative nature of the comparison.

It should be noted that the reduced PLIF signal intensity in the left

OH branch can be attributed to the attenuation of excitation laser

light by the central regions of the spray (PAH and soot) [76,77] .

Absence of a left OH branch upstream of locations, where signal

appears in the central part of the spray, indicates that the detected

intensity arises from incandescence, rather than from fluorescence.

The spatial location and shape of OH predicted by the LES

agrees reasonably with the experimental PLIF data for all three

injection pressures. For the higher injection pressure cases, the

onset of OH formation is located farther downstream than in the

corresponding experiments, being consistent with the deviations

noted in Fig. 4 b. The experimental results indicate that the inten-

sity of hydroxyl is expected to reach relatively high values already

near the FLOL region, whereas the LES results indicate a faint

decrease of OH closer to FLOL region. 

4.3. Ignition in mixture fraction space 

The results above indicate that the observed trends for the FLOL

and IDT are reasonably well predicted by the present model. Next,

we further explore the ignition characteristics in the mixture frac-

tion space and show certain similar aspects between all the cases.

Figure 7 shows the temporal evolution of the spray in the resolved

temperature-mixture fraction plane. Scatter points are colored by

the mass fraction of formaldehyde and superimposed partially

by the mass fraction of hydroxyl. Only data points with Z > 0.001

are considered and OH is superimposed only for OH > 2 % OH max ,

enabling a clear visualization. In addition, the expectation value

for the conditional temperature with respect to mixture fraction

〈 T | Z 〉 is indicated by a red line. It is worth noting that the current

scatter plots and the conditioned means are computed from the

local resolved scalar data, neglecting the SGS variance contribution.

Figure 7 shows the onset of the first-stage ignition at

 = 0 . 15 ms (first row) near the stoichiometric isoline ( Z st = 0 . 045 ),

resulting only in a slight increase in temperature (I). Temperature

decreases with increasing mixture fraction, following the adiabatic

mixing line. The ( Z, T ) point pairs start to deviate slightly from

the adiabatic mixing line at high mixture fraction values due to

evaporative heat loses. The second row shows the propagation of

the mean heat release towards richer conditions (II) at t = 0 . 3 ms.

Further, at t = 0 . 4 ms, the mean temperature is starting to peak

around Z ≈ 0.12 (III, row 3). 

The OH concentration is significantly increased between 0.4

and 0.45 ms near the stoichiometric conditions in Fig. 7 (IV). This

stage corresponds to the high temperature ignition kernels in the

vortices at the tip of the vapor jet, shown by the temperature

fields in Fig. 3 . It has been proposed that the formation of OH

radicals results from the reaction chains, induced by the auto-

ignition on the fuel-rich side [78] . Next, combustion develops

rather quickly in ZT -plane towards higher temperatures and leaner

conditions (V), being inline with previous studies [18,20,79,80] .
inally a quasi-steady high temperature diffusion flame is formed,

hich is indicated by the narrow band of OH, peaking at the

toichiometric mixture fraction. Figure 8 shows how the OH field

nvelopes the high temperature zone in space. 

Consistent with several previous studies [18,20,23,78–81] , the

erein observed late auto-ignition does not take place at the

toichiometric conditions but occurs more on the fuel rich side.

his trend can be related to the most reactive mixture fraction

 Z MR ) concept [78] which describes how the auto-ignition chem-

stry may prefer a certain mixture fraction regime different from

he stoichiometric conditions. For example, the early reaction

roducts close to the stoichiometric conditions can be transported

nto rich mixtures, promoting low-temperature reactions therein

79] . Feasibility of the Z MR concept in turbulent non-premixed

uto-ignition problems has been further discussed in the recent

NS studies [82–84] . 

In order to estimate Z MR in the present system, we carried

ut 0D homogenous reactor computations with initial conditions

aken from the mixing line [78] . The composition yielding the

hortest IDT with the current chemical mechanism was found

o be Z MR ≈ 0.078. Similarly, Wehrfritz et al. [30] showed how

eat release of the transient auto-igniting 1D flamelet begins

ear the stoichiometric conditions, then subsequently drifts

owards rich mixtures (0.1 < Z < 0.15), and finally leads to the high-

emperature ignition around (0.06 < Z < 0.1) consistent with the

alue Z MR = 0 . 078 . The results for the three LES cases presented

n Fig. 7 indicate similar ignition characteristics as 1D flamelets,

hich is expected because of the shared flamelet based chemistry

anifold. Recent DNS studies on non-premixed auto-ignition show

ow the ignition occurs at slightly higher values than Z MR with

elatively low scalar dissipation rates [83,84] . 

Hence, the most reactive mixture fraction concept is useful in

nderstanding ignition in spray LES as well. We note that for the

owest 50MPa injection pressure, the early heat release yields a

lightly broader distribution in mixture fraction space while the

igh-temperature ignition occurs quite similarly for the all cases

round (0.06 < Z < 0.1). 

.4. Spatial and temporal role of low-temperature combustion 

In Fig. 7 , the regions withion and elevated mean temperature

n the range of 0.1 < Z < 0.15 mark the formation of a stabilized

ormaldehyde pool, also called the “cool flame” upstream from the

iffusion flame [9,30] . The cool flame and its spatial appearance is

resented in Fig. 8 together with the OH field which envelopes the

igh-temperature zone of the diffusion flame. Next, we consider

he fourth objective of this work and investigate the structure and

osition of the cool flame. 

Figure 9 shows the average CH 2 O mass fraction along the

pray axis for the three injection pressures. The profiles indicate

 more confined region of formaldehyde when injection pressure

ecreases. This observation is related to the shortened FLOL and

hereby also earlier CH 2 O consumption. The mean cool flame

engths are estimated based on a threshold of 2% of the maximum

ormaldehyde mass fraction and the results are gathered in Table 2 .

s an example, the temporal evolution of formaldehyde concentra-
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Fig. 7. Scatter point representation in ZT -plane, colored by CH 2 O and superimposed by OH > 2%. The red solid line marks the mean temperature conditioned with respect 

to mixture fraction. The black solid line marks the adiabatic mixing line. (For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article). 
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Fig. 8. Spatial CH 2 O and OH fields for the 100MPa case at t = 1 . 5 ms. 
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Fig. 9. (a) Averaged formaldehyde mass fraction along the spray axis and (b) time evolution of the formaldehyde mass fraction along the spray axis for the 100 MPa case. 
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tion on the spray axis is shown in Fig. 9 b. It is noted that the cool

flame length stabilizes rather quickly, being phenomenologically in

line with the experimental observations by Skeen et al. [9] . 

In addition, an interesting element related to the cool flame

can be seen on the last row in Fig. 7 . For the 50MPa case, the con-

ditional mean temperature curve shows higher temperature values

at rich mixture conditions ( Z > 0.12), compared to higher injection

pressures. This can be understood by considering the temperature

fields in Fig. 3 and FLOL behavior in Fig. 4 b. A lower injected

momentum produces a lower level of turbulent fluctuations and

mixing, subsequently yielding a shorter FLOL. As a result, also the

cool flame appears closer to the nozzle at richer mixtures, see

Fig. 9 a. A broader Z -distribution at higher temperatures for low in-

jection pressure is also consistent with experimental observations

of increased soot formation with lower injection pressures [11,12] .

The main quantitative results and corresponding experimental

values from the reacting studies are gathered in Table 2 . 

4.5. Early phases of the volumetric ignition 

As already indicated in Fig. 4 a, the present LES-FGM model

under-predicts the experimental IDT and also poses a weaker

sensitivity to the injection pressure. However, Fig. 7 indicates quite

similar ignition process between the injection pressures in the

ZT -plane. Additionally, the ignition always starts from the spray

tip. Next, explanations to the aforementioned IDT off-set and
eak injection pressure sensitivity are further explored from the

iewpoint of the present model. 

Even though higher injection pressures promote faster mixing

f the fuel, the numerical results show clear similarities in the

ixing processes for the three injection pressures, see Fig. 7 .

otivated by these observations, it is interesting to investigate the

imilarity of the ignition processes for the three pressures along

he spray axis in zt -plane. Figure 10 shows the time evolution

f the progress variable along the spray axis for the high and

ow injection pressures, prior to ignition. The time of the first

ppearance of the progress variable source term value above

˙  Y = 10 0 0 kg m 

−3 s −1 , takes place ca. 0.23 ms before the actual

gnition. Finally, a pathway towards the high-temperature ignition

egins ca. 0.13 ms before the IDT and is visible in Fig. 10 by the

ource term isoline of ˙ ω Y = 2 . 5 ×10 5 kg m 

−3 s −1 . It is interesting

o see such characteristic behavior for both extreme injection

ressures. This observation implies that in the present model the

gnition delay time is, to some extent, characterized by the time

hen the first high axial progress variable source term values

ppear. Thereby, the observed IDT depends not only on chemistry

ut also on the early mixing process on the resolved scales. Re-

arding the mixture formation, see also Section 4.3 for discussion

n the most reactive mixture fraction. 

In order to extend the overview of the early stages of ig-

ition, Fig. 11 shows the evolution of formaldehyde from

 = IDT − 0 . 15 ms to t = IDT − 0 . 1 ms. Since formaldehyde is
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Fig. 10. Time evolution of progress variable Y on the spray axis for the (a) 50 MPa and (b) 150 MPa cases. The light blue and red contour lines represent the progress variable 

source term values ˙ ω Y = 10 0 0 kg m 

−3 s −1 and ˙ ω Y = 2 . 5 × 10 5 kg m 

−3 s −1 , respectively. The white solid lines represent the time of ignition and the time 0.13 ms before the 

ignition. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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lso part of the progress variable, the overall evolution of Y,

hown in Fig. 10 , is consistent with the following findings. At early

imes (t = IDT − 0 . 15 ms and t = IDT − 0 . 13 ms), small amounts

f formaldehyde are formed near the stoichiometric conditions at

he sides of the fuel spray, being consistent with the scatter plots

n Fig. 7 (I). Progressively, the turbulent mixing and consequent

roduction of Y leads to a formation of a confined formaldehyde

egion in the center part of the spray jet. Such a region is visu-

lized by CH 2 O in Fig. 11 at t = IDT − 0 . 1 ms corresponding to

igher axial Y and ˙ ω Y values in Fig. 10 . Similar low-temperature

ombustion propagation from lean outer regions to the richer core

f the spray was recently reported by Dahms et al. [79] . 

The simulated cases share the same chemistry (same FGM

ables) and as Figs. 10 and 11 show, both 50 and 150 MPa cases

hare also a very similar pathway to the second stage ignition.

pparently, the performed LES is unable to produce character-

stically large enough differences to the scalar field formation

nd transport which is important to the functionality of the FGM

odel and therefore to the observed IDT values. There are various

umerical modeling aspects which could potentially influence

he presented results, including multiphase momentum transfer,

roplet breakup and evaporation models, numerical diffusion,

LES subgrid-scale model and mesh resolution. Additionally, the

resent FGM implementation applies only one flamelet solution

ith a strain rate of 500 s −1 to construct the igniting part of the

anifold. The scalar dissipation rate is expected to vary locally

nd therefore implications of the strain rate assumption to the

rst stage ignition should be considered carefully in the future

tudies. In addition, the igniting part of the manifold depends on

he applied chemical mechanism and the current joint PDF TCI

odel. Interestingly, in a recent RANS study of Spray A by Pei

t al. [14] , a similar flattened trend with respect to the IDT and

njection pressure was obtained with the TPDF combustion model. 

.6. Observations of ignition kernels near FLOL 

The simulations predict an increase in FLOL with an increasing

njection pressure, which is consistent with the experimental
bservations in Fig. 4 b. In momentum driven jets and sprays, the

LOL has been proposed to result from an auto-ignition based

ame stabilization mechanism which is modulated by the sur-

ounding flow dynamics [12,20,85–87] . Earlier we noted that the

imulated FLOL was overpredicted for the highest 150MPa case. 

As indicated earlier in Section 4.4 , the high-temperature dif-

usion flame extends more upstream from the sides of the spray

ame, which can be seen from e.g. the hydroxyl field in Fig. 8 .

herefore, it is interesting to investigate the differences between

he present cases close to the FLOL. Figure 12 shows a focused

iew of the instantaneous temperature fields in that area for the

0 and 150 MPa cases. The snapshots indicate the formation of

mall igniting gas pockets (I) at early stages of the flame develop-

ent. After ignition, the kernels expand and merge with the other

ernels (II) and convect downstream finally merging with the

ain flame (III). Simultaneously new ignition kernels are forming

n other parts of the domain. The high and low injection pressures

iffer, as can be seen by comparing the structures indicated by

II and IV. For the 50 MPa case the merged kernels draw the

ain flame more upstream, decreasing the FLOL. In contrast, the

erging ignition kernels with 150 MPa are not stable and the

pstream flame front finally breaks down into small high temper-

ture pockets (IV and V). Simultaneously new ignition pockets are

orming upstream (VI), which will undergo a similar evolution pro-

ess as the earlier kernels. Thus, the main flame remains farther

ownstream, compared with the experimental FLOL results. Higher

njection pressure also poses increased velocity fluctuations near

he experimental FLOL locations (not shown). Similar numerical

ndings on the formation of ignition kernels and their role in the

ame stabilization in LES Spray A context were recently reported

y Pei et al. [20] . 

Due to the connection between the location of the appear-

ng ignition kernel and FLOL, the local mixing conditions and

urbulence levels play a role in the correct FLOL estimation.

ypically ignition and combustion occur only at locations where

he fluctuations are low enough and where sufficient mixing has

ccurred. It seems that the current numerical model is unable

o predict the appearance of ignition kernels upstream enough
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Fig. 11. Formaldehyde (CH 2 O) field at t = IDT − 0 . 15 ms, t = IDT − 0 . 13 ms and at t = IDT − 0 . 1 ms for the (a) 50 MPa case and (b) 150 MPa cases. The light blue and red 

contour lines present the progress variable source term values ˙ ω Y = 10 0 0 kg m 

−3 s −1 and ˙ ω Y = 2 . 5 × 10 5 kg m 

−3 s −1 , respectively. (For interpretation of the references to color 

in this figure legend, the reader is referred to the web version of this article). 
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for the 150 MPa case, leaving the main flame downstream from

the experimental FLOL. It is worth noting that the presented

results should be considered as features produced by the current

LES-FGM model. In the present model, ignition of a gas pocket

is governed by the single igniting flamelet with a specific strain

rate. This simplification may influence the presented results and

should be carefully considered in the future studies. However, the

present results support the experimental observations, relating the

FLOL and stable ignition kernel formation together [12,20,85–87] .

Furthermore, we note, that since the LES based FLOL was deter-

mined by the azimuthally Favre-averaged OH threshold, the single

kernel-wise high OH effects on FLOL are decreased. 

4.7. Manifold landscape analysis based on mean axial flow 

Next, we investigate the actual operation of the LES-FGM cou-

pling with particular focus on fluid element combustion pathway

along the spray axis. The following analysis shows differences in

this coupling between different injection pressures, which can be

linked to the overprediction of FLOL for the 150 MPa case as noted

earlier in Fig. 4 b. 

Figure 13 a shows how the time-averaged normalized progress

variable C (see Eq. (12) ) increases rather linearly along the spray

axis before reaching the downstream high-temperature diffusion

flame. However, a closer look at the 150 MPa case shows a some-

what flattened trend at 20mm, which is not observed for lower

injection pressures. This indicates that reactions are slowing down,

which is further investigated by considering the progress variable

source term 〈 ̇ ω Y 〉 . 
As the source term describes the rate of change of Y (conse-

quently C) in the system and fluid dynamics time scales depend

on the injection pressure, it is beneficial to relate the axial loca-
ion in space to time. In this kind of a system, transported particles

ould be used to link time, space and manifold variables with one-

nother. Here, we do not have such particles available but, instead,

e attempt to link the spatial axial profiles, e.g. in Fig. 13 a, to time.

n brief, the procedure is as follows 1) construct the mean velocity

rofiles 〈 u ( z ) 〉 along the spray axis and 2) define a residence time

y numerical integration: t ∗ax = 

∫ z ax 
0 dz/ 〈 u (z) 〉 . In the above ap-

roach, we are envisioning that an average fluid element at point

 ax has spent an average residence time of t ∗ax in the system. Thus,

 

∗
ax enables correlating fluid parcel’s relative axial location with

ime. Figure 13 b shows the temporally averaged progress variable

ource term along the spray axis as a function of the defined res-

dence time. It is evident that the observed bend in Fig. 13 a is re-

ated to the decreased source term production after t ∗ax = 0 . 07 ms. 

Possible explanations for the sudden decrease of 〈 ̇ ω Y 〉 are

ound by mapping the mean axial profiles of mixture fraction and

rogress variable onto the relevant FGM table. Such trajectories

ithin the manifold are presented in Fig. 14 , which shows the

abulated progress variable source term values as a function of

and Z . As TCI is employed herein, the actual tabulated value

epends also on the value of mixture fraction variance Z ′ ′ 2 . Hence,

epresentative values Z ′′ 2 = 1e −05 and Z ′′ 2 = 5e −04 are chosen

or comparison. The trajectory starts from the fuel rich conditions

ith low chemical activity at the lower right corner, describing

he conditions of a fluid element near the nozzle. Progressively the

rajectory evolves towards leaner mixtures and chemically active

egions farther downstream. The trajectories can be linked to the

ean profiles in Fig. 13 a and b by the colored markers, represent-

ng the current value of t ∗ax . It can be seen that the higher injection

ressure spray reaches leaner conditions faster than the lower

njection pressure and the local maximum of the progress variable

ource term is obtained near t ∗ = 0 . 08 ms. However, the 150 MPa



H. Kahila et al. / Combustion and Flame 191 (2018) 142–159 155 

Fig. 12. Examples of time history of the temperature fields in the vicinity of the FLOL position. Left column: 50 MPa case, right column: 150 MPa case. White line represents 

the experimental FLOL [6] and the black dashed line represents the stoichiometric mixture fraction isoline. It should be noted that the plots are shifted in axial direction in 

order to align the FLOL. 
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a b

Fig. 13. (a) Temporally averaged axial profile of the normalized progress variable C as a function of axial location and (b) the corresponding progress variable source 

term 〈 ̇ ω Y 〉 as a function of residence time t ∗ax . The colored circles describe the instances in time: t ∗ax = 0 . 04 , t ∗ax = 0 . 06 , t ∗ax = 0 . 08 , t ∗ax = 0 . 1 , t ∗ax = 0 . 12 and 

t ∗ax = 0 . 135 ms. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 

Fig. 14. The mean trajectory of a fluid element along the spray axis, superimposed onto the chemistry manifold with two mixture fraction variance values: (a) Z ′′ 2 = 1e −05 

and (b) Z ′′ 2 = 5e −04 . The colored circles describe the residence time instances: t ∗ax = 0 . 04 , t ∗ax = 0 . 06 , t ∗ax = 0 . 08 , t ∗ax = 0 . 1 , t ∗ax = 0 . 12 and t ∗ax = 0 . 135 ms. (For 

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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case continues to promote stronger mixing and the trajectory of

the average fluid element passes by the local maximum on the

island (A) and falls into the valley (B), with lower source term

values. The average fluid parcel of the high injection pressure case

remains in the valley for a characteristic time, allowing moderate

production of C. Finally, the trajectories proceed towards the high

source term values on the island (C), corresponding to the onset

of the high-temperature diffusion flame. A different pathway is

observed for the 50 MPa case. In general, the trajectory stays

at richer conditions which at first retards the overall progress

of reactions, but later on helps to avoid the valley (B), implying

strongly monotonic progress in Fig. 13 a. 

Naturally, the mean flow analysis on the spray axis does not

explain the progress of combustion in the periphery of the spray

axis, which is important in terms of FLOL and local ignition kernel

formation, discussed in the previous Section 4.6 . Additionally,

the mean flow based analysis does not account for turbulent
ispersion of fluid elements. However, the provided analysis can

e useful in understanding the deviation in FLOL value for the

50 MPa case in terms of the manifold sensitivity. In particular,

hen considering the envisioned axial trajectories inside the

anifold, the discrepancies in FLOL are expected to be similarly

ensitive to 1) mixture formation and 2) to the manifold structure,

hich is a function of the underlying chemical model. The role of

he algebraic TCI model is not extensively analyzed here, but we

ill assess the source term sensitivity to the manifold control vari-

bles, including the mixture fraction variance, in the next section. 

.8. Manifold sensitivity analysis 

Above we discussed the trajectories of an average fluid ele-

ent projected on representative ZC-manifolds. According to Eq.

13) , the mixture fraction variance influences the local source

erm values in the current TCI model, making the manifold and
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Fig. 15. Partial derivatives of progress variable source term with respect to the mixture fraction, progress variable and mixture fraction variance along the trajectories in 

Fig. 14 . On the left (a) the 50 MPa case and on the right (b) the 150 MPa case. The colored circles describe the instances in time: t ∗ax = 0 . 04 , t ∗ax = 0 . 06 , t ∗ax = 0 . 08 , 

t ∗ax = 0 . 1 , t ∗ax = 0 . 12 and t ∗ax = 0 . 135 ms. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article). 
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he prescribed trajectories in fact three-dimensional. In order to

emonstrate the relatively weak TCI influence, Fig. 14 displays two

ifferent variance levels, representative to the present cases after

he integrated time values t ∗ax > 0 . 06 ms. Higher variance smooths

he underlying source term field but the implications of the

revious analysis remain valid. To further explore the sensitivity of

he progress variable source term along the trajectories in Fig. 14 ,

he partial derivatives of the source term, ∂ ˙ ω Y /∂ Z, ∂ ˙ ω Y /∂ Y and

 ˙ ω Y /∂ Z ′′ 2 are plotted for the highest and lowest injection pressure

ases in Fig. 15 . It is evident that the highest sensitivity is shared

mong the mixture fraction and the progress variable, whereas

he mixture fraction variance has the lowest sensitivity on the

ource term. The most distinctive difference between the two

ases is that effectively, the fluid element of the higher injection

ressure case spends more time in the low source term region

valley B, from purple marker to green marker), compared to

he lower injection pressure case (from cyan marker to green

arker). 

Previously, in Fig. 2 , we noted underpredicted values for the

ixture fraction radial profiles around 20 mm axial locations for

ll cases. The above analysis indicates that this underprediction

ay influence the FLOL establishment. Enhanced mixing dilutes

he vapor mixture to lower Z -values, further enabling an increased

rogress variable source term value. Yet, dilution may also retard

he progress of combustion as shown in the analysis above. As

igs. 14 and 15 indicate, the analysis of an average fluid element

rajectory in the FGM manifold is a descriptive way to understand

he quasi-steady features such as the FLOL of diffusion flames. 

. Conclusions 

A recently developed LES-FGM model has been utilized for the

eacting ECN Spray A target conditions at three different injection

ressures (50, 100 and 150 MPa). The first part of the paper was

nvolved with validation of spray-submodels for the non-reacting

prays (objective 1). A relatively good agreement was obtained

ith respect to the liquid length and vapor penetrations whereas

he average radial mixture fraction profiles were underestimated

or all the three pressures. 
The second objective was to carry out the reacting LES simula-

ion and to provide quantitative comparison with the experimental

ata. Such a comparison was shown in Section 4.2 in terms of

DT, FLOL and chamber pressure rise. Additionally, qualitative

omparison of spatial hydroxyl field to experimental PLIF images

as carried out. Results showed a maximum deviation of 20%

ith respect to IDT of the 50 MPa case, whereas the agreement

mproved for the 150 MPa case. The FLOL was overestimated only

lightly for the 50 MPa case but approximately 14% deviation

as found for the 150 MPa case. The noted discrepancies were

nvestigated by considering the evolution of the averaged FGM

ontrol variables, i.e. mixture fraction and progress variable, along

he spray axis. In particular, the introduced FGM trajectory analysis

f an average fluid element in a quasi-steady diffusion flame was

ound to be a simple and descriptive way in explaining possible

easons for the differences in experimentally and numerically

bserved FLOL values. Additionally, numerical examples showed a

igh sensitivity of the reaction progress to local mixture formation

t axial locations near the FLOL, linking the uncertainties in

ixture fraction radial profiles to the noted discrepancies in FLOL

esults, therefore fulfilling the fifth objective. 

Concerning the fourth and fifth objectives, the combustion

nalysis was further enriched by a statistical analysis of resolved

ydroxyl and formaldehyde distributions in ZT -plane. This showed

ow the onset of the first-stage ignition takes place close to the

toichiometric conditions, whereas the following chemical activity

akes place at richer conditions. In addition, for the 50 MPa case,

he formaldehyde generation is noted to be more concentrated

o regions of rich mixture fractions, while OH being concen-

rated around the stoichiometric mixture areas. The length of the

ormaldehyde pool was also quantified. Igniting gas pockets (i.e.

gnition kernels) could be observed near the FLOL and the nu-

erical results support their role as an auto-ignition based flame

tabilization mechanism, experimentally observed in [12,85,86] . A

igher injection pressure was noted to suppress the ignition kernel

volution, also supporting experimental observations. The present

ES-FGM approach can therefore be considered to capture various

spects of spray combustion physics as reported in literature

objective 3). 
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