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Abstract
Code reading and comprehension skills are essential for novices
learning programming, and explain-in-plain-English tasks (EiPE)
are a well-established approach for assessing these skills. However,
manual grading of EiPE tasks is time-consuming and this has limited
their use in practice. To address this, we explore an approach where
students explain code samples to a large language model (LLM)
which generates code based on their explanations. This generated
code is then evaluated using test suites, and shown to students
along with the test results. We are interested in understanding
how automated formative feedback from an LLM guides students’
subsequent prompts towards solving EiPE tasks. We analyzed 177
unique attempts on four EiPE exercises from 21 students, looking
at what kinds of mistakes they made and how they fixed them.
We found that when students made mistakes, they identified and
corrected them using either a combination of the LLM-generated
code and test case results, or they switched from describing the
purpose of the code to describing the sample code line-by-line until
the LLM-generated code exactly matched the obfuscated sample
code. Our findings suggest both optimism and caution with the
use of LLMs for unmonitored formative feedback. We identified
false positive and negative cases, helpful variable naming, and
clues of direct code recitation by students. For most students, this
approach represents an efficient way to demonstrate and assess
their code comprehension skills. However, we also found evidence
of misconceptions being reinforced, suggesting the need for further
work to identify and guide students more effectively.
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1 Introduction
Learning to read and comprehend code has long been an important
skill for novice programmers [16, 36]. In recent years, as generative
AI technologies such as large language models (LLMs) have become
capable of generating code automatically, the ability to understand
code is becoming increasingly important [7]. Traditional methods
for building and assessing code comprehension often involve “Ex-
plain in Plain English” (EiPE) tasks, where students are asked to
describe the functionality of a piece of code. These tasks help stu-
dents develop a deeper understanding of code semantics and logic,
but they are challenging to grade objectively and at scale [9, 14].

Recent advances in LLMs offer new approaches for generating
automated feedback on EiPE tasks [8, 25, 26]. In these methods, a
student’s explanation of a code snippet is used to generate new code,
which is then evaluated against a pre-written test suite to check
for functional equivalence with the original code. The feedback
provided to students typically includes the LLM-generated code and
the results of the test cases, indicating which tests passed and which
failed. This automated process can provide immediate feedback
to students, potentially enhancing their learning experience by
allowing them to identify and correct their mistakes in real-time.

Prior work in this area has primarily focused on quantitative
analyses that examine overall success rates of student attempts to
solve EiPE questions [8, 26]. These studies have demonstrated the
potential benefits of LLM-based feedback mechanisms but have
not thoroughly explored the quality or accuracy of the feedback
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provided to students. One critical aspect is the occurrence of false
positives and false negatives. A false positive occurs when a stu-
dent’s incorrect prompt results in correct code generated by the
LLM, while a false negative occurs when a student’s correct prompt
results in incorrect code generated by the LLM. Understanding
these error rates is crucial for evaluating the reliability of LLM-
generated feedback, as false positives in particular appear to be
measurably harmful to learning [15]. Thus, there is a need for addi-
tional qualitative analyses to ensure that LLM-generated feedback
is both accurate and helpful, and to identify areas where it can be
improved.

In this work, we qualitatively analyse student attempts at solving
EiPE tasks and the corresponding feedback generated by an LLM.
We examine how students respond to this feedback, particularly
when their initial attempts are incorrect. Our over-arching goal is
to understand how automated formative feedback from an LLM
influences students’ subsequent attempts and to identify ways to
enhance the feedback to provide more accurate and useful guidance.
We address the following questions:

• RQ1: What rates are observed for false positives and false
negatives in LLM-generated feedback on EiPE tasks?

• RQ2: How do students react to LLM-generated feedback
when solving EiPE tasks?

• RQ3: When students make mistakes, what feedback do they
use to correct them?

2 Related Work
The skills required to program are often separated into distinct cate-
gories for the purposes of teaching and evaluation [11, 36]. Among
these are: code writing [34], tracing [12], and comprehension [1, 35].
There is evidence that code tracing and code comprehension pre-
dict code writing [31] performance, which supports the notion
that effective code writing subsumes tracing and comprehension.
Before the advent of LLMs and their code generation capabilities,
developing students’ abilities to write code independently was seen
as the primary goal of introductory programming courses. How-
ever, as we enter the age of AI-assisted programming an emerging
narrative within computer science education is that the priority
should shift from teaching students to code independently towards
instructing them to program with the assistance of LLMs [20, 30]
with some going as far as to suggest we should adopt a “Prompts
First” approach [22].

A commentary on CS2023: ACM/IEEE-CS/AAAI Computer Science
Curricula suggests that the skill of comprehending code should be
emphasized because students will be required to spend substan-
tial amounts of time evaluating the functionality of AI-generated
code [2]. Code comprehension is frequently assessed by asking
students to describe a code segment using natural language via
EiPE questions [16]. Though grading standards for these questions
vary [5, 32], ideal responses are often characterized by their abil-
ity to correctly describe the code’s purpose rather than its imple-
mentation [10]. To characterize student understanding, the SOLO
taxonomy (Structure of Observed Learning Outcomes [3]) is typi-
cally deployed, where a description of the code implementation is
aligned with the multi-structural level of SOLO and a description
of the purpose of the code is aligned with the relational level [23].

Despite the clear utility of EiPE questions, the adoption of these
questions at scale has been limited by the difficulty of automati-
cally grading natural language responses. Prior to the widespread
availability of large language models, the only automatic grading
approach developed and evaluated for EiPE questions was intro-
duced by Fowler et al. [9]. This approach utilizes a logistic classifier
trained on a large quantity (500-600) of human labeled EiPE re-
sponses. Though this approach achieves results similar to that of a
trained teaching assistant it suffers from several core limitations:
1) the overhead of human labeling needed for question authoring,
2) the inability to provide feedback beyond dichotomous, 3) the
limited transparency of the grading mechanism for students [14].

A more recent LLM-based approach for grading EiPE questions
introduced by Smith IV and Zilles [27] involves generating code
from a student’s EiPE response and grading the generated code via
unit tests to identify if the generated code is functionally equivalent
to the code the student was describing. This approach addresses
each of the limitations of the logistic classifier approach by: 1) re-
ducing the question authoring process to simply writing test cases,
2) providing students feedback through test cases and the generated
code, and 3) increasing the transparency of the standards by which
the students are being graded. An evaluation of these questions in
lab activities by Denny et al. [8] found that relational responses
were more successful than multistructural responses suggesting
something of an alignment between what makes effective prompts
and ideal EiPE responses. Follow-up work by Smith IV et al. [26]
found that students were largely positive and engaged with the feed-
back in two modes: (i) comparing the generated code to the code
they were describing to identify differences; and (ii) observing test
case output to identify edge cases they had missed in their prompt.
Many students explicitly stated that the feedback contributed to
their ability to comprehend the code and form successful responses.

3 Methods
The EiPE tasks used in this study were delivered to students dur-
ing the eighth week of an introduction to programming course
at the University of Auckland, a large research university in New
Zealand. The twelve-week course was split into two six-week mod-
ules that covered MATLAB and the C programming language. The
first module focused on typical CS1 topics, including variables,
arrays, conditionals, loops, functions, and common algorithms in
MATLAB. The second module revisited the same concepts using
the C programming language.

Following approval by the university’s human ethics committee,
data was collected from 861 students enrolled in the course. The
participants were first-year engineering students and were not
expected to have any formal programming experience

Table 1: List of the four EiPE questions and their descriptions.

Q# Task Description
Q1 FindSumBetween calculate sum between two values
Q2 CountEvensInArray count num. even values in an array
Q3 LastZeroInArray find index of last zero in an array
Q4 SumPositiveValues sum the positive values in an array
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3.1 Explain in Plain English (EiPE) Questions
During their lab for the eighth week of the course, students were
tasked to answer four code-related questions (Table 1) using the
online assessment platform PrairieLearn [33]. Following examples
from previous EiPE studies [10, 18], for each of the four questions,
students were presented with a single C function (named ‘foo’ with
deliberately obfuscated variable names) and asked to describe the
function in plain English. After submitting their answer, a prompt
to generate a solution was created and submitted to GPT-3.5. The
resulting C code was then evaluated against a set of test cases, and
both the code and the results from the test cases were shown to
the student. If the LLM-generated code successfully passed all test
cases, then the code was considered functionally equivalent, and
the question was marked as passed.

3.2 Student Post-Lab Reflections
After completing all four of the EiPE questions, students were asked
to answer a set of feedback questions. One of the questions, Ques-
tion 10 asked students to describe their approach when their initial
response was unsuccessful. To evaluate these post-lab reflections,
the first author generated a set of inductive codes based on their
interpretation of how each student responded (see Table 4).

3.3 Sampling Procedures & Inter-Rater
Reliability

For this study, a subset of 21 students were randomly selected from
the larger group of 861 students in three rounds of sampling. In the
first round, ten students were randomly selected, and cases were
created for each student that covered their prompts, code, and test
results for each of the four lab questions, as well as their post-lab
feedback comments. After the initial ten cases were inductively
coded, two additional groups of students were targeted to broaden
the set of codes. Six students were randomly chosen from those who
had made at least one error, and five more students were chosen
from those who had made at least 11 attempts during their exercises.
In total, 177 prompts from 21 students were examined.

To validate the inductively generated codes by the first author,
cases were added until saturation was reached. After reaching satu-
ration, a second coder coded a subset of the data until a Cohen’s
kappa of .80 (strong agreement) was achieved.

3.4 False Positives & False Negatives
To evaluate student descriptions for false positives and false nega-
tives, an expert programmer read each student prompt to determine
what the prompt described. In most cases, the LLM-generated code
followed logically from the description provided. However, in some
cases, the description did not provide sufficient or correct infor-
mation but passed (false positive), or the description provided was
deemed sufficient but did not pass (false negative).

3.5 Student Reactions to LLM Feedback
To evaluate how students reacted to LLM-generated feedback when
solving EiPE tasks, the first author generated an inductive set of
codes based on their interpretation of what each prompt described.

4 Findings
4.1 False Positives & False Negatives
Of the 177 total prompts that were analyzed, 2 false positives were
identified, and 5 false negatives were identified (3.95% of prompts).
However, these false identifications were experienced by 5 of the
21 students analyzed (23.8%), and although the sample size is small,
the occurrence was greater than expected.

4.1.1 False Positives. False positives occur when the LLM gener-
ates code that satisfies the tests based on an incorrect problem
description. False positives have the effect of ‘passing’ a student’s
description when it should not have passed. As a result, a false
positive could accidentally reinforce an incorrect idea or concept.
We discovered two false positives: a vague answer resulted in a
pass, and the same prompt was presented twice, resulting in two
different answers, one of which passed.

In the first case, Student 103 provided a vague answer to Q3
(LastZeroInArray) for their second prompt (Prompt-103-Q3-02).
This resulted in code that passed all of the test cases. This was not
expected, and similar prompts that lacked explicit instruction on
what to return resulted in ‘failed’ rather than ‘success’ results with
similar prompts.

“takes an integer array and its length and gain an integer of the
index of the last occurrence of 0”

Prompt-103-Q3-02
Another type of false positive that was encountered resulted

from the non-deterministic nature of LLMs. The LLM generated
different answers for the same prompt in this second type. For
example, Student 112 provided a vague recitation of the sample
code in response to Q1 (FindSumBetween) (Prompt-112-Q1-07). As
expected, the resulting code (Code-112-Q1-07) failed two of the four
test cases. However, when they resubmitted the same prompt again
(Prompt-112-Q1-08), the generated code was completely different
(Code-112-Q1-08) and passed all of the test cases.

“takes an integer a and b and returns an updated x value by adding
the i value to it”

Prompt-112-Q1-07 & Prompt-112-Q1-08

int foo(int a, int b) {

int x = a + b;

return x;

}

Source Code 1: Code-112-Q1-07

int foo(int a, int b) {

int x = 0;

for (int i = a; i <= b; i++) {

x += i;

}

return x;

}

Source Code 2: Code-112-Q1-08

4.1.2 False Negatives. Unlike false positives, where students pass
when they should not, false negatives occur when the LLM fails
to generate code for a seemingly valid prompt. In these cases, the
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student is misled that their prompt is invalid, and thus, they could
spend time looking for errors that do not exist, or it could cause
them to question their understanding unnecessarily. We discov-
ered two types of false negatives, one where the LLM failed to
consistently include a function parameter (thus breaking the test
cases), and one where the LLM was uncharacteristically literal in
its prompt interpretation.

For the first type of false negative, Student 102 described only the
first input parameter as an integer array but neglected to mention
its length as the second parameter. This was a common pattern, and
in the majority of cases, this omission had no ill effects. However, in
the case of 102’s answer to Q2 (CountEvensInArray), their prompt
(Prompt-102-Q2-01) resulted in the LLM omitting the unstated
length parameter , which resulted in four failed test cases. At first,
it seems reasonable that the LLM would not include the second
parameter. However, the hidden system prompt used by the EiPE
tool explicitly instructs the model to include them and when other
students failed to mention any of the input parameters, the LLM
automatically included both parameters. In 102’s case, the student
identified that the LLM had failed to include the second parameter
and adjusted their subsequent prompts to describe each parameter
explicitly. As a result, rather than this student moving towards an
abstract description with no function signature details, they instead
began to over-fit their description to the provided sample code.

“takes an integer array and returns the amount of even numbers
there are in the array”

Prompt-102-Q2-01

“takes an integer array and the length of the array, and then returns
the amount of even numbers there are in the array”

Prompt-102-Q2-02
For the second type of false negative, Student 111 provided a

reasonable answer for Q2 (CountEvensInArray) (Prompt-111-Q2-
02) that resulted in a literal interpretation of the answer where
each item in the array was first divided by two and then their new
value was checked if it was divisible by two. Again, the student
compared the generated code, noticed the literal interpretation,
and correctly adjusted their prompt (Prompt-111-Q2-03). Although
traditional programming requires precision and specificity, in this
case, the LLM’s literal interpretation of the prompt was not con-
sistent with the goal of providing a high-level explanation rather
than a recitation of the code.

“takes an array of integers and divides each number in the array
by 2 and checks how many numbers have a remainder of 0”

Prompt-111-Q2-02

“takes an array of integers and determines how many are divisible
by 2 with no remainder”

Prompt-111-Q2-03

Table 2: Student 111 Q3 Prompts. F - Failed; S - Success

Tries F/S Prompt
Q3-01 F takes an array of integers and determines how

many values are equal to 0
Q3-02 F takes an array of integers and determines which

numbers are equal to 0
Q3-03 F takes an array of integers, starting with a counter

at -1 and checks to see if the values are 0. If so
then it will assign the counter to the position of
the value that is equal to zero.

Q3-04 F takes an array of integers, starting with a counter
at -1 and checks to see if the values are 0. If so,
then it will assign the counter to the position of
the value that is equal to zero, returning the count.

Q3-05 S takes an array of integers and outputs an integer
that represents the position of the last zero in the
array, if there are no zeros output -1

4.2 Student Reactions to LLM Feedback
Students predominately exhibited one of two approaches to explain-
ing the code samples, either at an abstract high-level or by directly
reciting the code in detail to reverse engineer the prompt from the
code. This section explores how two students reacted to feedback
when their initial prompt failed.

As an example of a student who provided predominately high-
level descriptions, Student 111 (shown in Table 2) started off with
an incorrect description (Q3-01) for Q3 (LastZeroInArray), misiden-
tifying the code as counting how many zeros rather than finding
the index of the last zero in the array. As a result, their first prompt
refers to the number of zeros. This results in the LLM generating
code that counts the zeros and a variable named “count” (Code-111-
Q3-01). As expected, all four test cases failed.
int foo(int arr[], int size) {

int count = 0;

for (int i = 0; i < size; i++) {

if (arr[i] == 0) {

count++;
}

}

return count;
}

Source Code 3: Code-111-Q3-01

In their post-lab feedback, Student 111 stated that they “didn’t
really use the feedback given by the system.” Instead, they “just
looked at the code it outputted and what I needed to do to fix
that code.” This is supported by their next prompt (Q3-02) where
they switch from counting with “how many” into “which” numbers
are equal to 0. Again, their second prompt also fails, but this time
in a more dramatic fashion by first breaking the function type
declaration from int to void and not returning “which numbers are
equal to 0” but instead printing them to the screen.

In response, the student switches from a high-level description to
describing lines from the sample code in an effort to get the LLM to
generate the same code (Q3-03). Of particular interest is that rather
than referring to the variable “x” from the sample code, they use the
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name “counter” from their description and the originally generated
code (Code-111-Q3-01). Also, after the function definition switched
from int to void, the student switched to explicitly describing at
least the input array for the function. Note that they did not also
include the second function parameter “size”, but the LLM included
it anyway (in contrast to the false negative results discussed in
the previous section). The resulting code for their third attempt
incorrectly determined the first position of a zero in the array and
also accidentally passed the first test case.

For their fourth attempt (Q3-04), the student explicitly added a
return statement (again, not required by most other prompts), but
the LLM unexpectedly dropped the implicit second parameter of
“size” resulting in a compilation error due to a function definition
mismatch and all tests failing.

We had expected them to add the second function parameter for
their fifth (and final) attempt (Q3-05), but they did not. However,
they determined that the code was looking for the last zero rather
than counting zeros, so they changed their prompt to describe that.
As a result, the LLM generated the correct function signature, and
the code passed all four test cases.

In contrast to the high-level descriptions provided by Student 111,
Student 128 directly recited the sample code for their explanations.
As a result, they reacted more to the generated code and adjusted
their prompts in response to specific mismatched lines of code, as
shown in Table 3.

Table 3: Student 128 Q1 Prompts. F - Failed; S - Success

Tries F/S Prompt
Q1-01 F Passes two inputs which are both integers named

’a’ and ’b’. Return the amount of values that are
less than or equal to ’b’ but greater than or equal
to ’a’.

Q1-03 F Passes two inputs which are both integers named
’a’ and ’b’. An integer called ’x’ is created which
is equal to 0. In a for loop where ’i’ equals to ’a’
add 1 to ’x’ if the current value of i is less than or
equal to ’b’. if it is less than or equal to then add 1
to ’i’ and repeat the test. Return ’x’.

Q1-05 S Passes two inputs which are both integers named
’a’ and ’b’. An integer called ’x’ is created which is
equal to 0. In a for loop where ’i’ equals to ’a’ add
the value of ’i’ to ’x’ if the current value of ’i’ is
less than or equal to ’b’. If it is less than or equal
to then add 1 to ’i’ and repeat the test. Return ’x’.

4.3 Student Post-Lab Reflections
At the end of the lab, students were asked to describe what infor-
mation or techniques they used to fix their failed prompts.

For students who provided the correct answer the first time or
succeeded on all of the tests, they reported not using any of the
feedback. The rest of the students, as shown in Table 4, reported
using both the generated code and the failed test cases to guide
their subsequent changes after failing. Thus, the generated code did
help guide them, and the addition of the test cases was beneficial.

Table 4: Answers to the post-lab feedback survey. “What
information or technique(s) do they report using to fix failed
prompts?” (N=21 students)

Code Information Source Reported %
READ Re-read own explanation for mistakes. 13.3%
TESTS Compared against test cases. 13.3%
CODE Compared against generated code. 26.7%
BOTH Used both CODE & TESTS. 46.7%

Tables 5 & 6 report specific student quotes about each of the two
feedback sources.

Table 5: Feedback from students who used generated code

S# Quote
14 I would look at the code output and then re-adjust my answer.
100 I tried to use the code generated to identify what keywords

within my prompt were causing it to generate code in that
specific way and then tried to isolate those words and change
them in order to fit the intended purpose within my prompt.

140 My approach was to look at the code that I got and the
original code and compare how similar they were (or how
they could work the same if they did not look similar).

Table 6: Feedback from students who used test cases

S# Quote
12 I just checked each component of my request after looking

at what test cases failed until I found the problem.
102 I would check whether the test cases match what i was ex-

pecting from my response to fix it.
150 I used test cases as my main feedback only using generated

code if I was failing multiple times because often my gen-
erated code and the code provided didn’t look the same but
had the same functionality.

As a counter-point to using the feedback productively, one stu-
dent (510) noted that they got all of their questions correct on their
first attempt, so they did not use the feedback. As a result, they
did not look at the generated code. However, when looking at the
student’s prompts, it was noted that they used a combination of
over-explaining and high-level answering. Although the student
did provide a sufficient answer, they did not discover that their
answer was over-complicated and longer than was necessary for
the LLM. Thus, they were actually less efficient, prompt-wise, than
they needed to be. Their explanations were still well articulated
and seemed aimed at other programmers more so than an LLM,
but from an LLM perspective, they were unnecessarily specific and
complicated, resulting in the student not learning that they could
be less verbose to achieve the same goal.

4.4 Unexpectedly Helpful Variable Names
Students who gave a valid description of the code at a high-level
received additional feedback from the LLM in the form of useful
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variable names that reflected their description. For example, if they
discussed counting something, then the return variable was often
“count”, similar to summing or adding together. However, for stu-
dents who directly recited the code, the variable names used by the
LLM were those recited in the description. Hence, if they noted the
variable x, the LLM used x, and the return value was x, the same as
the sample code. This has two implications. First, this may be a way
of detecting code recitation by parsing the variable names from
the LLM-generated code. Second, this indicates that the student
is probably not operating at a high-level and is only describing or
seeing the syntax rather than the functionality of the sample code.

5 Discussion
The integration of generative AI into the workflows of computing
professionals and students is having a big impact on coding and
debugging. Effective use of these tools hinges on the ability to
prompt AI models and interpret their responses accurately. Prior
research indicates that the benefits of these tools are not uniformly
distributed among students, largely due to differences in students’
prompting and interpretation skills [13, 21].

Our study contributes to this discourse by offering insights into
the challenges students encounter when prompting AI models, par-
ticularly focusing on the rates of false positives and false negatives
in AI-generated feedback. False positives can give students un-
warranted confidence in their abilities, while false negatives may
mislead students into thinking they made a mistake, potentially
leading students to question their abilities. However, false negatives
may also allow students to further refine and better articulate their
explanations, as prompts that do not reliably produce correct code
can signify explanations that could be made more robust. This ex-
perience of dealing with non-deterministic outputs and debugging
model responses is also arguably a competency that computing
professionals will need in the future.

Although code reading tasks are typically designed with familiar
code structures to build students’ confidence, AI-generated code
exposes students to novel approaches they can use to learn. Re-
search suggests that it is beneficial [28, 29] to expose learners to
‘critical variations’ [17], which are carefully selected examples that
highlight key differences in a phenomenon. Our findings show ev-
idence of critical variations that can help students deepen their
understanding of code structures, which is consistent with vari-
ation theory. However, because AI examples are generated prob-
abilistically rather than selected intentionally, students’ learning
experiences may vary widely. Future work may consider ways to
intentionally include variation in critical dimensions of generated
code to leverage the benefits of being exposed to key variations.
Future work may also wish to replicate our study in other natural
language contexts, given the potential for LLM-powered pedagogies
to extend beyond English [24].

We found evidence that the level of precision students use im-
pacts the quality of the code generated, often by including mean-
ingful variable names that helped reinforce the student’s under-
standing. The precision required during prompting also helped

expose when students were mixing up concepts with superficial
similarities, such as loops used for counting versus summing.

Students used feedback to support reflection on their own ex-
planations, test cases, and generated code. They tended to review
the generated code or a combination of the code and tests most
frequently to fix problems with their explanations. Based on this
feedback, students were able to switch between prompting strate-
gies, often from an initial high-level description, to other strategies,
such as including code orwriting pseudo code. This iterative process
of revising prompts has been linked to improved outcomes [6, 19].
Additionally, an interview study highlighted that the willingness
to iterate on prompts distinguishes those who successfully use
generative AI from those who do not [13].

6 Limitations
We had students complete EiPE tasks to improve their ability to
explain code. However, the task is not strictly an EiPE task. Prompt
engineering techniques have the potential to affect generated code.
For example, prior work has shown how including gratitude within
prompts or offering bribes can improve the model’s performance
[4], but these prompts would not constitute better explanations.
This paper shows that non-deterministic model responses also af-
fect performance. So these are two aspects that affect performance,
but neither relates to the quality of the explanation. Essentially,
we have two reasons to say that prompting and explaining aren’t
exactly the same thing. While that is a limitation, previous evi-
dence shows that high-performing prompts appear to correlate
with aspects of high-quality explanations [8]. So while EiPE and
prompting are synonymous, this paper further demonstrates some
of the learning benefits associated with EiPE tasks. The feedback
appears to encourage students to review their explanations, test
cases, and resulting code; activities we hope students engage in
when writing and explaining their code. Additionally, prior work
investigating success rates with prompting has shown that initial
success rates are typically lower than eventual success rates [19].

7 Conclusion
Understanding code is becoming increasingly important with the
advent of generative AI, because programmers are increasingly
encountering and dealingwith AI-generated code.We analyzed how
students utilized feedback for Explain in Plain English tasks that
were auto-graded with the help of LLMs. We found that although
LLM-generated code did result in false positive and false negative
answers, they were relatively rare. Also, while there were rare
cases where misconceptions might have been reinforced due to
false feedback, the vast majority of students were able to effectively
use feedback from the generated code and test cases to reach the
correct solution. These findings describe some current challenges
but also provide insights for using LLMs to support student learning
effectively in computing courses.
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