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Point defects and complexes may affect significantly physical, optical, and electrical properties 

of semiconductors. The Cu(In,Ga)Se2 (CIGSe) alloy is an absorber material for low-cost thin-

film solar cells. Several recently published computational investigations show contradicting 

results for important point defects such as copper antisite substituting indium (CuIn), indium

vacancy (VIn), and complexes of point defects in CuInSe2. In the present work we study effects

of the most important computational parameters especially on the formation energies of point 

defects. Moreover, related to defect identification by the help of their calculated properties we 

discuss possible explanations for the three acceptors, which occur in photoluminescence 

measurements of Cu-rich samples. [S. Siebentritt et al., Progress in Photovoltaics: Research and 

Applications 2010, 18, 390, S. Siebentritt et al., physica status solidi (c) 2004, 1, 2304.] Finally, 

new insight into comparison between theoretical and experimental results is presented in the case 

of varying chemical potentials and of formation of secondary phases. 
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and can thus also provide information about the defect level positions within the band gap. [9, 10, 11, 

12, 13] The results of different calculations agree well with respect to general trends in formation 

energies of the most important defects, such as the copper vacancy (VCu), indium antisite on copper 

place (InCu), and copper interstitial (Cuint). However, the results differ in some important cases. For 

instance, there are clearly different values for the ionization levels within the band gap for the 

copper antisite on the indium place (CuIn) and indium vacancy (VIn). Based on the formation energy 

calculations, VCu and CuIn are abundant acceptors, and are most probably responsible for some of 

the above-mentioned PL peaks, but it is unclear whether any native defect can be responsible for 

the third acceptor level. 

One important goal of the present work was to gain a perspective on the present unsatisfactory 

situation in modelling point defects in CIGSe and to approach the ultimate accuracy by which DFT 

is able to predict the properties of bulk crystalline materials. [14] First we carried out a detailed 

benchmarking of the first-principles computational scheme used. We checked effects due to the 

supercell size and shape, as well as those of the finite-size supercell correction scheme. We used 

also two very different implementations of the first-principles DFT method, which differ in 

describing valence-core electron interaction and electron wave functions (see below). After finding 

the computational parameters yielding accurate results, we calculated formation energies and 

charge transition levels for different acceptor candidates in CuInSe2. By carefully considering the 

relevant chemical potential limits, we were able to draw conclusions about the abundances of 

different defects. In addition to simple native defects, we have also considered a set of complexes 

formed by them. Our paper is organized as follows. Computational parameters and methods are 

described in Sec. II. In Sec. III we discuss the chemical potential limits and present a detailed 

benchmarking related to the supercell size and shape. Our results for defect formation energies are 

presented in Sec. IV. Finally, in Sec. V we discuss which defects could be abundant acceptors on 
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1.  Introduction 

The chalcopyrite Cu(In,Ga)Se2 (CIGSe) alloy is a promising candidate for low-cost flexible 

thin-film photovoltaic solar cells. Efficiencies of solar cells using CIGSe as the light absorber are 

steadily increasing thanks to detailed investigation of device parameters. [1, 2, 3] The defect 

microstructure influences optical and electronic properties of the absorber material. Understanding 

its evolution during the manufacturing and during the solar cell operation is impossible without 

knowledge of the fundamental parameters of point defects in CIGSe or eventually in its parent 

materials CuInSe2 and CuGaSe2. 

Experimentally, valuable information on point defects in semiconductors can be obtained 

especially from photoluminescence (PL) measurements or Hall measurements. Composition-

dependent PL measurements and Hall measurements have been performed on chalcopyrite CIGSe 

by Siebentritt et al. [4, 5] For example, close to the stoichiometric compound, PL measurements 

showed three acceptor levels with ionization energies of 40 meV, 60 meV, and 100 meV above the 

valence band maximum (VBM) and one donor level 10 meV below the conduction band minimum 

(CBM). [4] The intensities of these three peaks vary, as the composition of the sample changes from 

Cu-rich to Cu-poor, so that in the Cu-poor samples only one peak is detected. Although only the 

Cu-poor material is important for actual devices Cu-rich samples give indispensable information 

for defect identification. 

First-principles calculations based on the density functional theory (DFT) can be used to obtain 

important, complementary information about point defects such as formation energies and charge 

transition levels. [6] A plethora of studies concerning defects in CuInSe2 and CuGaSe2 has been 

published over the last two decades. [7-13] The most recent DFT investigations have employed 

hybrid functionals, which can overcome the energy band gap problem plaguing the older studies 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



4 

the basis of our first-principles results and compare our findings with the above-mentioned PL 

spectra. 

2. Computational methods

Most of the calculations of this work were carried out in the framework of DFT with the 

VASP program package [15, 16] based on the projector-augmented wave (PAW) method [17] and the 

use of the plane-wave basis set. In our calculations the plane-wave cutoff energy was 455 eV which 

was determined by a convergence test for the total energy of pristine CuInSe2. In order to improve 

electronic and atomic structures and to get a realistic energy band gap necessary for formation 

energy calculations, we used the hybrid exchange-correlation functional HSE06 (Heyd-Scuseria-

Ernzerhof). [18] We used the default parameters for the portion of the Hartree-Fock exchange 

(α=0.25) and for the inverse screening length ω=0.20 Å-1, in order to have an unbiased comparison 

with previously published results obtained by different tunings of the α and ω parameters for 

reproducing the experimental CuInSe2 band gap. Relaxation of ionic positions were continued until 

forces on each atom fell below 0.01 eV/Å. The ensuing structural parameters for the bulk CuInSe2 

show good agreement with the experimental results and the band gap is in line with previous 

theoretical results; see Table 1 for comparison. 

We modeled point defects by using a large number of different supercell sizes and shapes (see 

Results section). The defect formation energy Ef is defined as [6,21] 

𝐸𝑓 = 𝐸𝑡𝑜𝑡
𝑑𝑒𝑓𝑒𝑐𝑡

− 𝐸𝑡𝑜𝑡
𝑏𝑢𝑙𝑘 − ∑ 𝑛𝑖𝜇𝑖 + 𝑞

𝑖

𝐸𝐹 + 𝐸𝑐𝑜𝑟𝑟 ,  (1) 

where 𝐸𝑡𝑜𝑡
𝑑𝑒𝑓𝑒𝑐𝑡

is the total energy of the supercell containing the defect, 𝐸𝑡𝑜𝑡
𝑏𝑢𝑙𝑘 the total energy of

the bulk supercell, μi  the chemical potential of the atom of type i,  ni the number of added atoms 
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when creating the defect in the supercell, q the charge state of the defect, and EF is the Fermi level 

measured from the VBM. 

Ecorr is an energy correction term accounting for the errors due to the finite size of the supercell. 

These errors arise mainly from the electrostatic interaction of a charged defect with its periodic 

images and with the neutralizing background charge. [22] Other sources of errors are the elastic 

interactions between the defect and its periodic images. Various correction schemes have been 

proposed for the electrostatic finite-size error correction for charged defects, e.g., those by Makov 

and Payne (MP), [23] Lany and Zunger (LZ), [24] and by Freysoldt, Neugebauer, and Van de Walle 

(FNV). [25] The MP method is not suitable if the defect state is not well localized. [23]  In contrast, 

the FNV scheme is general so that it can be easily applied to systems with any supercell shapes 

and even when the dielectric tensor is anisotropic, which is the case for CuInSe2. To this end, the 

FNV scheme was mainly used in the present article, but we also compare its results to those of the 

LZ scheme in the case of the tetragonal supercell. 

In all of these correction schemes, dielectric constants of the host materials are required to 

evaluate, how the interactions between charges are screened. Our values, calculated using the 

HSE06 functional, are presented in Table 2. Since CuInSe2 is tetragonal, the dielectric constants 

along the a and c directions differ slightly. Our values are in a good agreement with experimental 

values of 11.3[26] and 13.6. [27] The potential alignment term of the FNV correction is determined 

along the c-direction and thus a static dielectric constant of 11.15 is used. 

Finally, when considering complexes of point defects the binding energy Eb of a defect complex 

AB is defined as  

𝐸𝑏
𝐴𝐵 = 𝐸𝑓

𝐴𝐵 − (𝐸𝑓
𝐴 + 𝐸𝑓

𝐵),              (2) 
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where 𝐸𝑓
𝐴, 𝐸𝑓

𝐵, and 𝐸𝑓
𝐴𝐵 are the formation energies of the defects A and B and that of the complex 

AB, respectively, and they have to be calculated for the same values of the Fermi-level and the 

chemical potentials. 

3.  Point defects 

3.1  Chemical potential stability diagram 

From the thermodynamic point of view, the phase stability diagram determines the regions of the 

chemical potentials, where a particular compound will be stable. In case of CuInSe2, the chemical 

potential diagram is based on the formation enthalpies ΔHf (X) of different binary and ternary 

compounds (X). Their values, based on the PBE and HSE06 calculations for all of the considered 

phases, are presented in Table 3 together with the respective experimental values. Further 

computational details are given in Appendix A. 

Using the formation enthalpies, the stability diagram for CuInSe2 can be constructed by 

determining the lowest energy phase at the given chemical potential values. The resulting stability 

diagram for the copper-indium-selenium system is shown in Figure 1. The chemical potentials are 

given in the form μi = μi
0+Δμi, where Δμi is the deviation from the chemical potential in the stable 

elemental phase (μi
0). When using this definition it is required, in order to avoid precipitation of 

elemental phases, that Δμi≤0. Within the diagram region where CuInSe2 is the most stable phase, 

the chemical potentials satisfy  

𝜇𝐶𝑢 + 𝜇𝐼𝑛 + 2𝜇𝑆𝑒 = ∆𝐻𝑓(𝐶𝑢𝐼𝑛𝑆𝑒2).         (3) 

We note that the stability diagram is strictly speaking valid only under the thermodynamic 

equilibrium.   
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Chemical potential diagrams for CuInSe2 have been presented in many previous articles. [24, 7, 9, 

11, 13] Generally, they agree qualitatively, but in some cases the CuInSe2 stability regions may differ 

remarkably from the other results, even among those calculated using the HSE06 functional. Our 

phase stability diagram is close to that calculated by Yee et al. [13] and also to those presented by 

Pohl and Albe [9], Huang et al.[12] or Kim et al. [30] Due to a differing CuInSe2 heat of formation, 

the chemical potential diagram by Bekaert et al. [11] has a noticeably bigger stability region than 

that in the present work.  

3.2  Supercell shape and size 

We first focus on describing the effect of the chalcopyrite supercell shape and size used in 

the calculations. Supercells constructed both from the 16-atom tetragonal unit cell [lattice vectors 

(a,0,0), (0,a,0), and (0,0,c), c≈2a] [9,12, 13] and from the 8-atom triclinic primitive cell [lattice vectors 

(a,0,0), (0,a,0), and d=(a/2,a/2,c), c≈a, |d|≈1.22a] have been employed in the previous studies. [11, 

10] Various possible supercells with their properties are listed in Table 4. 

According to Oikkonen et al., even the 32-atom supercell is sufficient for obtaining converged 

formation energies for neutral defects. [10] On the other hand, in the case of charged defects, 

spurious interactions between a defect and its images converge extremely slowly as a function of 

the supercell size. However, these errors can be corrected by using finite-size correction schemes. 

To illustrate the magnitude of these errors, the uncorrected and the FNV corrected formation 

energies for the the unrelaxed InCu
−2 defect are shown in Figure 2. Here, an unrelaxed defect was 

considered in order to study only the effects of electrostatic interactions between the defect and its 

periodic images and to avoid other interactions arising, e.g, from long-range strain fields. In order 

to access also large supercell sizes, a smaller plane-wave cutoff energy of 300 eV was used. Both 

tetragonal and triclinic supercells were adopted. Since the supercells are of different shape, we 
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cannot perform a straightforward extrapolation to the limit of the infinite supercell volume. 

However, it is clear from the figure that the uncorrected formation energies undergo large 

variations, whereas the corrected ones are nearly independent on the supercell size. Moreover, the 

uncorrected energies approach the corrected ones from below, as expected for localized charges in 

supercells reasonably close to the cubic shape. [22]   

Next, as a more realistic test case we show in Figure 3 the formation energy diagram for the 

relaxed CuIn antisite calculated using different supercells and the FNV correction. Here, in order 

to show the performance of even larger supercells, results for the 432-atom supercell are included. 

They are calculated using the FHI-aims code[31] and employing the HSE06 functional. FHI-aims is 

an all-electron code in which electron wavefunctions are presented in the efficient basis of 

numerical atomic orbitals and in which the accuracy can be systematically improved by extending 

the basis set. [31] Thus, performing calculations by FHI-aims allows us also to verify whether the 

results depend on the basis set or the description of the core states. According to Figure 3 the 

absolute values of the formation energies and, consequently, also the charge transition levels, show 

only minor variations for supercells larger than 64 atoms, irrespective on the electronic-structure 

method used. It has been found that the 64-atom supercell cannot correctly accommodate localized 

states in the band gap near the band edges. [9] This may be the main reason for the deviation of the 

64-atom supercell results from the other, better-converged ones in Figure 3. In contrast, it is 

gratifying to note that the 128-atom supercell performs well in spite of its highly rectangular shape 

with 90 degree angles (See Table 4). The reason is that the defect charge - neutralizing background 

charge interaction has decreased between the 64- and 128-atom supercells in addition to the 

increase of the defect-defect distance along the c-direction of the lattice.  
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In previous investigations, the LZ scheme has often been adopted for the finite-size correction. 

In Figure 4, different correction schemes are compared. Since the LZ scheme is difficult to use for 

arbitrary supercell shapes, we carried out these calculations for the tetragonal 64-atom supercell. 

As already found out in previous studies, [22] the LZ scheme tends to yield smaller corrections than 

the FNV scheme. However, in the present case, the corrected results are rather similar. 

In conclusion, the FNV and LZ schemes give similar results when the defect charge is well-

localized within the supercell. The FNV scheme can be easily applied for arbitrary supercell shapes 

allowing the use of the smallest supercells fulfilling this requirement. This may be crucial for 

obtaining adequate results in the case of several charged defects. 

4.  Defect formation energies 

On the basis of the benchmarks in the previous section, we adopted the 128-atom supercell and 

the 2x2x1 k-point set for all further defect calculations. The high-efficiency Cu-poor CIGSe 

absorbers are prepared under a selenium-rich atmosphere. [32] The experimental conditions 

correspond to the boundary between the CuInSe2 and Se stability regions in the stability diagram 

(Figure 1). Therefore, point M in Figure 1 was chosen for the chemical potentials when calculating 

the defect formation energies. This corresponds to ΔμCu = -0.5 eV and ΔμIn = -0.87 eV. The resulting 

formation energies are shown in Figure 5 for all the simple low-formation-energy point defects 

considered in this work as a function of the Fermi level. The numerical data on the formation 

energies at the same chemical potential conditions and the Fermi level at the VBM are listed in 

Table 5 for all relevant charge states. Defects which have in the formation energy plots a negative 

charge at the VBM are shallow acceptors and defects becoming negative slightly above the VBM 

are deeper acceptors. 
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Our results for the formation energies, when evaluated at the same chemical potentials, are in 

close agreement with those calculated by Yee et al.[13] and Pohl and Albe. [9] Especially, we also 

found two charge transition levels within the band gap for CuIn and two acceptor levels for VIn. 

The small shifts in the transition levels between different works can be explained by different 

supercell sizes and different finite-size correction schemes used. Furthermore, our calculated 

energy band gap is about 0.1 eV smaller than the experimental one (1.04 eV, Table 1). In some 

works, the parameters α and ω of the HSE06 functional have been tuned to yield a band gap closer 

to the experiment. This will naturally result in small shifts in the transition level positions with 

respect to the band edges, but the effect on the formation energies is very small. [33] Oikkonen et 

al. [10] and Bekaert et al. [11] did not report on transition levels for CuIn and VIn at all, in contrast to 

our results and to those by Yee et al.[13], by Huang et al.[12], as well as to those by Pohl and Albe 

[9]. In comparison with other results, those by Huang et al.[12] showed the strongest tendency toward 

deep states inside the band gap, which may reflect the largest Hartree-Fock exchange fraction of 

30% used in their HSE06 functional calculations. Increasing this fraction results in more localized 

single-electron states. According to our defect formation energies, Cu-rich and Se-rich material 

will be p-type with the the most important acceptors being VCu and CuIn and the most important 

donors being Cuint and InCu. CuIn is predicted to be a deeper acceptor than VCu because its transition 

level from the neutral to the singly negative state is inside the band gap. However, we should bear 

in mind that the accuracy of first-principles calculations for the transition levels is of the order of 

0.1 eV. The conclusion about the most abundant acceptors and donors is in agreement with the 

results by Lany et al., [24] by Pohl and Albe, [9] by Huang et al.,[12] and Yee et al., [13] as well as 

with those by Oikkonen et al.[10] Due to the above-mentioned larger CuInSe2 stability 

region, Bekaert et al. [11] found also VIn as an abundant acceptor.  
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5  Acceptor candidates 

5.1  Point defects 

The formation energies and hence the concentrations of the native defects depend strongly on the 

chemical potentials used in the calculations. Experimentally this is manifested by the different 

numbers of PL peaks seen in Cu-poor and Cu-rich samples. To find out which of the native defects 

are likely to form at sufficiently large concentrations to be visible in PL measurements, we 

calculated the formation energies at chemical potential values relevant to the experimental 

conditions. 

The line in Figure 6 shows the chemical potential values considered. Point A corresponds to 

extremely Cu-rich material and point F to extremely Cu-poor material. Due to the Se excess in a 

typical CuInSe2 growth, we consider conditions close to the Se phase boundary. When growing 

stoichiometric or Cu-rich CuInSe2 one has to increase the copper concentration and then remove 

Cu2Se precipitates from the alloy. [34] This experimental condition can be associated with the Cu2Se 

stability region in Figure 6. On the other hand, high-quality solar cell absorber material is often 

Cu-poor. [35] Moreover, a larger Cu deficiency is observed at grain surfaces, where the material can 

start forming so-called ordered defect compounds (ODC). Point E is taken to model such 

conditions. 

Formation energies, corresponding to the above-defined range of chemical potentials, are 

presented in Figure 7  for the most important point defects, as a function of the In chemical 

potential. The solid and dashed lines in the figure correspond to the acceptor and donor defects, 

respectively. Even throughout this extended range of chemical potentials VCu and CuIn are the 

acceptors of the lowest formation energies, irrespective of the Fermi-level position. Especially, for 
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p-type material (EF at the VBM) there are no other acceptors with competitive formation energies. 

Accounting also for the donors, the Cu-rich region between points A and B is characterized by a 

large concentration of CuIn and Cuint defects, and the Cu-poor region between points E and F by 

that of VCu and InCu defects. 

Within the Cu-rich region between points A and B and for n-type doped samples, the formation 

energy of the acceptor-type VIn  is low and close to that of VCu. However, the other two abundant 

defects, VCu and CuIn, are also acceptors and thus n-type doping under these conditions is unlike. 

Indeed, while highly Cu-poor samples were found to be n-type due to the formation of InCu defects, 

stoichiometric and Cu-rich samples were p-type. [36] It is remarkable that in the p-type material 

(Figure 7 a) both of the correlated defects, Cuint and VCu, are among those of the lowest formation 

energies even in Cu-rich material.This reflects the weak Cu-Se bonds[8] and the small ionic radius 

of the Cu ion. Moreover, because CuIn is neutral when the Fermi level is close to the VBM and the 

formation energy of InCu is high in the In-poor material, Cuint and VCu form a correlated pair also 

due to charge neutralization. Naturally, the formation of the CuIn and Cuint defects in large 

quantities will eventually lead to the precipitation of CuSe and Cu2Se. 

In summary, based on our formation energy studies the native point defects considered so far 

can undoubtedly account for only two acceptor defects, VCu and CuIn. To extend our search, we 

next investigate several defect complexes. 

5.2  Defect complexes 

Point defects in CuInSe2 can form different complexes. Complexes comprising copper vacancies, 

such as InCu-VCu, VSe-VCu, InCu-2VCu, and the antisite-related defect InCu-CuIn, have been 

considered in the literature. [9, 10, 37] The complex VSe-VCu was suggested to explain an observed 

metastability. [8] The InCu-2VCu complex is important because it will be abundant in Cu-poor p-
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type material and it is suggested to be the basic building block in the ODCs. [37] However, the 

binding energies calculated by Pohl and Albe indicate fairly weak bonding.[9] Moreover, InCu-2VCu 

is neutral and InCu-VCu singly positive for all the Fermi level positions in the band gap so that they 

cannot act as acceptors. The formation energy of the neutral VSe is relatively high (Figure 5) so that 

VSe-VCu is not expected to be abundant in Se-rich growth conditions. 

The most stable complexes should be made up of both acceptors and donors feeling a strong 

Coulomb attraction. Moreover, complexes that could behave as acceptors obviously require 

acceptor(s) of a (total) charge negative enough so that it is not compensated by the positive charge 

contributed by the donor(s). This is also the reason why we have not considered, in spite of the low 

formation energy, InCu
+2 as a part of a complex. InCu

+2 would requite several native point defect 

acceptors in order to make a complex into an acceptor. Because defect complexes are formed by 

aggregation of native defects the abundance of the constituent native defects is crucial for the 

abundance of a defect complex. Thus, we chose to study the complexes Cuint- 2VCu, Cuint-VIn, and 

Cuint -CuIn. Their binding energies are listed in Table 6.  

As discussed above, the concentrations of Cuint
+  and  VCu

−  are high in p-type Cu-rich material. 

Thus, during the growth process their agglomeration to complexes is expected to be very probable. 

For example, Cuint
+  can be coupled with two VCu

−  vacancies to form the acceptor complex   (Cuint 

-2VCu)
-. Its binding energy is minimized when Cuint

+  locates between the two VCu
−  vacancies 

giving Eb = -0.36 eV for all the Fermi level positions in the band gap (the complex and its 

constitutes have only one charge state, Figures 5 and 8). This is not a strongly bound complex, but 

taking into account the abundance of its constituents its existence is plausible. 

We have also considered the complex Cuint-VIn, because, although the formation energy of VIn 

is relatively high, it is anyway lowered toward Cu-rich - In-poor material, especially if the material 
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becomes less p-type. Because the charge state of VIn varies from -1 to -3 when the Fermi level rises 

in the band gap the complex may act as an acceptor, when VIn is in the -2 or -3 charge state. The 

nearest-neighbor configuration is impossible for this complex, because the copper interstitial fills 

easily the vacant indium place and produces an antisite. However, the second nearest-neighbor 

configuration is rather strongly bound with Eb = -0.65, -0.65, and -0.91 eV for the 0, -1, and -2 

charge state, respectively, and for the Fermi level at the beginning of the stability region of each 

charge state. The -1 charge state will become stable when the Fermi level rises 0.1 eV above the 

VBM indicating a rather shallow acceptor character. As the point defect VIn has three possible 

charge states in the band gap (Figure 5), complexes comprising VIn also have three charge states 

(Figure 8). However, the positions of the corresponding transition levels are not the same. Due to 

the high binding energy of the -1 charge state, the transition level (0/-1) has shifted toward the 

VBM and the (-1/-2) transition level toward the CBM in comparison with the transition levels (-

1/-2) and (-2/-3) for VIn, respectively. 

A possible candidate for an abundant acceptor is also Cuint-CuIn. This complex will be stable in 

Cu-rich conditions. Also its charge state varies as a function of the Fermi level in the band gap 

(Figure 8). When the Fermi level is close to the VBM, this complex is stable in the +1 charge state 

with a binding energy of -0.33 eV. The complex (Cuint-CuIn) has a binding energy of -0.33 eV and 

it is stable for EF in the middle of the band gap. In n-type materials, when EF is close to the CBM, 

the acceptor defect (Cuint-CuIn)
-1 will be stable with the lowest binding energy of -0.70 eV. The 

transition levels of Cuint-CuIn are shifted relatively to those of CuIn (Figure 8). Notice, that the shift 

of the transition level is larger when the difference between the binding energies of the two charge 

states is larger. 
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In summary, from all the defect complexes considered, Cuint-2VCu, Cuint-VIn, and Cuint-CuIn 

could act as acceptors. However, the predicted binding of Cuint-2VCu is relatively weak. The 

relatively high formation energy of VIn lowers its abundance as well as that of Cuint-VIn. The 

complex Cuint-CuIn could act as an acceptor only in n-type material. These notions shed some 

doubts on the importance of only native defect complexes as acceptors in CuInSe2. Finally, the 

thermal equilibrium concept and the use of defect formation energies are doubtful for determining 

complex abundances. Therefore a conclusive study would also require the study of the kinetics of 

the native point defects which is beyond the scope of the present study.  

6.  Conclusions 

Discrepancies in theoretical calculations can often be associated with the choice of computational 

parameters. In the case of compound semiconductors, such as the ternary compound CuInSe2 the 

choice of the chemical potential sets is the most important problem, because it strongly affects the 

values of the formation energies and hence the concentrations of point defects and defect 

complexes. However, the chemical potentials do not influence the existence and positions of the 

transition levels. 

The finite-size problem for the electrostatic energy of charged defects in semiconductors and 

insulators can be solved by different correction schemes. Our calculations for native point defects 

in CuInSe2 show that the most popular schemes give qualitatively and quantitatively comparable 

results. However, defect formation energies can depend on the wave function overlap or elastic 

interactions between defects in neighboring supercells. We have calculated formation energies for 

supercells comprising up to 432-atoms. Our results show that the 128- and 144-atom supercells are 

sufficient to resolve the properties of the most important defects in CuInSe2. 
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The growth conditions for CuInSe2 can vary from Cu-poor to Cu-rich. The actual growth 

parameters affect the abundances of the different types of point defects. In the present study we 

varied the chemical potentials to their extreme values to model different growth conditions. In a p-

type material the shallow acceptor VCu, the slightly less shallow acceptor CuIn, and the shallow 

donors Cuint and InCu are predicted to coexist as abundant defects over a relatively wide range of 

chemical potentials. The concentrations of VCu and InCu increase toward Cu-poor conditions and 

those of Cuint and CuIn toward Cu-rich conditions. 

Our results show that the native point defects VCu and CuIn are clearly responsible for two of 

the acceptors seen in PL measurements in Cu-rich conditions. Of these, VCu is abundant also in Cu-

poor conditions. The question about the third acceptor present in Cu-rich conditions is more subtle. 

Among the possible candidates the relatively high formation energy of VIn even in In-poor 

conditions makes it less abundant and the stability, abundance, or the deep-acceptor character of 

the defect complexes, such as Cuint-2VCu, Cuint-VIn, and Cuint-CuIn, may question also their role as 

the third acceptor. 
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Table 1.  Calculated and measured lattice constants a and c and energy band gap Eg for 

CuInSe2.The lattice parameters correspond to the tetragonal 16-atom unit cell.  

 a (Å) c (Å) Eg(eV) 

Present work 5.78 11.64 0.90 

Exp.1a) 5.81 11.63 1.04 

Exp.2b) 5.76 11.54 1.04 

a) [19], b) [20] 

Table 2.  Calculated macroscopic dielectric tensor. ε∞ and εion are the electronic and ionic 

contributions to the dielectric tensor. The static dielectric constant ε0 is the sum of the two 

contributions.  

 Direction ε∞ εion ε0 

a,b 7.86 2.53 10.40 

c 7.86 3.29 11.15 
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Table 3.  Formation enthalpies ΔHf (eV) calculated using the PBE and HSE06 functionals as 

well as the corresponding experimental values. 

Compound PBE HSE06 Experiment 

CuSe −0.27 −0.45 −0.42 a) 

In2Se3 −2.45 −2.99 −3.57 a) 

CuInSe2 −1.77 −2.40 −2.12 , a) −2.77 b) 

Cu2Se 0.01 −0.65 −0.42 a) 

InSe −1.05 −1.28 −1.22 a) 

CuIn5Se8 −7.08 −8.93 − 

a) [28]   b) [29] 
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Table 4.  Supercells of different sizes for the chalcopyrite lattice. The 8-atom primitive unit cell 

is triclinic(tric) and the 16-atom unit cell tetragonal(tetr).  

Size Unit cell Supercell 

size 

Lengths of supercell lattice 

vectors 

32 tric 2x2x1 2a, 2a, 1.22a 

64 tetr 2x2x1 2a, 2a, 2a 

64 tric 2x2x2 2a, 2a, 2.44a 

128 tetr 2x2x2 2a, 2a, 4a 

144 tric 3x3x2 3a, 3a, 2.44a 

144 tetr 3x3x1 3a, 3a, 2a 

216 tric 3x3x3 3a, 3a, 3.67a 

288 tric 3x3x4 3a, 3a, 4.88a 

432 tetr 3x3x3 3a, 3a, 6a 

512 tetr 4x4x2 4a, 4a, 4a 

512 tric 4x4x4 4a, 4a, 4.88a 
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Table 5.  Defect formation energies in CuInSe2 (eV). The chemical potentials correspond to the 

point M in Figure 1 and the Fermi level is at the VBM.  

Point defect -3 -2 -1 0 +1 +2 +3 

VCu − − 0.84 0.88 − − − 

VIn 3.37 2.63 2.32 2.23 − − − 

CuIn − 1.66 0.89 0.75 0.83 1.24 − 

InCu − − − 2.94 − 0.72 − 

Cuint − − 4.02 1.98 0.77 − − 

Inint − − − 5.21 8.03 3.52 2.93 

VSe − − − 2.25 − − − 

 

Table 6.  Binding energies of defect complexes (eV) in the different charge states.(See Fig. 8)  

Point defect -2 -1 0 +1 

Cuint-2VCu − -0.36 − − 

Cuint-VIn -0.91 -0.65 -0.65 − 

Cuint-CuIn − -0.70 -0.33 -0.33 
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A  Details on stability diagram calculation 

The lattice structures and k-point sets used in the calculations are listed in Table 7. A cutoff energy 

of 500 eV was used. Optimized lattice constants for all compounds are presented in Table 8.  

Table 7:  Lattice structures of different materials and k-point sets used in the lattice optimization.  

 

   k-points 

Material Lattice PBE HSE 

Cu fcc 12x12x12 12x12x12 

In fcc, tetragonal 12x12x8 12x12x8 

Se hexagonal 12x12x12 8x8x8 

CuSe Klockmannite 12x12x4 12x12x4 

Cu
2
Se Fluorite, CaF

2
 12x12x12 12x12x12 

InSe CuCrSe
2
 (R3m) 8x8x8 8x8x8 

In
2
Se

3
 Bi

2
Te

3
 8x8x8 8x8x8 

CuInSe
2
 Chalcopyrite 8x8x8 8x8x8 

  

   

Table 8:  Optimized lattice constants (Å). 

 

  PBE HSE 

Cu 3.634 3.637 

In 3.287/5.111 3.225/5.087 

Se 4.528/5.050 5.380/4.815 

CuSe 4.029/17.542 4.009/17.424 

Cu
2
Se 5.840 5.831 

InSe 4.094/31.267 4.049/26.430 

In
2
Se

3
 4.018/30.230 3.962/29.868 

CuInSe
2
 5.831/11.838 5.826/11.737 
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Figure 1.  Stability diagram for CuInSe2 constructed using the heats of formation calculated 

with the HSE06 functional and presented in Table III. Point M correspond to point A in Figure 1 

in the paper by Pohl and Albe [9] and it is used in comparisons below. 
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Figure 2.  Formation energy of the InCu
+2 antisite for different supercell shapes and sizes. Values 

for the unrelaxed defects are compared. k-points sets used for the chosen supercell sizes are 

shown on the top of plot. The chemical potentials correspond to point M in Figure 1 and the 

Fermi level is at the VBM.  

    

Figure 3. Formation energy of the CuIn antisite as a function of the Fermi level obtained using 

the 64, 128, and 144 -atom supercells and the VASP code, as well as the 432-atom supercell and 

the FHI-aims code. The chemical potentials correspond to point M in Figure 1. 
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Figure 4.  Formation energy of the CuIn antisite as a function of the Fermi level. The 

calculations are performed with the 64-atom supercell and with different correction schemes. The 

chemical potentials correspond to point M in Figure 1. 

  

Figure 5. Defect formation energies in CuInSe2 as a function of the Fermi level. The chemical 

potentials correspond to point M in Figure 1. 
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Figure 6. Chemical potential diagram. The stars, connected by a straight line, correspond to the 

equilibrium states discussed in the text. 

 

Figure 7.  Point defect formation energies along the green line in stability diagram of Figure 6. 

The energies are calculated for EF at (a) VBM and (b) CBM. The dashed and solid lines 

correspond to the donor and acceptor defects, respectively.  
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Figure 8.  Formation energies of defect complexes as a function of the Fermi level at point M on 

the stability chemical potential diagram of Figure 1.  
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