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We show that the counter-rotating terms of the dispersive qubit-cavity Rabi model can produce relatively large
and nonmonotonic Bloch-Siegert shifts in the cavity frequency as the system is driven through a quantum-to-
classical transition. Using a weak microwave probe tone, we demonstrate experimentally this effect by monitoring
the resonance frequency of a microwave cavity coupled to a transmon and driven by a microwave field with
varying power. In the weakly driven regime (quantum phase), the Bloch-Siegert shift appears as a small constant
frequency shift, while for a strong drive (classical phase) it presents an oscillatory behavior as a function of the
number of photons in the cavity. The experimental results are in agreement with numerical simulations based on
the quasienergy spectrum.
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The Rabi Hamiltonian—describing a two-level system cou-
pled to a cavity (resonator) mode—is a paradigmatic model in
quantum physics. In the rotating-wave approximation (RWA)
it leads to the well-known Jaynes-Cummings (JC) model. In
the dispersive limit this model predicts the appearance of ac
Stark shifts in the energy levels of both the qubit and the cavity.
The inclusion of counter-rotating terms produces an additional
displacement of the energy levels. This Bloch-Siegert (BS)
shift [1] is usually very small on standard experimental
platforms since it depends on the ratio between the coupling
and the sum of the Larmor and cavity frequencies. Recently,
however, significant experimental effort has been put into
increasing the coupling to values comparable with the Larmor
frequency [2–4], most notable in semiconductor dots [5,6]
and superconducting circuits [7–12]. Other approaches for
observing the Bloch-Siegert shift include a detailed analysis
of two-level Landau-Zener spectra of Rydberg atoms [13,14]
and Cooper-pair boxes [15–17], as well as the simulation of
the Rabi model in rotating frames [18,19].

In this Rapid Communication we take a different route.
We recognize that the counter-rotating terms do not conserve
the excitation number. Therefore, the natural framework for
their experimental demonstration is that of driven-dissipative
systems [20,21]. Guided by this intuition, we realize a setup
consisting of a transmon [22] dispersively coupled to a
cavity, where the cavity is driven at a fixed off-resonance
microwave tone, while at the same time the spectrum is
scanned by a comparatively weaker probe field (see Fig. 1).
At low driving powers, we observe the expected vacuum ac
Stark shift [23–27]. This is followed by a transition regime
dominated by nonlinear effects as the power is increased.
For the Jaynes-Cummings model, such a transition has been
predicted and studied in the resonant qubit-cavity case [28–31].
In the dispersive limit, the transition region is no longer abrupt,
but it is expected to soften into a Kerr-type nonlinearity [29],
in agreement with our observations.

As the system approaches and enters the classical phase,
the frequency renormalization due to the BS effect results
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in a strongly nonmonotonic dependence on the number of
photons in the cavity. The effect escapes the scope of the
simple RWA, but can be modeled numerically using the
Floquet formalism [32] for a driven cavity coupled with a
multilevel transmon. The measured deviation from the RWA
result is in agreement with the simulations and constitutes
an experimental observation of the BS effect in a driven
quantum-to-classical transition.

Theoretical predictions for a two-level system. We develop
a simple physical picture of these phenomena by considering
the two lowest transmon states coupled with a cavity which
is driven by a tone of amplitude A and frequency ωd. The
resulting driven Rabi Hamiltonian (scaled with h̄) is written as

Ĥ = ωcâ
†â + ω0

2
σ̂z + g(â† + â)σ̂x + A cos(ωdt)(â

† + â),

(1)

where ωc and ω0 are the frequencies of the cavity and the qubit,
respectively, and g is the strength of the coupling (see Fig. 1).
We displace the Hamiltonian in Eq. (1) into the vacuum and
apply the RWA. After a Schieffer-Wolff transformation, we
obtain the driven JC Hamiltonian [33],

Ĥ = (ωc + χ0σ̂z)â†â + 1

2
(ω0 + χ0)σ̂z

+ G

2
(eiωdt σ̂− + e−iωdt σ̂+), (2)

where χ0 = g2/(ω0 − ωc) is the vacuum ac Stark shift. Thus,
the cavity frequency ωc + χ0σ̂z depends on the qubit state,
which is modulated by a drive with an effective strength G =
gA/

√
(ωc − ωd)2 + κ2/4, where κ is the cavity dissipation.

Consequently, at high powers, the effective cavity frequency
becomes a weighted average over the qubit state [18,34], i.e.,
simply ωc.

However, G diverges with increasing A, thus we expect
that the RWA is not valid at large drive powers. To capture
the behavior in this regime, we again transform the cavity in
Eq. (1) into the vacuum and then apply the counter-rotating
hybridized rotating-wave (CHRW) approximation [35,36].
After a Schrieffer-Wolff transformation, we obtain Eq. (2),
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FIG. 1. Schematic of the experimental setup. (a) Energy levels
of a dispersive JC system. The vacuum ac Stark shift is given by
χ0 = g2/(ω0 − ωc). (b) Optical micrograph of the main elements of
the sample (false colors). (c) We drive the cavity with a detuned drive
frequency ωd < ωc. The spectrum of the system is monitored by a
weak probe with frequency ωp, which is swept within the window
[4.36,4.39] GHz. (d) In the T1 measurements, the cavity is driven
continuously at ωd. In the steady state, a long 2 μs microwave pulse
at the ac Stark shifted transmon frequency ωq � ωc is applied to the
gate line of the transmon. When the pulse ends, the decay traces of
the system relaxing back to the steady state are monitored in the time
domain using a homodyne detection scheme.

but with a renormalized qubit frequency ω̃0 ≡ ω0J0(2Gξ/ωd)
and drive amplitude G̃/2 ≡ G(1 − ξ ). The parameter ξ is
determined by solving G(1 − ξ ) = ω0J1(2Gξ/ωd) [33].

We show the effective cavity resonance frequencies in the
RWA and CHRW approximation in Fig. 2(a). We compare the
results with the numerical simulations [33] of the probe reflec-
tion coefficient �(ωp) = [Z(ωp) − Z0]/[Z(ωp) + Z0], where
Z(ωp) and Z0 are the impedances of the driven cavity coupled
to a two-level transmon and the transmission line, respectively.
The impedance Z(ωp) was calculated from the probe-induced
transition rates between the quasienergy states of the driven
cavity-transmon system by employing the Kramers-Kronig
relation [17,33,37–44]. We see that the RWA gives an overall
qualitative behavior relatively well but lacks the nonmonotonic
behavior of the simulated resonance frequency toward the
high-power end of the spectrum. The CHRW approximation
is nonmonotonic and is quite accurate when compared to the
full numerical solution with G/ωd < 1, and even for higher
values of G when ω0/ωd < 1 [35]. However, it still fails to
match exactly the average numerical resonance at high drive
powers, since it neglects the second and higher harmonics of
the drive. At low powers, the deviation between the analytic
and numerical resonance locations is caused by the vacuum BS
shift χBS = g2/(ω0 + ωc) = 2π × 0.7 MHz. Strong driving
clearly amplifies the BS effect, which appears as a deviation
of nearly 3 MHz between the RWA and CHRW reflection
minima.

From Fig. 2(b) we can see the existence of three regimes: At
small average photon numbers, the response of the system is
quantum mechanical and corresponds to a cavity with constant
frequency shift. When the number of photons becomes of the
order of unity, the response is sensitive to the addition or
removal of photons, indicating a dispersive photon blockade
[45]. At large numbers of photons, the photon blockade
breaks [29], and the Bloch-Siegert shift produces an oscillatory
response as a function of added photons.
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FIG. 2. Numerical simulation of the spectrum for a two-level
system, corresponding to experimental values ωc/(2π ) = 4.376 GHz,
ω0/(2π ) = 5.16 GHz, g/(2π ) = 80 MHz, ωd/(2π ) = 4.350 GHz,
and κ/(2π ) = 4.0 MHz. (a) Probe reflection coefficient |�| as a
function of probe frequency ωp and cavity occupation Nc. The
locations of resonance in the RWA (blue) and in the CHRW (green)
approximations are shown as well. (b) Reflection coefficients for the
three different probe frequencies indicated in (a) with dashed vertical
lines.

Experimental results. The physical device [Fig. 1(b)]
consists of a λ/4-waveguide-resonator cavity capacitively
coupled to a transmon with EJ
/EC = 58, flux biased at
ω0/(2π ) = 5.16 GHz. For the cavity, ωc/(2π ) = 4.376 GHz
and κ/(2π ) = 4.0 MHz. The signals used for spectroscopy and
for relaxation measurements are shown in Figs. 1(c) and 1(d).

In Fig. 3(a), we present the measured reflection coefficient
� as a function of the probe frequency ωp and the number
of cavity quanta Nc at the off-resonant drive frequency
ωd/(2π ) = 4.35 GHz. The spectrum clearly shows a quantum-
to-classical transition and the BS effect, as expected from
previous theoretical considerations, and they are well matched
by numerical simulations for the Hamiltonian in Eq. (1),
generalized to the case of a multilevel transmon [22,33,46]
and including the counter-rotating terms. The numerics have
converged up to Nc ≈ 100 for N = 7 transmon states. We
have also performed a systematic experimental study of the
spectrum at various transmon and drive frequencies [33],
obtaining similar features to those presented in Fig. 3(a).

In the quantum regime, the transmon behaves as a two-
level system (qubit) with only σ̂z coupling to the cavity via a
â†âσ̂z term [cf. Eq. (2)]. Consequently, the two systems can
be addressed separately and, because [Ĥ ,σ̂z] = 0, the cavity
can be used for quantum nondemolition measurements of the
qubit population. The higher excited states of the transmon
start to contribute to the observed resonance location when
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FIG. 3. Frequency renormalization and Bloch-Siegert effect. (a)
Measured reflection coefficient |�| as a function of the probe
frequency ωp and the input power Pin at the sample (or equiva-
lent average number of cavity quanta Nc). Numerically calculated
resonance frequencies are shown with colored dots for N = 2,5,7
transmon states. (b) Measured relaxation time T1 (left axis) as a
function of Nc. On the right axis, we show the ac Stark shifted
qubit transition frequency ωq in the same interval. For Nc � 1, a
standard perturbative quantum treatment [47–49] can be used to
explain the data (continuous lines), while above these values the
increase of T1 can be modeled using a classical approach [33,50,51].
(c) Quantum-to-classical transition in the driven transmon-cavity
system. We show the numerically calculated average transmon state
occupation 〈N〉, occupation number fluctuations 〈δN2〉, and the order
parameter � as a function of the cavity occupation.

Nc ∼ 1, as seen from the deviation between the numerical
N = 2 and N = 7 results in Fig. 2(a). This coincides with the
breakdown of the dispersive approximation used in Eq. (2),
which is expected to be valid when Nc � Ncrit [47], where
Ncrit = [(ω0 − ωc)/(2g)]2 ≈ 30 for our experimental values.

At the transition and further in the classical regime, the
two subsystems become strongly hybridized. In this case,
[Ĥ ,σ̂z] 	= 0, and therefore the qubit population is no longer
conserved. We have observed this effect by performing
relaxation measurements: Under continuous constant driving
at ωd = 4.366 GHz [see Fig. 1(d)], we excite the system with
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FIG. 4. The Bloch-Siegert effect in the quantum and classical
regimes. (a) Measured reflection coefficient |�| as a function of ω0

and ωp, taken at high power (upper panel) and low power (lower
panel). The strongest resonance minima extracted from the data are
marked with dots. The lower panel demonstrates the vacuum BS shift
of χBS = 0.7 MHz, displayed as the difference between the calculated
cavity frequency with only the analytic vacuum Stark shift (ωc − χ0,
dashed white line) and with the analytic vacuum BS shift included
(ωc − χ0 − χBS, solid black line). (b) Bloch-Siegert shift as a function
of driving power (corresponding to Nc = 10–1650) in the classical
regime for ωd/(2π ) = 4.350, 4.355, and 4.360 GHz. We show the
experimental contour for the reflection coefficient and compare the
resonance locations with the classical-approximation formula for ω+
in Eq. (3) and with the numerical results with N = 5,7 (N = 7 is
calculated also in the RWA).

a long pulse at the ac Stark shifted transmon frequency and
we monitor the response of the cavity after this pulse ends.
We extract the relaxation time from fitting the relaxation
traces with an exponential [see Fig. 3(b)]. The results show
an increase in the relaxation time as the power is ramped
up to above a cavity photon number Nc ≈ 1, coinciding
with the onset of the quantum-to-classical transition. In the
same power range the qubit frequency decreases according to
the standard quantum theory of ac Stark shifted transitions
[47–49], which also includes effects caused by the higher
transmon energy levels. At about the same number of photons,
discrepancies with respect to this model start to appear. A
classical theory [33,50,51] which treats the transmon as an
anharmonic oscillator provides a good fitting with T1 up to the
power level when the cavity frequency can no longer be taken
as constant (about Nc ≈ 2, after which the measured T1 drops
again).

In Fig. 3(c), we demonstrate that the fluctuations 〈δN2〉 =
〈N2〉 − 〈N〉2 of the transmon occupation number change

020501-3



RAPID COMMUNICATIONS

I. PIETIKÄINEN et al. PHYSICAL REVIEW B 96, 020501(R) (2017)

rather abruptly when the drive power is swept over the
transition regime. Thus, distinctly from the transition predicted
by Carmichael [29], also the transmon becomes a multilevel
classical object. In the laboratory frame, we characterize the
quantum-to-classical transition by defining a dimensionless
order parameter � = |〈(â + â†)
̂x〉|, where 
̂x = ĉ + ĉ† is
the analog of σ̂x and ĉ is the annihilation operator for the
multilevel transmon [52]. Note that this order parameter
includes the correlations between the cavity and the transmon.
At low powers the order parameter saturates to a nearly zero
value given by �ground ≈ 2g/(ω0 + ωc) ≈ 10−2, indicating the
quantum regime. As the power increases, the order parameter
starts to increase at Nc ≈ 1 and the fluctuations become large
as well. At high enough power (approximately Nc = 10), the
system enters the classical phase, where a large number of
states participate in the dynamics. Interestingly, the BS effect
is reproduced by the order parameter, which is seen as the
nonmonotonic deviation between the RWA and non-RWA
order parameters.

In Fig. 4(a), we further demonstrate the essential difference
between the quantum and classical regimes and the role of
the Bloch-Siegert shift by analyzing the dependence of the
response on the qubit frequency at the two extremes of the
drive power. As expected, at very high powers the resonance is
located at the bare cavity frequency, irrespective of the
qubit frequency. At low drive powers, the resonance location
decreases with the qubit frequency, which is characteristic of
a vacuum Stark and BS shifted cavity. The inclusion of the
vacuum BS shift clearly gives a better fit to the resonance
data. We have also studied in more detail the BS effect in the
transition region. In addition to numerical results, we can also
employ the classical model to calculate the normal modes,

ω± =
√

�2 + ω2
c

2
± 1

2

√[
�2 − ω2

c

]2 + 16g2�2ωc/ω0, (3)

where �2 = J0(
√

Pin/P0)ω2
0, Pin is the power fed into the

system, and P0 = 1.0 pW. These are obtained by treating the
Josephson junction as a classical inductance and by averaging
over the drive period [33,53]. In Fig. 4(b), we present the results
of experiments at three different drive frequencies. Because
the transition occurs at a fixed value Nc ∼ 1 for all drive
frequencies [33], we show the responses in the same interval
of cavity quanta, ranging from Nc = 10 to 1650. One notices
that in all three measurements the BS effect is present. There
is very good agreement between the experimental data and the
numerics, and also in the high-power region the classical mode
ω+ provides a good match to the data.

To conclude, we have studied a driven-dissipative quantum-
to-classical transition in a circuit-QED setup consisting of a
transmon coupled to a cavity. The response of the system
to a weak probe reveals a clear signature of the Bloch-
Siegert shift, which is nonmonotonous in the drive power.
Our experiment paves the way toward future experiments
of quantum simulations of dissipative phase transitions in
one-dimensional circuit-QED lattices.
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