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Thermal transport through liquid-solid interfaces plays an important role in many chemical and biological
processes, and better understanding of liquid-solid energy transfer is expected to enable improving the efficiency
of thermally driven applications. We determine the spectral distribution of thermal current at liquid-solid interfaces
from nonequilibrium molecular dynamics, delivering a detailed picture of the contributions of different vibrational
modes to liquid-solid energy transfer. Our results show that surface modes located at the Brillouin zone edge
and polarized along the liquid-solid surface normal play a crucial role in liquid-solid energy transfer. Strong
liquid-solid adhesion allows also for the coupling of in-plane polarized modes in the solid with the liquid,
enhancing the heat-transfer rate and enabling efficient energy transfer up to the cutoff frequency of the solid. Our
results provide fundamental understanding of the energy-transfer mechanisms in liquid-solid systems and enable
detailed investigations of energy transfer between, e.g., water and organic molecules.
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I. INTRODUCTION

Energy transfer across liquid-solid interfaces plays an
important role not only in conventional heat exchange
applications such as heat pipes [1] but also in emerging
nanotechnological applications such as photothermal cancer
therapy [2], targeted drug delivery [3], solar vapor genera-
tion [4], reversible trapping of biomolecules [5], and nanofluid
cooling [6]. The transfer of vibrational energy between liquids
and solids is, however, poorly understood compared to solid-
solid interfaces, in part due to the difficulty of experimentally
isolating the thermal resistance of the interface [7,8]. Existing
experiments have, however, indicated [8—12] that the interfa-
cial conductance of a typical solid-liquid surface is generally
close to the conductance of a typical solid-solid interface.

Simulations of the complex vibrational dynamics at liquid-
solid interfaces are an invaluable tool in understanding the heat
transfer mechanisms. Molecular dynamics (MD) simulations
have been used to investigate the effects of, e.g., liquid-solid
bonding strength [13-16], temperature [17], pressure [18],
surface roughness [19,20], surface patterning [21], and surface
functionalization [22-25] on the interfacial conductance.
Detailed analysis of heat transfer mechanisms at solid-
liquid interfaces is, however, still lacking, mostly due to
the nonexistence of simplifying small-displacement approx-
imations allowing for extracting frequency-dependent mode
transmission functions as in stiff solid-solid surfaces (see, e.g.,
Refs. [26,27]).

In this paper, we gain access to the energy transfer
mechanisms at liquid-solid interfaces by utilizing our recently
developed method for calculating the spectrally decomposed
heat current (SDHC) from nonequilibrium molecular dy-
namics [28]. By combining SDHC with the wave-vector
decomposition [29,30], which we have previously developed
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for analyzing the contributions of different phonon branches
on thermal conduction, we provide a thorough picture of
the contributions of different vibrational modes on energy
transfer at liquid-solid interfaces. In order to highlight the
pertinent features in solid-liquid energy transfer instead of
addressing material-specific properties, we simulate a generic
Lennard-Jones (LJ) system with the potential parameters
of liquid argon and “stiff” argon as in numerous earlier
works [13-16,31,32]. The LJ potential accounts for the
pertinent features of interatomic interactions (repulsion and
attraction at small and large distances, respectively) and also
allows for simulating large systems efficiently.

II. THEORY AND METHODS
A. Spectral heat flux

Spectral heat current at the liquid-solid interface is deter-
mined by monitoring the force-velocity correlations at the
interface [28]. The starting point for the analysis is the total
heat flux flowing across the interface from the liquid (1) to the
solid (s) [33,34],

Qs = %ZZ(FU"(W +v)) )
jEl ieS

= %ZDFU Vi) 2)
jEl ieS

Here A is the interface area, the interparticle force F;; is defined
as the derivative of the interatomic interaction potential V;;
with respect to particle position x;,

aV;;
F;; = —ﬁ,

3)

and the identity [35] (F;; - v;) = (F;; - v;) was used in Eq. (2).
Following the derivation of Ref. [28], the heat flux Q]_, ¢ can
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be decomposed spectrally as

®dw
0= [ Soa e, @

where w is the angular frequency and the spectral heat flux
q]_,¢(w) is given by the expression

2 o0 .
9.5@) = Re) / dre' (Fij(1) - vi(0).  (5)

jel ies U7

Here t is the correlation time between forces and velocities
and the correlation function (F;;(#;) - v;(f2)) only depends on
the time-difference #; — t, due to the assumed steady state.

B. Simulation setup

We investigate the spectral heat flux in the simulation
system depicted in Fig. 1. LJ liquid of length Liiqua is
sandwiched between two LJ solids consisting of 40 x 8 x 8
unit cells in a face-centered cubic lattice oriented so that the
[100] crystal direction is along the x axis. The LJ interatomic
interaction energy is [36]

p 12 o 6
- (] o

where the particle sets i,j € {/,s} label either liquid (i €/
or jel)orsolid (i €s or j €s) and r is the interparticle
distance. We choose the potential and mass parameters of the
liquid to correspond to liquid argon [37]: ¢ = 3.4 A, ey =
1.67 x 102! J, and atomic mass m = 39.948 amu. For the
solid parts, m and o are unchanged but the interaction strength
is chosen as g;; = 10g;; as in earlier simulations [13,16,31].
The liquid-solid interaction parameter is set to &;; = &;; unless
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FIG. 1. (a) Schematic illustration of the studied system: Lennard-
Jones liquid sandwiched between two Lennard-Jones solids arranged
in a face-centered cubic lattice. The spectral heat current g_ ()
is calculated at the solid-liquid interfaces by monitoring the force
and velocity trajectories of the atoms located within the potential
cutoff distance from the liquid. (b) Typical temperature profile in the
nonequilibrium simulation. The spectral conductance is defined as
g(w) = |q)_ s(w)|/AT;, where AT is the temperature jump at the
surface.
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noted otherwise, and the interaction cutoff radius is r, = 2.50.
The length of the liquid region is chosen as Liiquig ~ 5.5 nm.

To impose nonequilibrium, atoms located in regions of
length Ly, = 13.6 nm are coupled to Langevin heat baths
at temperatures T + AT /2 and T — AT /2 in the left and
right solids, respectively. We use the Langevin bath relaxation
time T = 2.14 ps, corresponding to weak bath coupling [28].
Simulations are performed at the mean temperature 7 = 150K
and with the temperature bias AT = 50 K. System pressure
is set to P =50 MPa by controlling the system volume
with a barostat in an initial equilibrium simulation. In this
equilibrium run, periodic boundary conditions are employed
in all three spatial directions. The simulations were performed
at the average temperature of 7 = 150 K, which is close
to the value of T = 170 K recently used in Ref. [16]. At
T = 150 K, relatively high pressure is needed to ensure that
the pair distribution function of the middle part of the system
exhibits the oscillations expected in the liquid phase [36], and
we choose the value P = 50 MPa for our simulations. After the
equilibration, periodic boundary conditions are imposed only
in the y and z directions and atoms located in the two left- and
rightmost unit cells are fixed to avoid atomic sublimation at the
system boundaries. Atomic equations of motion are integrated
using LAMMPS simulation software [38] with the time step
4.28 fs.

Atomic velocities and forces are collected for the evaluation
of the spectral heat flux Eq. (5) during a nonequilibrium
collection run of 107 steps. Details of the evaluation of Eq. (5)
from the MD trajectories are discussed in Appendix A. A
typical nonequilibrium temperature profile observed in the
simulation is shown in Fig. 1(b). As expected, the temperature
profile exhibits a temperature jump AT at the interface due
to the nonzero thermal resistance. In the results below, we
normalize the calculated spectral heat flux by the temperature
jump to extract the spectral interface conductance as g(w) =
|gi—s(w)|/AT;. Here the absolute value accounts for the fact
that at the left interface, heat flows from the solid to the
liquid. Temperature jump A7 at the surface is determined
by extrapolating linearly fitted temperature profiles in the
solid and the liquid to the interface and calculating the
difference [18]. Note that the precise values of AT, are not
critically important in our analysis, because we focus on the
spectral distribution of conductance instead of absolute values.
The effects of structural parameters, pressure, and solid-liquid
mass ratio on the spectral conductance are discussed in the
Appendices.

III. NUMERICAL RESULTS

Figure 2 shows the spectral interface conductance g(w) =
|q1—s(@)|/ AT, versus frequency f = w/(2m) at the left and
right interfaces. Conductances calculated at the left and right
interfaces agree closely, suggesting that the conductance is
relatively insensitive to the temperature difference between the
left and right interfaces. In the analysis below, we therefore
focus on the spectral conductance at the left interface.

The spectral interface conductance of Fig. 2 has a maximum
at f ~ 2.4 THz, indicating the dominant contribution of
vibrations with frequencies around this value to the interfacial
heat transfer. The position of the peak differs from the
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FIG. 2. Spectral interface conductance g(w) = |g(w)|/AT; at the
left and right liquid-solid interfaces versus frequency. For reference,
also the spectrally decomposed bulk conductivity of the solid is
shown.

maximum position in the bulk spectral conductivity «(w) =
q(w)/|dT /dx| calculated for the two solids in direct contact
without the liquid (dT /dx is the thermal gradient in the bulk).
This shift in the position of maximum is similar to the shift in
the density of states at a free surface compared to the one of
the bulk [39]. Figure 2 also shows that the highest-frequency
modes in the bulk at frequencies f = 5 THz do not contribute
to liquid-solid energy transfer, indicating the decoupling of
high-frequency vibrations in the solid from the vibrations in
the liquid.

To better understand the shape of the spectral distribution of
Fig. 2, we take advantage of the translational invariance along
the y and z directions and decompose Eq. (5) into in-plane
wave-vector contributions as

g@)= Y qloq), (7)

qHESBZ

where q; = (gy,4;) is the in-plane wave vector and SBZ is the
two-dimensional Brillouin zone of the (100) surface [39]. The
decomposition is derived by substituting the two-dimensional
discrete Fourier transforms of forces F; and velocities v; in
Eq. (5) and performing the sum over unit cells in y and z
directions to eliminate one of the wave vectors [29,30].
Figure 3 shows the wave-vector-decomposed spectral cur-
rent at (a) the liquid-solid interface and (c) in bulk solid along
different directions in the two-dimensional Brillouin zone.
The wave vectors labeled as T', X, and M correspond to the
high-symmetry points in the (g,, g;) plane as in Ref. [39].
It can be seen from Fig. 3(a) that modes at the Brillouin
zone boundary X-M contribute strongly to the peak in the
spectral conductance at f =~ 2.3 THz (branch labeled A). By
comparing the vibrational density of states at the surface of
the solid [Fig. 3(b)] to the bulk density of states of the solid
[Fig. 3(d)], these modes at the zone boundary at f ~ 2.3 THz
can be identified as surface modes due to their absence in
the bulk [39] (note that the lowest-frequency modes at the
interface in the X-M line have a slightly smaller frequency
than the lowest-frequency bulk modes). The surface density of
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FIG. 3. (a) Wave-vector-decomposed spectral heat flux and
(b) interfacial density of states versus wave vector and frequency at
the solid-liquid interface (arbitrary units, brighter colors correspond
to larger values). (c) Wave-vector-decomposed spectral heat flux and
(d) interfacial density of states in the bulk solid. The surface mode
labeled as A in (a) and located on the Brillouin zone boundary X-M
contributes strongly to the interfacial conductance at f ~ 2.3 THz.
Surface mode labeled B has, on the other hand, smaller effect
on energy transfer due to its in-plane polarization. Figures have
been calculated for a 20 x 20 cross-section to improve the wave-
vector resolution compared to the 8 x 8 cross-section used in other
calculations.

states of Fig. 3(b) also shows a low-frequency surface mode in
the I'-X and X-M directions [labeled B in Fig. 3(a)]. The small
contribution of this surface mode on the spectral heat flux of
Fig. 3(a) can be understood by the fact that the mode is mostly
polarized in the in-plane direction [39] and cannot therefore
couple to the liquid, as discussed in more detail below. The
branch labeled A is, on the other hand, primarily polarized
in the out-of-plane direction, allowing for efficient coupling
between the solid and the liquid.
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In addition, Fig. 3(a) shows that the acoustic modes at low
frequencies (< 1 THz) and near the zone center I' couple
efficiently with the liquid. Their total contribution to the
spectral conductance of Fig. 2 is, however, small because they
occupy only a small region of the Brillouin zone in the (g,, g.)
plane.

Parameter values ¢ > 1 and €3 < | correspond, respec-
tively, to “wetting” and “nonwetting” liquids [13]. In the
former case, the liquid tends to form a wetting layer on the solid
surface [40], enhancing the heat transfer rate [11]. It has been
suggested [32] that the enhancement arises from the improved
coupling of in-plane vibrations at the solid surface with the
liquid, but this has not been transparently demonstrated. To
understand the role of interfacial bonding strength on heat
transfer, we show in Fig. 4 the spectral conductance for various
liquid-solid interaction parameters ¢js. To analyze the roles of
in-plane and out-of-plane vibrations (in and perpendicular to
the yz plane, respectively), we also show the x-coordinate
(out-of-plane) contribution,

ro= e

/El ieS Y

dte' " (Fj(t)v; (0), (8)

o0

on the spectral conductance as shaded regions.

In the case of weak liquid-solid bonding (g5 = 0.5¢y),
which corresponds to a hydrophobic surface, the contribution
of in-plane vibrations to the spectral conductance of Fig. 4 is
negligible. In this case, the liquid atoms satisfy a microscopic
free-slip boundary condition, allowing the liquid atoms to
flow freely along the surface, decoupled from the in-plane
vibrations of the solid [32]. Itis, however, important to note that
in-plane vibrations can be intimately coupled to out-of-plane
motion as in, e.g., Rayleigh waves.

In the case of a strong liquid-solid bonding (&5 = S¢y)),
on the other hand, the spectral conductance increases at
all frequencies. At frequencies f <2 THz, the increase

70
60 —  e,=9¢y
— es=¢

= 50 — =0.5e, ||
ESO s €u
l—
3; 40¢ x-component |
= 30t
=
3 20}
(=

10f
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Frequency (THz)

FIG. 4. Spectral conductance at the left liquid-solid interface for
various liquid-solid interaction parameters €. The shaded regions
denote the contribution of forces and velocities oriented along
the x coordinate (normal to the liquid-solid surface) to the total
conductance [Eq. (8)].
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originates mostly from the increased contribution of in-
plane vibrations: strong bonding essentially renders a no-slip
boundary condition [32] at the surface, forcing the velocities
of liquid atoms to follow the velocities of solid atoms and
allowing for energy transfer. At frequencies f = 2 THz, the
contribution of in-plane vibrations remains large, but also
vibrations along the surface normal (x axis) benefit from the
strong coupling and contribute more to the conductance: even
the highest-frequency modes with f = 5 THz can couple to
the liquid. The large contribution of high-frequency modes to
the conductance in the case of strong coupling is in contrast
with the predictions of Ref. [16], where the analysis of the
interfacial density of states in different cases suggested that
the increase in the conductance is likely to originate from
low-frequency modes. The difference in the conclusion is
expected to arise because the interfacial density of states
is only indirectly related to the thermal conductivity and
may therefore fail to reflect all the pertinent features of the
spectral heat current. In contrast, our spectral decomposition
method directly decomposes the thermal current as described
by MD into spectral domain and therefore is expected to avoid
potential complications in interpreting the spectral form of the
heat current. The hypotheses of Refs. [16,32] of the importance
of in-plane vibrations in the case of strong solid-liquid bonding
is, however, validated by our results.

It is important to note that in the strongly bonded case
(e1s = 5¢11), the liquid atoms closest to the solid adsorb to
the solid surface, enabling the transfer of high-frequency
vibrations between the solid and this wetting layer. We do
not expect, however, that these high-frequency vibrations
are able to carry energy deep into the liquid. Instead, they
are most likely transformed into lower-frequency vibrations
carrying the energy. In future, it could be fruitful to investigate
the validity of this hypothesis by calculating the spectral
decomposition of heat current inside the liquid.

IV. SUMMARY

In summary, we have determined the spectral distribution
of thermal conductance of liquid-solid interfaces, providing
fundamental microscopic understanding of the heat-transport
mechanisms. Energy transfer across the interface was shown
to be dominated by the surface modes located at the Brillouin
zone boundary and polarized along the surface normal (out-
of-plane). When the liquid-solid bonding is weak, only out-of-
plane vibrations along the surface normal contribute to energy
transfer, but strong interfacial bonding (hydrophilicity) allows
also for the coupling of transverse vibrations in the solid
with the liquid. Strong bonding also enables heat transfer at
very high frequencies, extending up to the cutoff frequency
of the solid. The presented results and methods lay ground
for future investigations of heat transfer mechanisms between
prevalent liquids such as water and complex materials such as
functionalized surfaces, nanoparticles, and biomolecules.

ACKNOWLEDGMENTS

The computational resources were provided by the Finnish
IT Center for Science and Aalto Science-IT Project. The work

052141-4



SPECTRAL MAPPING OF HEAT TRANSFER MECHANISMS ...

was partially funded by the Aalto Energy Efficiency Research
Programme (AEF) and the Academy of Finland.

APPENDIX A: EVALUATION OF THE HEAT-CURRENT
SPECTRUM

In the results section of the main manuscript, we report the
spectral heat-flux distributions g(w) = |g1—s(®)| at both left
and right liquid-solid interfaces. As discussed in Ref. [30], the
spectral flux can be calculated in terms of the discrete Fourier
transforms of the force and velocity trajectories of the atoms
in the left solid as

2 ~Jliquid NP
alos(@) = prRe ) ) (F @) @) (A
jel iel
where
pliid _ Z F, (A2)

jeL
is the total force exerted by the liquid on the solid atom i and

the Fourier transforms are defined for, e.g., the velocities as

M
Vilw) = Aty Y e A (kAL).
k=1

(A3)

Here At is the sampling interval, M is the number of samples,
and the discrete angular frequencies are w; = 27l/(M Aty).
By dividing the simulation run into blocks of size M,
determining the spectral current for each block and calculating
the interblock variances, we can estimate the statistical error
in the spectral currents. We use At; = 10Ar = 42.8 fs and
M = 50000 in our calculations. It is important to note that
only the atoms located within the potential cutoff distance r,
from the liquid contribute to Eq. (Al). Finally, the sharply
fluctuating spectra obtained from Eq. (Al) require spectral
smoothing, which is carried out with a rectangular window of
width Aw = 27 x 0.23 THz.

(a)35 ‘ ‘
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APPENDIX B: EFFECT OF LIQUID LENGTH AND
CROSS-SECTION SIZE

The spectral conductance g(w) shown in Fig. 2 of the main
manuscript can only be considered an inherent property of
the surface, if it is insensitive to the liquid length Liiguiq. In
Fig. 5(a), we therefore plot the spectral heat flux and the
conductance (obtained by dividing by AT'~* for various values
of Liiquia)- It can be seen in Fig. 5(b) that except for the shortest
liquid considered, L = 2.2 nm, the conductance is essentially
independent of the liquid length. This independence is closely
related to the diffusivity of heat transfer in the liquid: if the
mean free paths of heat carriers exceeded the length of the
liquid, local conductance could not be unambiguously defined
(which is the case in bulk superlattices).

Figure 5(b) shows the spectral conductance for various
cross-section sizes. Here, for example, 8 x 8 refers to eight
unit cells in y and z direction. The results of Fig. 5(b) show
that the conductance is not sensitive to the cross-section size
and, therefore, the results shown for 8 x 8 cross-section in the
main manuscript do not suffer from finite-size effects.

APPENDIX C: SPECTRAL HEAT CURRENT IN THE BULK

Figure 6 compares the spectral heat current at the liquid-
solid interface to the heat currents inside the solid in the vicinity
of the interface. The calculation of spectral currents in the solid
has been described earlier in Ref. [28]. Figure 6 shows that the
frequency distribution of heat current is very different in the
solid and the liquid. In the solid, the spectral distribution is
similar to the bulk distribution in the absence of liquid (Fig. 2
in the main manuscript), with a peak at ~4 THz. This analysis
shows that the localized surface modes, which are strongly
coupled with the liquid and therefore contribute to solid-liquid
heat transfer at < 2.5 THz, are able to couple also with the
propagating bulk modes and therefore mediate energy transfer.

APPENDIX D: EFFECT OF PRESSURE

Exerting pressure on the solid-liquid system is known
to boost the interfacial conductance at hydrophilic inter-
faces [18], because the increasing pressure enables closer

(b) 30 ‘ :
— 8x8
25} —  12x12 |1
E — 20x20
T 20 |
A4
Eis
=
=
— 10t
3
5
5,
% 1 2 3 4 5 6

Frequency (THz)

FIG. 5. (a) Spectral conductance g(w) at the left interface for various lengths of the liquid at 7 = 150 K and P = 50 MPa. (b) Spectral

conductance for various numbers of unit cells in the cross-section.
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FIG. 6. Spectral heat current g(w) inside the solid in the immedi-
ate vicinity of the interface, compared to the current at the solid-liquid
interface. In the labeling of heat currents in the solid, the first unit
cell (u.c.) refers to the two solid monolayers closest to the liquid,
second unit cell refers to the third and fourth monolayers away from
the interface, etc.

contact between the liquid and the solid. To investigate which
frequencies play the main role in the enhancement, we plot in
Fig. 7(a) the spectral conductance at pressures P = 25 MPa,
P =50 MPa (the case of Fig. 2 in the manuscript), and
P = 100 MPa for ¢;; = 1. Figure 7(a) shows the contribution
of low-frequency vibrations at < 1 THz to the spectral heat
current depends only weakly on pressure. In the frequency
range from 1 to 5 THz, however, increasing the pressure
increases the spectral conductance, and the enhancement is
especially notable at 2> 2 THz. The calculation of Fig. 7(a) has
been performed for intermediate coupling ¢;, and we expect
that the effect of pressure is even stronger for smaller &, [18].

To investigate the effect of pressure on the system dynamics
in more detail, we plot in Fig. 7(b) the vibrational spectrum

PHYSICAL REVIEW E 93, 052141 (2016)

of the confined liquid. The spectrum is calculated from the
velocity autocorrelation function as

S(w) « Z f ” dte'® (v; (1)v; (0)).

iel ¥

(D1)

For a harmonic solid, the spectrum S(w) coincides with
the phonon density of states and therefore provides direct
information of atomic vibrations. For a liquid, the spectrum
S(w) contains, on the other hand, (indirect) information of both
atomic vibrations and atomic diffusion [41]. The contribution
of diffusion to S(w) is apparent from the fact that S(w = 0) is
proportional to the diffusion constant in a bulk liquid [41].

Figure 7(b) shows at low pressure, vibrational spectrum
is dominated by the low frequencies < 2 THz. The domi-
nance of low frequencies highlights the ease of diffusion at
low pressure and the related suppression of high-frequency
vibrations. We believe that this suppression of high-frequency
collective vibrations is intimately linked to the suppression of
thermal conductance at high frequencies. When the pressure
is increased to 100 MPa, on the other hand, liquid-liquid
interactions become stronger, which hinders diffusion and
boosts high-frequency vibrations. This broadening of the
spectrum enables more efficient energy transfer between the
liquid and the solid at high frequencies. It is notable that
the high-pressure spectrum exhibits a maximum at a nonzero
frequency, typical of nonconfined liquids [42].

APPENDIX E: EFFECT OF LIQUID MASS

The effect of the mass mismatch of the liquid and solid
atoms on the interfacial conductance has been investigated
by Ge and Chen [43]. The authors noticed that increasing
the solid-liquid mass ratio ma,/miquia typically increases the
conductance by enabling larger overlap in the vibrational
spectra. By determining spectral heat currents, we can extend
their analysis by investigating which vibrational frequencies
contribute to the enhanced conductance.

(a)40 ‘ ‘ (b) ‘ ‘
35| —  P=100 MPa . — P=100 MPa
— P=50 MPa = P =50 MPa
= 30 —— P=25MPa > P =25 MPa
T 2
[ | ©
v 25 \;
£ 20 S
; [oN
= 15} %
— [
3 o
= 10f ©
S
5l S
% 1 2 3 4 5 0 1 2 3 4 5 6
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Frequency (THz)

FIG. 7. (a) Spectral conductance g(w) at the left liquid-solid interface for different pressures P. (b) Vibrational spectrum in the liquid in

the three cases.
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FIG. 8. (a) Spectral heat current g(w) at the left liquid-solid interface for different liquid atom masses mjquiq. (b) Vibrational spectrum in
the liquid in the three cases. While the calculation of vibrational density of states in the solid would require normalizing S(w) by the atomic
mass, we have not carried out this normalization for the liquid in order to highlight the effect of liquid mass on diffusion constant [proportional

to S(w = 0)].

Figure 8(a) shows the spectral conductance for different
liquid masses mjiquia. The mass of the solid atoms is ma;.
Figure 8 shows that at low frequencies, < 1 THz, changing
Mmiiquid does not change the spectral conductance. This insen-
sitivity at low frequencies (long wavelengths) suggests the
inapplicability of the acoustic mismatch model (AMM) [44]
on heat transfer at a classical liquid-solid interface. AMM
predicts, after all, that the resistance is proportional to the
mismatch in the acoustic impedances Z; = p;c;, where p and ¢
are the mass density and phonon velocity. No such dependence
on density can be observed in Fig. 8(a) at low frequencies,
where the long-wavelength approximation employed in AMM
is valid.

At frequencies larger than 1 THz, on the other hand, the ef-
fect of liquid atom mass on the spectral conductance is strong.
For small mass miquia = 0.5ma,, the spectral conductance
exhibits a very strong peak at ~ 2.3 THz. When the liquid mass
is larger than the solid atom mass (miiquia = 2mar), the con-

ductance distribution is, on the other hand, relatively flat, and
the contribution of high-frequency modes (2 3 THz) is small.

To further analyze the effect of liquid mass, we show in
Fig. 8(b) the vibrational spectra for the three mass values.
First, one can notice that reducing the mass enhances the
diffusion, visible in the zero-frequency limit in the spectrum
(proportional to the diffusion constant). This is intuitively
expected, because the root-mean-square velocities of the atoms
are inversely proportional to the square root of the mass and
higher velocities are expected to lead to stronger diffusion.
The case of low pressure (Fig. 7) shows, however, that the
diffusivity of liquid atoms does not play as important a role
in liquid-solid heat transfer as the presence of high-frequency
vibrations. Figure 8(b) shows that reducing the liquid mass
notably broadens the spectrum and enables high-frequency
vibrations in the liquid. Similar to the case of high pressure
(Fig. 7), this broadening is accompanied by increased conduc-
tance.

[1] Amir Faghri, Review and advances in heat pipe science and
technology, J. Heat Transfer 134, 123001 (2012).

[2] Surbhi Lal, Susan E. Clare, and Naomi J. Halas, Nanoshell-
enabled photothermal cancer therapy: Impending clinical im-
pact, Acc. Chem. Res. 41, 1842 (2008).

[3] Mallika Das, Nicolas Sanson, Daniele Fava, and Eugenia Ku-
macheva, Microgels loaded with gold nanorods: Photothermally
triggered volume transitions under physiological conditions,
Langmuir 23, 196 (2007).

[4] Oara Neumann, Alexander S. Urban, Jared Day, Surbhi Lal,
Peter Nordlander, and Naomi J. Halas, Solar vapor generation
enabled by nanoparticles, ACS Nano 7, 42 (2013).

[5] Dale L. Huber, Ronald P. Manginell, Michael A. Samara,
Byung-Il Kim, and Bruce C. Bunker, Programmed adsorption
and release of proteins in a microfluidic device, Science 301,
352 (2003).

[6] Pawel Keblinski, Jeffrey A. Eastman, and David G. Cahill,
Nanofluids for thermal transport, Materials Today 8, 36
(2005).

[7] Jonglo Park, Jingyu Huang, Wei Wang, Catherine J. Murphy,
and David G. Cahill, Heat transport between au nanorods,
surrounding liquids, and solid supports, J. Phys. Chem. C 116,
26335 (2012).

[8] Hari Harikrishna, William A. Ducker, and Scott T. Huxtable, The
Influence of Interface Bonding on Thermal Transport Through
Solid-Liquid Interfaces, Appl. Phys. Lett. 102, 251606 (2013).

[9] Orla M. Wilson, Xiaoyuan Hu, David G. Cahill, and Paul
V. Braun, Colloidal Metal Particles as Probes of Nanoscale
Thermal Transport in Fluids, Phys. Rev. B 66, 224301 (2002).

[10] Zhenbin Ge, David G. Cahill, and Paul V. Braun, AuPd
metal nanoparticles as probes of nanoscale thermal transport
in aqueous solution, J. Phys. Chem. B 108, 18870 (2004).

052141-7


http://dx.doi.org/10.1115/1.4007407
http://dx.doi.org/10.1115/1.4007407
http://dx.doi.org/10.1115/1.4007407
http://dx.doi.org/10.1115/1.4007407
http://dx.doi.org/10.1021/ar800150g
http://dx.doi.org/10.1021/ar800150g
http://dx.doi.org/10.1021/ar800150g
http://dx.doi.org/10.1021/ar800150g
http://dx.doi.org/10.1021/la061596s
http://dx.doi.org/10.1021/la061596s
http://dx.doi.org/10.1021/la061596s
http://dx.doi.org/10.1021/la061596s
http://dx.doi.org/10.1021/nn304948h
http://dx.doi.org/10.1021/nn304948h
http://dx.doi.org/10.1021/nn304948h
http://dx.doi.org/10.1021/nn304948h
http://dx.doi.org/10.1126/science.1080759
http://dx.doi.org/10.1126/science.1080759
http://dx.doi.org/10.1126/science.1080759
http://dx.doi.org/10.1126/science.1080759
http://dx.doi.org/10.1016/S1369-7021(05)70936-6
http://dx.doi.org/10.1016/S1369-7021(05)70936-6
http://dx.doi.org/10.1016/S1369-7021(05)70936-6
http://dx.doi.org/10.1016/S1369-7021(05)70936-6
http://dx.doi.org/10.1021/jp308130d
http://dx.doi.org/10.1021/jp308130d
http://dx.doi.org/10.1021/jp308130d
http://dx.doi.org/10.1021/jp308130d
http://dx.doi.org/10.1063/1.4812749
http://dx.doi.org/10.1063/1.4812749
http://dx.doi.org/10.1063/1.4812749
http://dx.doi.org/10.1063/1.4812749
http://dx.doi.org/10.1103/PhysRevB.66.224301
http://dx.doi.org/10.1103/PhysRevB.66.224301
http://dx.doi.org/10.1103/PhysRevB.66.224301
http://dx.doi.org/10.1103/PhysRevB.66.224301
http://dx.doi.org/10.1021/jp048375k
http://dx.doi.org/10.1021/jp048375k
http://dx.doi.org/10.1021/jp048375k
http://dx.doi.org/10.1021/jp048375k

K. SAASKILAHTI, J. OKSANEN, J. TULKKI, AND S. VOLZ

[11] Zhenbin Ge, David G. Cahill, and Paul V. Braun, Thermal
Conductance of Hydrophilic and Hydrophobic Interfaces, Phys.
Rev. Lett. 96, 186101 (2006).

[12] Zhiting Tian, Amy Marconnet, and Gang Chen, Enhanc-
ing Solid-Liquid Interface Thermal Transport Using Self-
Assembled Monolayers, Appl. Phys. Lett. 106, 211602 (2015).

[13] L. Xue, P. Keblinski, S. R. Phillpot, S. U.-S. Choi, and J. A.
Eastman, Two regimes of thermal resistance at a liquid-solid
interface, J. Chem. Phys. 118, 337 (2003).

[14] Jean Louis Barrat and Francois Chiaruttini, Kapitza resistance
at the liquid-solid interface, Mol. Phys. 101, 1605 (2003).

[15] Bo Hung Kim, Ali Beskok, and Tahir Cagin, Molecular
dynamics simulations of thermal resistance at the liquid-solid
interface, J. Chem. Phys. 129, 174701 (2008).

[16] Ashutosh Giri and Patrick E. Hopkins, Spectral Analysis of
Thermal Boundary Conductance Across Solid/Classical Liquid
Interfaces: A Molecular Dynamics Study, Appl. Phys. Lett. 105,
033106 (2014).

[17] Ge Song and Chen Min, Temperature dependence of thermal
resistance at a solid/liquid interface, Mol. Phys. 111,903 (2013).

[18] An Pham, Murat Barisik, and BoHung Kim, Pressure depen-
dence of kapitza resistance at gold/water and silicon/water
interfaces, J. Chem. Phys. 139, 244702 (2013).

[19] H. Sam Huang, V. Varshney, J. L. Wohlwend, and A. K. Roy,
Heat transfer at aluminum-water interfaces: Effect of surface
roughness, J. Nanotechnol. Eng. Med. 3, 031008 (2013).

[20] Chengbin Zhang, Yongping Chen, and G. P. Peterson, Thermal
slip for liquids at rough solid surfaces, Phys. Rev. E 89, 062407
(2014).

[21] K. M. Issaand A. A. Mohamad, Lowering liquid-solid interfacial
thermal resistance with nanopatterned surfaces, Phys. Rev. E 85,
031602 (2012).

[22] Gota Kikugawa, Taku Ohara, Toru Kawaguchi, Eiichi Torigoe,
Yasumasa Hagiwara, and Yoichiro Matsumoto, A molecular
dynamics study on heat transfer characteristics at the interfaces
of alkanethiolate self-assembled monolayer and organic solvent,
J. Chem. Phys. 130, 074706 (2009).

[23] Natalia Shenogina, Rahul Godawat, Pawel Keblinski, and
Shekhar Garde, How Wetting and Adhesion Affect Thermal
Conductance of a Range of Hydrophobic to Hydrophilic
Aqueous Interfaces, Phys. Rev. Lett. 102, 156101 (2009).

[24] Hari Acharya, Nicholas J. Mozdzierz, Pawel Keblinski, and
Shekhar Garde, How chemistry, nanoscale roughness, and the
direction of heat flow affect thermal conductance of solid-water
interfaces, Ind. Eng. Chem. Res. 51, 1767 (2012).

[25] J. Soussi, S. Volz, B. Palpant, and Y. Chalopin, A Detailed
Microscopic Study of the Heat Transfer at a Water Gold Interface
Coated with a Polymer, Appl. Phys. Lett. 106, 093113 (2015).

[26] W. Zhang, T. S. Fisher, and N. Mingo, The atomistic Green’s
function method: An efficient simulation approach for nanoscale
phonon transport, Numer. Heat Transfer, Part B 51, 333 (2007).

PHYSICAL REVIEW E 93, 052141 (2016)

[27] K. Saaskilahti, J. Oksanen, and J. Tulkki, Thermal balance
and quantum heat transport in nanostructures thermalized
by local langevin heat baths, Phys. Rev. E 88, 012128
(2013).

[28] K. Saaskilahti, J. Oksanen, J. Tulkki, and S. Volz, Role of
anharmonic phonon scattering in the spectrally decomposed
thermal conductance at planar interfaces, Phys. Rev. B 90,
134312 (2014).

[29] Y. Chalopin and S. Volz, A Microscopic Formulation of the
Phonon Transmission at the Nanoscale, Appl. Phys. Lett. 103,
051602 (2013).

[30] K. Saaskilahti, J. Oksanen, S. Volz, and J. Tulkki, Frequency-
dependent phonon mean free path in carbon nanotubes from
nonequilibrium molecular dynamics, Phys. Rev. B 91, 115426
(2015).

[31] L. Xue, P. Keblinski, S. R. Phillpot, S. U.-S. Choi, and J. A.
Eastman, Effect of liquid layering at the liquid-solid interface
on thermal transport, Int. J. Heat Mass Transf. 47, 4277 (2004).

[32] Matthew E. Caplan, Ashutosh Giri, and Patrick E. Hopkins,
Analytical model for the effects of wetting on thermal boundary
conductance across solid/classical liquid interfaces, J. Chem.
Phys. 140, 154701 (2014).

[33] Robert J. Hardy, Energy-flux operator for a lattice, Phys. Rev.
132, 168 (1963).

[34] K. Saaskilahti, J. Oksanen, R. P. Linna, and J. Tulkki, Thermal
conduction and interface effects in nanoscale Fermi-Pasta-Ulam
conductors, Phys. Rev. E 86, 031107 (2012).

[35] Abhishek Dhar, Heat transport in low-dimensional systems,
Adv. Phys. 57, 457 (2008).

[36] M. P. Allen and D. J. Tildesley, Computer Simulation of Liquids
(Oxford University Press, Oxford, 2006).

[37] A.Rahman, Correlations in the motion of atoms in liquid argon,
Phys. Rev. 136, A405 (1964).

[38] Steve Plimpton, Fast parallel algorithms for short-range molec-
ular dynamics, J. Comput. Phys. 117, 1 (1995).

[39] R. E. Allen, G. P. Alldredge, and F. W. de Wette, Studies of
vibrational surface modes. II. Monatomic fcc crystals, Phys.
Rev. B 4, 1661 (1971).

[40] Zhi Liang and Hai-Lung Tsai, Thermal conductivity of in-
terfacial layers in nanofluids, Phys. Rev. E 83, 041602
(2011).

[41] N. H. March and M. P. Tosi, Introduction to Liquid State Physics
(World Scientific, Singapore, 2002).

[42] J. Mart{ and M. C. Gordillo, Time-dependent properties of liquid
water isotopes adsorbed in carbon nanotubes, J. Chem. Phys.
114, 10486 (2001).

[43] Song Ge and Min Chen, Vibrational coupling and kapitza
resistance at a solid-liquid interface, Int. J. Thermophys. 34,
64 (2013).

[44] E. T. Swartz and R. O. Pohl, Thermal boundary resistance, Rev.
Mod. Phys. 61, 605 (1989).

052141-8


http://dx.doi.org/10.1103/PhysRevLett.96.186101
http://dx.doi.org/10.1103/PhysRevLett.96.186101
http://dx.doi.org/10.1103/PhysRevLett.96.186101
http://dx.doi.org/10.1103/PhysRevLett.96.186101
http://dx.doi.org/10.1063/1.4921758
http://dx.doi.org/10.1063/1.4921758
http://dx.doi.org/10.1063/1.4921758
http://dx.doi.org/10.1063/1.4921758
http://dx.doi.org/10.1063/1.1525806
http://dx.doi.org/10.1063/1.1525806
http://dx.doi.org/10.1063/1.1525806
http://dx.doi.org/10.1063/1.1525806
http://dx.doi.org/10.1080/0026897031000068578
http://dx.doi.org/10.1080/0026897031000068578
http://dx.doi.org/10.1080/0026897031000068578
http://dx.doi.org/10.1080/0026897031000068578
http://dx.doi.org/10.1063/1.3001926
http://dx.doi.org/10.1063/1.3001926
http://dx.doi.org/10.1063/1.3001926
http://dx.doi.org/10.1063/1.3001926
http://dx.doi.org/10.1063/1.4891332
http://dx.doi.org/10.1063/1.4891332
http://dx.doi.org/10.1063/1.4891332
http://dx.doi.org/10.1063/1.4891332
http://dx.doi.org/10.1080/00268976.2012.756990
http://dx.doi.org/10.1080/00268976.2012.756990
http://dx.doi.org/10.1080/00268976.2012.756990
http://dx.doi.org/10.1080/00268976.2012.756990
http://dx.doi.org/10.1063/1.4851395
http://dx.doi.org/10.1063/1.4851395
http://dx.doi.org/10.1063/1.4851395
http://dx.doi.org/10.1063/1.4851395
http://dx.doi.org/10.1115/1.4007584
http://dx.doi.org/10.1115/1.4007584
http://dx.doi.org/10.1115/1.4007584
http://dx.doi.org/10.1115/1.4007584
http://dx.doi.org/10.1103/PhysRevE.89.062407
http://dx.doi.org/10.1103/PhysRevE.89.062407
http://dx.doi.org/10.1103/PhysRevE.89.062407
http://dx.doi.org/10.1103/PhysRevE.89.062407
http://dx.doi.org/10.1103/PhysRevE.85.031602
http://dx.doi.org/10.1103/PhysRevE.85.031602
http://dx.doi.org/10.1103/PhysRevE.85.031602
http://dx.doi.org/10.1103/PhysRevE.85.031602
http://dx.doi.org/10.1063/1.3077315
http://dx.doi.org/10.1063/1.3077315
http://dx.doi.org/10.1063/1.3077315
http://dx.doi.org/10.1063/1.3077315
http://dx.doi.org/10.1103/PhysRevLett.102.156101
http://dx.doi.org/10.1103/PhysRevLett.102.156101
http://dx.doi.org/10.1103/PhysRevLett.102.156101
http://dx.doi.org/10.1103/PhysRevLett.102.156101
http://dx.doi.org/10.1021/ie2010274
http://dx.doi.org/10.1021/ie2010274
http://dx.doi.org/10.1021/ie2010274
http://dx.doi.org/10.1021/ie2010274
http://dx.doi.org/10.1063/1.4913905
http://dx.doi.org/10.1063/1.4913905
http://dx.doi.org/10.1063/1.4913905
http://dx.doi.org/10.1063/1.4913905
http://dx.doi.org/10.1080/10407790601144755
http://dx.doi.org/10.1080/10407790601144755
http://dx.doi.org/10.1080/10407790601144755
http://dx.doi.org/10.1080/10407790601144755
http://dx.doi.org/10.1103/PhysRevE.88.012128
http://dx.doi.org/10.1103/PhysRevE.88.012128
http://dx.doi.org/10.1103/PhysRevE.88.012128
http://dx.doi.org/10.1103/PhysRevE.88.012128
http://dx.doi.org/10.1103/PhysRevB.90.134312
http://dx.doi.org/10.1103/PhysRevB.90.134312
http://dx.doi.org/10.1103/PhysRevB.90.134312
http://dx.doi.org/10.1103/PhysRevB.90.134312
http://dx.doi.org/10.1063/1.4816738
http://dx.doi.org/10.1063/1.4816738
http://dx.doi.org/10.1063/1.4816738
http://dx.doi.org/10.1063/1.4816738
http://dx.doi.org/10.1103/PhysRevB.91.115426
http://dx.doi.org/10.1103/PhysRevB.91.115426
http://dx.doi.org/10.1103/PhysRevB.91.115426
http://dx.doi.org/10.1103/PhysRevB.91.115426
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2004.05.016
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2004.05.016
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2004.05.016
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2004.05.016
http://dx.doi.org/10.1063/1.4870778
http://dx.doi.org/10.1063/1.4870778
http://dx.doi.org/10.1063/1.4870778
http://dx.doi.org/10.1063/1.4870778
http://dx.doi.org/10.1103/PhysRev.132.168
http://dx.doi.org/10.1103/PhysRev.132.168
http://dx.doi.org/10.1103/PhysRev.132.168
http://dx.doi.org/10.1103/PhysRev.132.168
http://dx.doi.org/10.1103/PhysRevE.86.031107
http://dx.doi.org/10.1103/PhysRevE.86.031107
http://dx.doi.org/10.1103/PhysRevE.86.031107
http://dx.doi.org/10.1103/PhysRevE.86.031107
http://dx.doi.org/10.1080/00018730802538522
http://dx.doi.org/10.1080/00018730802538522
http://dx.doi.org/10.1080/00018730802538522
http://dx.doi.org/10.1080/00018730802538522
http://dx.doi.org/10.1103/PhysRev.136.A405
http://dx.doi.org/10.1103/PhysRev.136.A405
http://dx.doi.org/10.1103/PhysRev.136.A405
http://dx.doi.org/10.1103/PhysRev.136.A405
http://dx.doi.org/10.1006/jcph.1995.1039
http://dx.doi.org/10.1006/jcph.1995.1039
http://dx.doi.org/10.1006/jcph.1995.1039
http://dx.doi.org/10.1006/jcph.1995.1039
http://dx.doi.org/10.1103/PhysRevB.4.1661
http://dx.doi.org/10.1103/PhysRevB.4.1661
http://dx.doi.org/10.1103/PhysRevB.4.1661
http://dx.doi.org/10.1103/PhysRevB.4.1661
http://dx.doi.org/10.1103/PhysRevE.83.041602
http://dx.doi.org/10.1103/PhysRevE.83.041602
http://dx.doi.org/10.1103/PhysRevE.83.041602
http://dx.doi.org/10.1103/PhysRevE.83.041602
http://dx.doi.org/10.1063/1.1373646
http://dx.doi.org/10.1063/1.1373646
http://dx.doi.org/10.1063/1.1373646
http://dx.doi.org/10.1063/1.1373646
http://dx.doi.org/10.1007/s10765-012-1362-2
http://dx.doi.org/10.1007/s10765-012-1362-2
http://dx.doi.org/10.1007/s10765-012-1362-2
http://dx.doi.org/10.1007/s10765-012-1362-2
http://dx.doi.org/10.1103/RevModPhys.61.605
http://dx.doi.org/10.1103/RevModPhys.61.605
http://dx.doi.org/10.1103/RevModPhys.61.605
http://dx.doi.org/10.1103/RevModPhys.61.605

