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Abstract

The exaggerated intonation and special rhythmic properties of infant-directed speech (IDS) have been hypothesized to attract infants’ attention to the speech stream. However, there has been little work actually connecting the properties of IDS to models of attentional processing or perceptual learning. A number of such attention models suggest that surprising or novel perceptual inputs attract attention, where novelty can be operationalized as the statistical (un)predictability of the stimulus in the given context. Since prosodic patterns such as F0 contours are accessible to young infants who are also known to be adept statistical learners, the present paper investigates a hypothesis that F0 contours in IDS are less predictable than those in adult-directed speech (ADS), given previous exposure to both speaking styles, thereby potentially tapping into basic attentional mechanisms of the listeners in a similar manner that relative probabilities of other linguistic patterns are known to modulate attentional processing in infants and adults. Computational modeling analyses with naturalistic IDS and ADS speech from matched speakers and contexts show that IDS intonation has lower overall temporal predictability even when the F0 contours of both speaking styles are normalized to have equal means and variances. A closer analysis reveals that there is a tendency of IDS intonation to be less predictable at the end of short utterances, whereas ADS exhibits more stable average predictability patterns across the full extent of the utterances. The difference between IDS and ADS persists even when the proportion of IDS and ADS exposure is varied substantially, simulating different relative amounts of IDS heard in different family and cultural environments. Exposure to IDS is also found to be more efficient for predicting ADS intonation contours in new utterances than exposure to the equal amount of ADS speech. This indicates that the more variable prosodic contours of IDS also generalize to ADS, and may therefore enhance prosodic learning in infancy. Overall, the study suggests that one reason behind infant preference for IDS could be its higher information value at the prosodic level, as measured by the amount of surprisal in the F0 contours. This provides the first formal link between the properties of IDS and the models of attentional processing and statistical learning in the brain. However, this finding does not rule out the possibility that other differences between the IDS and ADS also play a role.
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1. Introduction

Infant-directed speech (IDS) is a speaking style that talkers often use when interacting with young infants. In contrast to adult-directed speech (ADS), IDS tends to have exaggerated intonational contours with higher fundamental frequency (F0) and larger frequency range (e.g., Grieser & Kuhl, 1988), hyperarticulated vowels (Kuhl et al., 1997; but see also Martin et al., 2015), and shorter utterances with a higher token/type ratio (Phillips, 1973). Particular timbral characteristics have also been recently identified (Piazza, Iordan & Lew-Williams, 2017). In addition to serving as language input tuned to the developmental stage of the listener (e.g., Snow, 1977), one hypothesized role of the exaggerated nature of IDS is that it may engage infants’ attention to the speech stream more efficiently than ADS (e.g., Garnica, 1977; Fernald, Taeschner, Dunn, Papousek, de Boysson-Bardies & Fukui, 1989; Thiessen, Hill & Saffran, 2005, see also Soderstrom, 2007, for an overview), thereby facilitating language learning from speech. In support of this, a systematically higher attentional preference and pre-linguistic and linguistic interactional engagement towards IDS speakers was found in a recent meta-analysis conducted by Spinelli, Fasolo and Mesman (2017).

Although the exaggerated intonation of IDS is often implicitly assumed to be the cause for higher attentional attractiveness, according to our knowledge, no study has systematically evaluated properties of IDS in the context of what is known about perceptual mechanisms for stimulus-driven attention. Instead, the evidence for higher attentional capture of IDS largely comes from behavioral studies that show that infants prefer to listen to IDS over ADS (Fernald, 1985; Cooper & Aslin, 1990; Pegg, Werker & McLeod, 1992). In addition, based on acoustic analyses and their perceptual correlates, IDS is often characterized as more salient or prominent than ADS, therefore also potentially being more interesting to the listeners (e.g., Garnica, 1977; Fernald et al., 1989; Soderstrom, 2007). However, the existing work has not explicated the concept of saliency or the nature of the link between saliency and attention in a manner that would enable concrete predictions of what counts as attention-capturing speech and why. In addition, it appears that larger magnitudes or variations in standard acoustic correlates of prosody do not necessarily map to higher attentional capture of the speech. For instance, Singh, Morgan, and Best (2002) found that IDS with higher and more variable pitch was not enough to capture infants’ attention over emotional speech.

Since stimulus-driven attention and prominence of sensory input seem both to be connected to the unpredictability of the stimuli in the given context (see the next sub-section; see also Kidd, Piantadosi & Aslin, 2012, 2014), it would be parsimonious to assume that the greater attention-capturing
properties of IDS over ADS would be also based on probabilistic expectations. In other words, existing knowledge suggests that one reason why IDS might be more attractive to the listeners is simply because it exhibits different predictability properties than ADS at the level of prosodic features, given earlier exposure to speech in both speaking styles. For instance, larger variability of F0 in IDS already implies, but does not guarantee\(^1\), higher uncertainty regarding the realization of the intonation at any moment in time. However, no study has systematically compared the prosodic predictability of IDS and ADS from a statistical learning point of view. This is despite the fact that infants are known to be sensitive to statistical regularities in their perceptual experience (c.f., Saffran et al., 1996; Saffran, 2003; Soderstrom et al., 2009, and references therein) and to the prosodic structure of their native language already from an early age (e.g., Nazzi et al., 1998).

In the present paper, a quantitative investigation is carried out in order to test whether IDS intonation is indeed not just more variable, but also less predictable than ADS, thereby being in line with the predictability-based accounts of perceptual attention. Importantly, we assume that the listener is able to learn the typical behavior of intonational contours from speech experience, and this creates the basis for prosodic expectations for new speech input. In order to do this, a straightforward computational model of statistical learning is applied to F0 trajectories of naturalistic IDS and ADS and tested in its ability to predict intonational contours on speech utterances from both speaking styles.

### 1.1 Stimulus-driven attention and statistical learning

A number of models for stimulus-driven perceptual attention suggest that attention is drawn to stimuli that are low-probability, or unpredictable, in the given context (Itti & Baldi, 2009; Zhang et al., 2008; Tsuchida & Cottrell, 2012; Zarcone et al., 2016). From this viewpoint, attentional processing can be seen as a mechanism that enables the perceptual system to focus on aspects of the environment with high information content (Shannon, 1948), that is, input that is not yet learned and thereby accurately predicted by the brain (cf., Helmholtz, 1860; Ranganath & Rainer, 2003; Friston, 2010; Clark, 2013). In addition, all behavioral paradigms for testing infant learning in experimental settings are based to a greater or lesser extent on some kind of preferential sampling of the environment based on the current knowledge of the infant. This inherently couples familiarity with external stimuli to the resulting attentional behavior. However, infants are also known to prefer visual and auditory stimuli that are surprising or novel only as long as the input is not too unlikely in the given context. This phenomenon is

---

\(^1\) Unless speech is assumed to be a normally distributed IID process without temporal contiguity, a larger F0 range does not guarantee lower temporal predictability (cf., e.g., a simple sine wave, which is equally predictable regardless of amplitude or frequency).
also known as the Goldilocks effect (Kidd et al., 2012, 2014) where the preferred degree of predictability is not too much or too little. This suggests that instead of just preferring the most unlikely inputs in each situation, the input stream should still be structured enough to support learning—a prerequisite for experience-based evaluation of the relative information value of different competing inputs.

Predictability-based accounts also have a notable role in several aspects of human language processing (e.g., Jurafsky, 1996; Jurafsky, Bell, Gregory & Raymond, 2001; Watson, Arnold & Tanenhaus, 2008). In the context of prosody, earlier work has demonstrated the role of prosodic prominence in the regulation of information rate in speech (e.g., Aylett & Turk, 2004) and, e.g., tight coupling of lexical and syntactic analysis and prosodic parsing of the speech stream (e.g., Steinhauer, Alter & Friederici, 1999; Buxó-Lugo & Watson, 2016). In addition, recent work in adult speech perception suggests that low-probability intonation patterns in the context of otherwise predictable prosody are associated with higher perceptual prominence of the concurrent words (Kakouros & Räsänen, 2016). Moreover, low-probability prosodic events seem to alter the semantic processing of the speech (e.g., Magne et al., 2005; Kakouros, Salminen & Räsänen, 2018) similarly to low-probability lexical items in a predictive context (e.g., Cole, Mo & Hasegawa-Johnson, 2010). Recent preliminary findings also suggest that adult listeners are sensitive, and rapidly adapt, to changing statistical properties of the intonation patterns and this leads to experience-based expectations for prosody (Kakouros et al., 2018). When these expectations are violated, the subjective impression of prominence gets enhanced and the semantic processing of the stimulus becomes altered (Kakouros et al., 2018).

Overall, the earlier research indicates that auditory attention and perceptual prominence are connected to the predictability of the prosodic patterns, and this may also play a role in the perception of IDS.

Importantly, the concept of predictability necessitates some type of mechanism for learning regularities from experience, thus connecting attention and prominence with the concept of statistical learning. The most parsimonious assumption would be that prosodic learning utilizes the same statistical learning mechanisms hypothesized to play a role in other aspects of language acquisition, but now operating at the level of prosodic features such as F0 contours and energy envelopes instead of the phonemic units of the language. Since infants are known to be adept statistical learners of various linguistic and non-linguistic regularities, since it has long been known that prosodic cues are perceptually accessible to them (e.g., Kuhl & Miller, 1982; Hirsh-Pasek, Kemler Nelson, Jusczyk, Cassidy, Druss & Kennedy, 1987), and since they also seem to be sensitive to distributional properties
of non-native tonal patterns at least at the age of 11–12 months (Liu & Kager, 2014), it is reasonable to assume that infants are also sensitive to the general statistical structure of speech prosody.

If predictability of the stimulus is a major factor in controlling stimulus-driven attention in infants, as exemplified by the widely used preferential head-turn or looking-time paradigms to probe infants’ learning, and if predictability also plays a role in infants’ behavioral preferences for IDS, we would expect IDS to have different predictability properties than ADS. In the present study, we will look into one specific aspect of IDS, namely, intonation, and test how well F0 contours can be predicted over time for the two speaking styles in question.

2. Data

The speech material used in the present experiments comes from the ManyBabies study that aims to replicate IDS preference across a large number of labs (The ManyBabies Consortium, 2017). In the context of that study, naturalistic speech from female caregivers to their infants or from caregivers to other adults was recorded in central Canada and Northeastern US. All caregivers had infants aged 122–250 days. The recordings were carried out in an infant-friendly greeting area/testing room using lapel clip-on microphones connected to smartphones. The task involved describing a closed set of labeled objects by asking the mother to take each object out of a bag one at a time and talk about it to her baby (IDS) or to an experimenter (ADS). In addition, there were two types of objects: those assumed to be familiar to the infants (e.g., a ball or a block) and those considered as novel (e.g., a sieve or a whisk). After rough manual segmentation of the recordings into utterances, the utterances were also classified into three categories: those containing the familiar object word, those containing the unfamiliar object word, and utterances without naming of the object.

In the present study, we used the Canadian section of the recordings, containing speech from a total of 11 mothers. The US recordings (4 mothers) were excluded due to significant presence of room reverberations and otherwise differing recording conditions that could have impacted our acoustic analyses. Utterances from all three categories (familiar, unfamiliar, no label) were included in the data. Four utterances with less than three segments with valid F0 estimates (see Methods) were discarded, leading to a total of \( N = 1070 \) utterances (673 IDS, 397 ADS) with an average of \( 97.3 \pm 35.6 \) utterances per talker. In the resulting data, the average utterance length was \( 1.7 \pm 1.1 \) s for IDS and \( 4.1 \pm 3.1 \) s for ADS when measured from the beginning of the first syllable to the end of the last syllable (see below).
3. Methods

The overall goal of the analysis was to compare predictability of F0 trajectories in the IDS and ADS utterances using a statistical model. The model was first trained on intonation contours from both speaking styles, thereby simulating a child’s exposure to different styles of speaking (e.g., overheard speech), and then tested in its capability to predict intonation in novel utterances spoken either in IDS or ADS style. The modeling was done by first estimating F0 trajectories for all speech, segmenting the speech into short-term temporal segments, parametrizing F0 trajectories during each segment, clustering the syllable-specific parameters into a finite number of discrete categories (“F0 shapes”) in an unsupervised manner, and then modeling the temporal evolution of these F0 shapes across time. By training a predictive model from a set of utterances and then computing the likelihoods of F0 trajectories on a set of held-out utterances, statistical descriptors of F0 predictability could be estimated from the data. These descriptors, such as average utterance-level F0 predictability, were then compared between IDS and ADS from the same talkers during the object description task (Section 2). Fig. 1 shows a block diagram of the processing pipeline for an individual utterance. All experiments and analyses were conducted in MATLAB unless mentioned otherwise.

![Block diagram of the F0 predictability analysis](image)

Figure 1: A schematic view of the F0 predictability analysis. The output is the probability of F0 in segment $s$ given the observed F0 in $m$ preceding segments (after training the statistical model on a number of other utterances).

3.1 Pre-processing of F0 trajectories

F0 trajectories were estimated at a 100-Hz sampling rate with YAAPT-algorithm (Zahorian & Hu, 2008; version 4.0), constraining F0 estimates to the range of 120–600 Hz. YAAPT’s ptch_fix() tool was used to post-process the pitch tracks for potential estimation errors and to perform shape-preserving piecewise cubic interpolation of the trajectories across unvoiced regions. 30-ms median filtering was also applied to the resulting pitch tracks to remove single outlier values. For the predictability analysis, utterance-level F0 tracks were transformed into logarithmic scale and then z-score normalized to zero mean and unit variance in order to focus on scale-free temporal behavior of the pitch trajectories (see...
left panel in Fig. 3 for the resulting distributions for IDS and ADS). In addition, the original non-normalized and non-interpolated F0 contours were used as baseline features in the analyses.

As for the temporal segmentation, we compared two approaches: 1) syllable-based segments where F0 modeling was constrained by the rhythmic properties of speech, and 2) uniformly spaced segments where F0 was sampled and predicted at regular intervals. The former can be considered to be justifiable based on two perspectives: that of speech production where prosodic phenomena such as F0 contours tend to be tied to the underlying syllabic frames, and also speech perception where syllabic units or the closely related envelope-driven cortical oscillations are believed to play a central role in infant (e.g., Jusczyk, 1993; Mehler, Dupoux & Segui, 1990; Swingley, 2005) and adult (e.g., Ghitza, 2011; Giraud & Poeppel, 2012; Gross et al., 2013) processing of incoming speech. On the other hand, fixed-frame analysis may provide more consistent data for predictive modeling due to the absence of any potential syllabification errors (see below) and by removing any temporal variation in the predictive context or distance up to which the F0 predictions are made. In addition, fixed-frame windowing decouples the temporal sampling from the underlying linguistic content in the signals, which is not the case for syllable-timed sampling. This is particularly important, given the reported differential effects of utterance-final lengthening on IDS and ADS (e.g. Albin & Echols, 1996; Bernstein Ratner, 1986; Church et al., 2005).

All utterances were syllabified automatically using a sonority envelope-based syllable segmentation model described in Räsänen, Doyle, and Frank (2018). All syllables preceding the utterance onsets or following utterance offsets, as defined by reliable F0 estimates from YAAPT, were discarded, leading to a total of 13903 syllables in the data set. Note that although this type of acoustic syllabification is not perfectly accurate in terms of the phonological rules of the language, it still provides systematic and speaking style agnostic chunking of speech into syllable-like units with each unit consisting of a sonorous peak surrounded by less-sonorous onsets and coda (see also, e.g., Villing, Ward & Timoney, 2006, and references therein). Importantly, such acoustics-based chunking can be argued to better match the syllabification capabilities of pre-linguistic infants, since infants also have to rely on non-phonological acoustic cues in their perception of speech before they master the sound system of their native language (Räsänen et al., 2018). After obtaining the final syllable boundaries, every syllable was divided into two uniform-length sub-segments to provide a more detailed picture of the F0 dynamics within each syllable. As for the fixed-frame segmentation, 100-ms non-overlapping segments were used in order to maintain a similar temporal resolution and boundary conditions as with
the syllable-based segments. Also in this case, voicing information was used to determine the first and last valid segment of each utterance.

Figure 2: An example of segment-wise 2nd order polynomial approximation of the F0 trajectory. **Top:** The original speech waveform with automatically estimated syllable boundaries with vertical lines. **Middle:** YAAPT-estimated and z-score normalized log(F0) trajectory with interpolation across unvoiced signal regions (blue solid line) and the corresponding 2nd order polynomial least-squares fit for F0 during each ½ syllable (red dashed line). Segment boundaries are shown with vertical lines. **Bottom:** Same as the middle panel but now with 100-ms fixed-length segments.

Following the segmentation, F0 trajectories during each segment were parametrized by fitting a second order polynomial to the trajectory in time (Fig. 2). The polynomial coefficients without the constant term were then used as a parametric description of the F0 during the segment (see Fig. 3 right panel for coefficient distributions for syllabic frames). Parameters across all segments in the data were then vector quantized into $Q$ discrete categories. This was done by first applying standard k-means clustering with random initialization to the training data, and then finding the nearest cluster $q \in Q$ for each sample in the training and test sets (see below for data division). In practice, these $Q$ shapes correspond to different F0 patterns with varying curvature and rate of change as a function of time, a larger $Q$ simply meaning more fine-grained distinction between F0 patterns that occur during the segments.
Figure 3: Left: Histogram distributions of z-score normalized log(F0) values for IDS and ADS across the entire dataset. After normalization, both speaking styles have highly similar distributions for context-independent measurements. Note that a substantial proportion of values are close to 0 due to the interpolation of the F0 trajectories across unvoiced regions. Right: Scatter plot of second-order polynomial coefficients without intercept, fit to normalized F0 contours (syllabic temporal segments), and used as input to the quantization of F0 trajectories. Marginal distributions (normal distributions fit to the data) are also shown for easier comparison. IDS exhibits a slightly higher variance of F0 shapes during each segment (slope $a_1$ and curvature $a_2$), but the overall distributions are highly similar for the two speaking styles.

3.2 Temporal modeling of F0 state sequences

As a result of the pre-processing, the F0 trajectory of each utterance was described as a sequence of discrete states $q_s \in Q$, one state per segment $s$. In order to quantify the predictability of F0, we investigated two alternative models to capture temporal regularities in the pitch tracks: mixed-order Markov chain model (MOCM; Saul & Pereira, 1997) and Long Short-Term Memory neural networks (LSTM; Hochreiter & Schmidhuber, 1997). Instead of computing $n$-gram statistics for different $n$-gram orders and then choosing and/or merging the models with the best predictive capability (where 2-grams would correspond to standard transitional probabilities), MOCM and LSTM both provide a principled way to model varying-order Markov processes with a single set of model parameters. Since they can also capture long-term dependencies in the data, they are especially suitable for modeling the present type of F0 sequences where both short- and long-term dependencies may exist in parallel.

In MOCM, the probability of an F0 shape $q_s$ in segment $s$, given the preceding $m$ segments, is calculated as
\[ P(q_{s} | q_{s-1}, ..., q_{s-m}) = \]
\[ \sum_{k=1}^{m} \lambda_{k}(q_{s-k}) M_{k}(q_{s-k}, q_{s}) \prod_{j=1}^{k-1} [1 - \lambda_{j}(q_{s-j})] \]  

(1)

where lag-specific transition matrices \( M \) and transition weights \( \lambda \) are estimated from training data using the Expectation Maximization (EM) algorithm (Saul & Pereira, 1997). In the context of the present study, \( M_{k} \) describes the transition probabilities between segmental F0 contours at different lags \( k \) while \( \lambda \) weights these probabilities from different distances based on the reliability of the probability estimates in the context of the observed shapes. In the experiments, MOCM model order was always set to \( m = 5 \). We used our own MATLAB implementation\(^2\) of MOCM, originally used in Räsänen & Saarinen (2016).

LSTM is essentially a recurrent neural network (RNN) where hidden layer or layers of the network can capture temporal dependencies in the data by storing information on the preceding samples into the hidden activations of the network. In contrast to standard RNNs, LSTMs do not suffer from the problem of vanishing gradients during error backpropagation (training of the network). This enables them to learn statistical dependencies across long temporal distances, and therefore they are widely utilized in the current state-of-the-art machine learning systems for modeling and predicting temporal data. In the present experiments, the input to the LSTM was always 10 previous F0 shapes (segments) \( q_{s-10} \ldots q_{s-1} \) and the output was a posterior distribution \( P(q_{s} | q_{s-1}, ..., q_{s-10}) \) over the next element in the sequence, i.e., corresponding to left hand side of Eq. (1) with \( m = 10 \). The actual implementation consisted of an embedding layer that transformed integer sequences into distributed continuous 30-dimensional vectors, a single LSTM hidden layer with 30 units using sigmoid activation function, and an output layer with softmax activation that maps the output from the LSTM-layer into a probability distribution proper. The LSTM model was implemented using Keras/Theano libraries for deep learning (Chollet, 2015), trained using RMSprop as the optimizer, categorical cross-entropy as the loss criterion, using mini-batch size of 10, and running the training until no improvement in model fit to the training data was observed.

In the experiments, MOCM and LSTM models were trained using the F0 sequences from a combined pool of IDS and ADS utterances and using style-balanced training. Balancing was done by first sampling a held-out test set consisting of 10% of all IDS and ADS utterances. Then the remaining 90% of the IDS utterances were used for the training together with a randomly sampled subset of the remaining ADS utterances so that the overall duration of the IDS and ADS training data was ensured to

\(^2\) MATLAB scripts used in our experiments, including the MOCM implementation, are available for download at http://github.com/orasanen/IDS_predictability
be equal\(^3\). The reason for choosing an equal amount of IDS and ADS for the main analyses was that we wanted to ensure that any differences we might observe in the results are not simply driven by the amount of training data for the speaking style in question. In contrast, we first wanted to focus on the acoustic and temporal characteristics of the two speaking styles without any additional confounding factors. Since the ManyBabies corpus is not very large, it is likely that the presently used relatively powerful statistical models would benefit from additional training data beyond what is available in the corpus, resulting in a higher prediction accuracy for the style for which more data are available. In a follow-up experiment reported in Section 5.2, we relax this constraint and explore the impact of different proportions of IDS and ADS in the training to study whether the main findings also generalize to the typical proportions of IDS heard in different language environments.

Figure 4: An example utterance “What is this?” with corresponding speech waveform at the top, the original and interpolated F0 contour in the middle, and the resulting F0 likelihood contour at the bottom (100-ms uniform frames with MOCM model). In this case, the initial falling pitch is considered as relatively predictable by the model. However, the uncertainty increases from the unvoiced frication to the sudden large and non-monotonic pitch change during the sentence-final stressed word “this”.

After the training, segment-by-segment estimation of F0 likelihoods on the remaining held-out utterances was carried out using Eq. (1) or the LSTM network. The procedure was repeated in a 10-fold manner until all utterances had been used in the test set. The allocation of utterances into training and testing sets was purely random, and therefore both contained speech from the same 11 unique talkers. We decided not to use speaker-specific models for F0 due to the modest number of utterances per talker

\(^3\) In order to use full utterances, the number of included ADS utterances was always \(N-1\) where \(N\) would have led to more ADS than IDS speech in seconds.
that would have caused data sparsity issues in the model estimation. As a result, the obtained probability estimates describe *how expected is the F0 behavior in the given context given a preceding exposure to a large number of F0 trajectories from both speaking styles*, low probability reflecting unexpected and thereby potentially attention capturing intonation.

Note that the choice of $Q$, the number of quantization categories for the F0 shapes, contains an inherent tradeoff between the resolution of the F0 trajectory modeling and the amount of data required for model estimation. Although there is no a priori reason to consider any $Q$ specifically favoring IDS or ADS due to the z-score normalization of all F0 values, we wanted to minimize the impact of $Q$ in our analyses. Therefore the simulations were conducted for $Q = 6, 12, \text{ and } 24$ with segment-specific likelihood estimates averaged across all these runs. In addition, all likelihoods were averaged across five runs of the entire experiment to diminish any variation caused by random initialization of the k-means centroids, parameters of the LSTM network, or sampling of the utterances for the training and testing data. Fig. 4 shows an example of an IDS utterance with its F0 trajectory and the resulting probability contour that was then used in the data analysis (the next section).

### 4. Data analysis

Five utterance-level statistical descriptors, namely, the *mean, SD, min, max*, and *range* (max–min) were calculated for the F0 likelihoods across all segments in each utterance. In addition, the corresponding descriptors were extracted from normal (unnormalized) F0 estimates in Hz as a reference. Talker and style-specific (IDS vs ADS) means for the descriptors were then averaged across all the utterances from the given talkers. Before the main statistical analyses, the statistical descriptors for F0 likelihoods were corrected for the variable amount of matching training data for the specific speaker and speaking style in question. This was done by first fitting a speaker-independent linear regression model from the number of matching training samples to the statistical descriptors, and then subtracting the speaker- and style-specific prediction from the original value, thereby decorrelating the measures with respect to the amount of matching training data.

In order to test differences between IDS and ADS, the normalized descriptors for F0 predictability and descriptors for the original F0 values were then compared between the IDS and ADS conditions using paired t-test with a significance level of $p < 0.05$ (Holm-Bonferroni corrected for the ten comparisons and $df = 10$ for all reported stats). The analyses were conducted separately for LSTM and MOCM models and for the syllabic and fixed-frame temporal segments in order to explore the robustness of any observed effects towards the modeling and sampling considerations.
5. Results

The first main finding from the analyses was that the MOCM and LSTM models performed very similarly across the conditions and having highly-correlated segment-by-segment likelihood outputs ($r = 0.978$ for fixed-frame and $r = 0.984$ for syllabic segments; rank correlation). In addition, the main findings from the syllabic and fixed-frame analyses were highly similar, MOCM model with syllabic segments having the best overall fit to the data (with mean likelihood $E\{P(q_s | context)\} = 0.333$ per frame\(^4\), followed by syllabic segment LSTM (0.311), uniform segment MOCM (0.291), and uniform segment LSTM (0.268). For conciseness, this section focuses on reporting the results for the syllabic MOCM model, as it can be considered as representative for the other variants as well, and, unless otherwise mentioned, with only minor differences in the reported effect sizes. The corresponding results for all four variants can be found in Appendix A.

---

\(^4\) Note that the number of frames for syllabic and uniform segments is not equal, and therefore likelihood per frame is reported instead of the typically used (log-)likelihood over all the data.
Fig. 5 shows a summary of the MOCM syllabic segment results together with standard F0 descriptors, and where asterisks and t-statistics denote significant differences between IDS and ADS. As expected, the mean F0 frequencies of the 11 speakers are higher in IDS (220.5 Hz ± 22.4 Hz) than in ADS (196.2 ± 17.2 Hz). In addition, the minimum F0 is higher in IDS (168.2 ± 16.9 Hz) than ADS (150.1 ± 15.3 Hz). The maximum F0 during utterances also seems to be higher in IDS (302.4 vs 275.9 Hz) but does not reach significance after normalization for multiple comparisons, while the range and standard deviation of F0 are not different between IDS and ADS. In general, this pattern of baseline results is in line with the well-established finding that IDS has on average higher pitch than ADS.

As for the predictability, the mean predictability of F0 in IDS is significantly lower than in ADS ($\bar{t}(10) = 6.15$, Cohen’s $d = 3.89$). In addition, the standard deviation of utterance-level F0 likelihoods is lower in IDS ($\bar{t}(10) = 4.77$, $d = 3.01$), as are the maximum ($\bar{t}(10) = 7.61$, $d = 4.82$) and range ($\bar{t}(10) = 7.77$, $d = 4.91$) of the likelihoods. The same pattern of results is observed for all four variants of the model (Appendix A). The results therefore support our primary hypothesis that predictability of IDS intonation is different from ADS, and, specifically, IDS predictability is lower than that of ADS.

5.1 Temporal analysis

We were also interested in how the predictability of the intonation changes as a function of position in the utterances, and whether the differences in IDS and ADS would be specific to certain position(s). Since the data consist of utterances of various lengths with ADS utterances having substantially larger average duration, the analysis was conducted separately for short and long utterances using a division that ensured that several utterances from each talker ended up in both categories. In practice, we determined the set of short utterances by finding cutoff values for the maximum number of syllables in IDS and ADS utterances such that the style-specific distributions of utterance lengths (in syllables) were not statistically different from each other. We also required the total number of tokens in each length/style-group to be above 100. As a result, ADS utterances with 11 or less automatically detected syllables and IDS utterances with $\leq$ 13 syllables were considered as short ($N = 567$ IDS with a mean length of $M = 6.7$, SD = 3.18 syllables, and $N = 116$ ADS with $M = 7.1$, SD = 2.7 syllables; difference not significant: $t(681) = 1.43$, $p = 0.152$, unpaired t-test). All other utterances were considered as long ($N = 106$ IDS with $M = 18.2$ syllables, $N = 281$ ADS with $M = 26.1$ syllables; ADS utterances significantly longer). Even though the resulting short category still consists of relatively long utterances, considering
typical IDS, cross-style comparison of shorter utterances was not possible due to the relatively few short ADS utterances in the ManyBabies corpus.

Figs. 6 and 7 show the F0 predictability measures as a function of the relative position in the utterances together with the corresponding average F0 contours. The reported values are based on resampling the varying-length F0 likelihood contours into ten bins and then averaging the results across all data (i.e., contours of different length tokens within the same length- and style-group were stretched or shrunk to have an equal length of 10 segments to enable the comparison). When looking at the trend of predictability across the duration of the short utterances, it appears that the predictability of IDS intonation first increases and then decreases towards the end of the utterances. This is also confirmed by correlational analysis where the probability increases during the first half of the utterance ($r = 0.953$, $p = 0.012$; linear correlation) and decreases during the last half ($r = -0.888$, $p = 0.044$). In ADS, the first half shows an increasing trend ($r = 0.950$, $p = 0.014$) whereas the latter half does not exhibit any systematic decrease. An exception is the last segment that largely corresponds to the interpolated transition from utterance-final voicing to the first (discarded) segment without voicing. The difference between IDS and ADS towards utterance endings is also visible in the average z-score normalized log(F0) contour (Fig. 6, bottom panel): IDS tends to have on average higher F0 near the end of the utterances, whereas ADS has higher average normalized pitch in the middle sections of the utterances.

In long utterances (Fig. 7), the shape of the predictability contours is highly similar for IDS and ADS, both first increasing during the first half ($r = 0.966$ and $r = 0.991$ for IDS and ADS, respectively; $p < 0.05$) and then staying at a stable level except for the final transition to silence. The lack of any substantial local variations in the contours is expected, as the variance in the linguistic content and number of words in such long utterances is large, diminishing any potential effects of temporally localized prominent words in individual utterances. This is also reflected in the normalized F0 contours where the overall intonation contour is similar for long IDS and ADS utterances.
Since short utterances are especially typical for IDS, we were also interested in whether the utterance length is related to the overall degree of surprisal in intonation. Fig. 8 shows the correlation between the number of syllables in IDS utterances and the mean, SD, max, and range of the F0 likelihoods during the same utterances. The same analysis is also shown for the raw F0 in Hz. According to the present
statistical modeling approach, intonation in short utterances is harder to predict than in long utterances, even though the mean of standard F0 does not substantially depend on the utterance length. Overall, utterance length in syllables explains approximately 33% of the variance in average predictability. In addition, longer utterances tend to have more variable likelihood contours and slightly larger variance for F0 (in Hz) as well. The dependency of range and maximum descriptors on utterance length is not surprising, as longer utterances are more likely to exhibit extreme values on both absolute and probabilistic scales.

Figure 8: Linear correlation between IDS utterance length (in syllables) and mean, SD, max and range descriptors of F0 likelihoods (left) and F0 in Hz (right).

To see whether the correlation between predictability and utterance length depended on the position within the utterances, the analysis was also conducted separately for each of the time bins in the resampled likelihood trajectories (cf. Figs. 6 and 7) and the result is shown in Fig. 9. The main finding from the analysis is that F0 predictability at the middle- and end-sections of IDS utterances is much more dependent on the utterance length than those in ADS, IDS utterance endings becoming more predictable as the number of syllables (~words) in the utterance increases. Since the average predictability of IDS is still lower than ADS, this further illustrates that utterance-final intonation is
especially surprising for short IDS utterances and the differences decrease with increasing utterance length (see also Figs. 6 and 7).

Figure 9: Correlation between utterance length (in syllables) and mean F0 predictability as a function of the relative temporal position in the utterances. Higher \( r \) means that predictability at that position increases more with utterance length (see also Fig. 8, top left panel).

Importantly, the temporal analyses reveal that the differences in IDS and ADS predictability are not simply caused by the shorter average IDS utterance duration. In principle, predictions for F0 during the first segments (syllables) of each utterance can be assumed to be more difficult than later in the utterance simply because there is little or no preceding F0 context to rely on. If the IDS utterances are shorter on average, the relative proportion of these “difficult” segments becomes larger, and therefore this could lower the mean predictability of IDS in the data in contrast to ADS. However, as Figs. 6–9 demonstrate, the differences between IDS and ADS are not specific to utterance onsets, but show up as a systematic difference in the latter halves of short utterances. This rules out the possibility that utterance duration or any duration-related processing artifact would be solely responsible for the observed differences in IDS and ADS. The observed pattern of results also fits well with the empirical finding where novel content words tend to be located at utterance-final positions in IDS (Aslin, Woodward, LaMendola & Bever, 1996; Fernald & Mazzie, 1991), which may be helpful for word learning.
5.2 Sensitivity to proportion of IDS in language input

Figure 10: Mean, SD and max utterance-level predictability of F0 contours for IDS and ADS speech for different proportions of IDS in the training data with the rest consisting of ADS speech. The results are shown for MOCM temporal model using syllabic segmentation. The total amount of training data (in seconds) is the same for all proportions. Error bars denote ±1 SE across all talkers.

It is unlikely that infants hear exactly equal amount of ADS and IDS in their natural environments, and therefore the so-far used balanced training setup is not necessarily representative of prosodic learning and perception in the wild. In reality, the proportion of IDS from all speech input to infants can depend on factors such as cultural environment, socioeconomic status, age of the child, or other family-specific factors, reports ranging from 20% to 70% of all speech in the vicinity being directed to the child (e.g., Shneidman & Goldin-Meadow, 2012; Weisleder & Fernald, 2013; Cristia et al., in press). It was therefore of interest whether the present findings would hold when the proportion of IDS in the language input varies from the previously used equal exposure to IDS and ADS. To study this, we re-ran our main simulations by setting the amount of IDS speech to 0%, 25%, 50%, 75% or 100% of the training data (measured in seconds). The total amount of training data was fixed to 20.3 minutes corresponding to all IDS available in the corpus, and we did not apply any speaker- and style-dependent normalization of the likelihoods as was previously done in the main analyses. Fig. 10 shows the results for the main descriptors of interest (mean, SD, and max of F0 likelihood), using MOCM model with syllabic segments. Since the results were again qualitatively the same for LSTM and MOCM, and for fixed-frame and syllable-frame segmentation, the other variants are not shown separately.

---

5 Since there was more ADS than IDS in the corpus, this was done to ensure that overall amount of training data does not vary between different proportions of IDS in the training set.
There are two key findings to be observed in Fig. 10. First, the IDS intonation is less predictable independently of the proportion of IDS in the training data, confirming that the effect is not critically dependent on the previous assumption of balanced IDS and ADS exposure. Secondly, the predictability of both IDS and ADS is higher when there is more IDS in the training data. That is, hearing IDS seems to be also more beneficial for statistical learning of ADS intonation contours than hearing speech in adult-directed speaking style, when learning is measured in terms of capability to predict intonation in novel sentences. What this somewhat counterintuitive finding suggests is that the more variable temporal dynamics of IDS not only contain just some abstract “information” in terms of average surprisal (self information defined as $I = -\log(p)$), which could be simply due to highly volatile F0 behavior that is difficult to learn, but would still align with the predictability-based theory for attentional orientation. Instead, the higher information density of IDS also translates into faster learning of intonation contours, which, technically speaking, means that the exposure to IDS has higher information gain (reduction in predictive uncertainty) for the present statistical learning models. This is concrete modeling support for the idea that the more variable IDS speaking style may boost prosodic learning in infants. In contrast, the previous studies on the potential benefits of higher acoustic variability of IDS in phonetic learning have been more mixed (e.g., de Boer & Kuhl, 2003; Kirchhoff & Schimmel, 2005; McMurray et al., 2013; Martin et al., 2015).

This control experiment also suggests that the lower predictability of IDS F0 is not simply due to larger quantization errors of the F0 parameters or larger errors in F0 estimation, as such style-specific biases should not translate into better learning of ADS trajectories. However, it is still possible that the slightly more variable F0 parameters (Fig. 3, right) in IDS in comparison to ADS acts as an implicit regularizer for the statistical models, preventing over-fitting to the training data, and thereby leading to better generalization towards novel utterances in both speaking styles. To make sure that this was not the case, we also re-ran the experiment using only 3 iterations of EM-algorithm in the MOCM-model estimation (default = 30), stopping learning well before the convergence of the model parameters. This did not cause qualitative changes in the results, but led to lower overall predictability for both IDS and ADS due to the less accurate models. This suggests that model over-fitting to ADS but not to IDS was not behind the pattern of the results observed.

5.3 Further analyses

As a follow-up validation of the main findings, we also ran binary logistic regression to classify all the individual utterances into IDS or ADS classes using the utterance-level descriptors for probabilities and
raw F0 values as features (using SPSS version 24.0, IBM Corp., Armonk, NY). MOCM with syllabic segments was used to extract the predictability descriptors, and the regression likelihood ratio was used as the criterion for forward stepwise feature selection. The resulting model achieved IDS/ADS utterance classification accuracy of 76.8% using a final set of six features: SD of likelihood (Wald statistic = 55.57, \( p < 0.001 \); \( df = 1 \) for all features), mean likelihood (\( W = 51.96, p < 0.001 \)), likelihood range (\( W = 39.48, p < 0.001 \)), together with mean of original F0 (\( W = 9.775, p = 0.002 \)), F0 SD (\( W = 27.64, p < 0.001 \)), and F0 range (\( W = 3.00, p = 0.083 \)). Utterance classification using only the five probability descriptors led to 73.9% accuracy while the corresponding performance for normal F0 descriptors was 65.5%. Since computation of the probability descriptors never made any use of the knowledge of the underlying style of speech, this indicates that the predictability differences in IDS and ADS do not simply appear as aggregate measures across a large number of utterances, but can be also used as a cue to classify individual utterances into ADS or IDS.

In addition, a subset of the utterances (\( N = 111 \)) used in the present study had been previously rated by several Mechanical Turk workers for their IDS-likeness in the context of the ManyBabies study and for which the ratings were publicly available. In the listening test, the subjects heard low-pass filtered versions of the recordings and were asked to rate their IDS-likeness using a 7-point Likert scale (1 = ADS, 7 = IDS). This rated subset only includes utterances that also meet a number of other exclusion criteria based on the same listening test, including clear IDS- or ADS-likeness, low noise level, high naturalness, and consisting of standard English (see The ManyBabies Consortium, 2017, for details). Since we were interested how absolute vs. probabilistic properties of F0 are reflected in the ratings, the correlations between all the utterance-level F0 descriptors and the human IDS-likeness ratings were computed and are reported in Table 1.

Table 1: Rank correlation between human ratings of IDS-likeness of utterances and the corresponding utterance-level measures of F0 in Hz (left) and its predictability (right). Significant correlations are denoted with asterisks * (Holm-Bonferroni correction for 11 comparisons at \( p < 0.05 \)).

<table>
<thead>
<tr>
<th>descriptor</th>
<th>( r )</th>
<th>( p )</th>
<th>descriptor</th>
<th>( r )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>F0 mean</td>
<td>0.513</td>
<td>&lt;0.001*</td>
<td>P(F0) mean</td>
<td>-0.316</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>F0 SD</td>
<td>0.457</td>
<td>&lt;0.001*</td>
<td>P(F0) SD</td>
<td>-0.224</td>
<td>0.001*</td>
</tr>
<tr>
<td>F0 max</td>
<td>0.483</td>
<td>&lt;0.001*</td>
<td>P(F0) max</td>
<td>-0.427</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>F0 min</td>
<td>0.361</td>
<td>&lt;0.001*</td>
<td>P(F0) min</td>
<td>0.295</td>
<td>0.002*</td>
</tr>
<tr>
<td>F0 range</td>
<td>0.378</td>
<td>&lt;0.001*</td>
<td>P(F0) range</td>
<td>-0.467</td>
<td>&lt;0.001*</td>
</tr>
<tr>
<td>log(duration)</td>
<td>-0.611</td>
<td>&lt;0.001*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Even though F0 predictability was a more reliable cue for classification utterances into IDS and ADS in the full pool of utterances, the subjective ratings of IDS-likeness seem to be slightly more correlated with the physical properties such as the mean, maximum, and variance of F0 during the utterances. However, the rated utterances only consist of a carefully selected subset of all tokens, and the listeners’ task (“How representative of IDS is this?”) was also somewhat different from the classification task (“Is this IDS or ADS?”). A closer analysis suggests that the difference is largely explained by the former factor. When only the 111 human-rated utterances were submitted for binary logistic classification of the speaking style, the classification accuracy was 82.0% for the raw F0 utterance-level descriptors, 73.0% for the probability-based descriptors, and 86.5% for their combination, reversing the order of feature importance from the full pool of utterances. This shows that the ManyBabies screening procedure for “prototypical” IDS and ADS favors salient F0 behavior (utterance max and mean especially), which is not surprising as high F0 is often considered as a part of the prototypical IDS. However, what is unexpected is that the predictability as a cue to speaking style becomes less informative in this prototypical subset in comparison to the full pool of utterances (65.5% vs 73.9% classification accuracies, respectively), indicating that the F0 (in Hz) and its predictability represent at least partially different aspects of the signal. Stepwise forward selection in linear regression from the 11 features in Table 1 to the 7-point human ratings also results in a model that only uses the maximum F0 and log-duration of the utterances as the explanatory variables ($r^2 = 0.552$, $SD_{error} = 1.05$). Based on the current data, it is impossible to conclude whether this is because 1) subjective listening-based ratings for IDS-likeness are biased towards perceptually accessible properties, such as F0 magnitude and range instead of capturing the full extent of IDS properties that might be relevant for its functional role\(^6\), or 2) whether F0 magnitude simply becomes more systematic at the extremes of the IDS/ADS continuum\(^7\) while the probabilistic properties stay much more constant during infant-caregiver or adult-adult communication scenarios. In principle, the latter might be also caused by z-score normalization of the F0 trajectories for our present modeling purposes. However, we repeated the analysis without z-score normalization of F0 and without any qualitative changes in the findings. Still, combination of the absolute F0 properties with predictability measures reaches notably higher classification rate for the

\(^6\) Remember that the primary aspects of interest here are the attention-capturing properties of IDS versus ADS. Since such information selection processes by definition operate at a pre-attentional level, there are no guarantees that subjective perceptual evaluation of stimulus IDS-likeness is based on the same properties of the signal that drive attentional focus during real-time comprehension.

\(^7\) One could argue that the idea of selecting or rating “the most representative” IDS or ADS utterances from a larger pool of recordings is an ill-defined task. In a general sense, any naturalistic speech directed at infants should be considered as representative IDS and any speech directed at adults as representative ADS, even if acoustic or perceptual features of IDS deviate from ADS to varying degrees in different utterances.
speaking style also in this carefully selected subset of data. This indicates the complementarity of the two types of intonation representations also in separating prototypical IDS from ADS.

Finally, we tested whether there were any differences in utterance-level F0 predictability or frequency descriptors between the sentences containing words referring to the presumed familiar versus unfamiliar objects (see Section 2). However, no significant effects were observed after controlling for multiple comparisons. In contrast, there was a systematic difference in the predictability between IDS and ADS utterances within each of the three naming categories (familiar object, unfamiliar object, no object naming in the utterance) with average IDS predictability being always lower ($p < 0.001$, unpaired t-test for all the tokens from the given naming category). This was somewhat surprising, considering that unfamiliar object words should be more relevant learning targets for the children, and hence one might expect that caregivers would highlight such utterances over those with familiar content words. Potential explanations for the lack of any substantial differences in aggregate F0 behavior were therefore investigated by manually listening to the utterances. Although anecdotal, this revealed that there was little perceptual difference in intonation between utterances referring to familiar and unfamiliar objects. We also found that caregivers often highlighted some other aspects of the sentences in the context of familiar objects. For instance, “A green block.”, “Drink from the cup, it’s almost like a bottle!” or “What do you do with the cup?” (prominent words with bold-face font) all contain a presumably familiar word (cup or block), but intonation is used to highlight additional information such as object properties, potential actions, or relationships to other objects instead of the object itself. Based on this, we hypothesized that while discussing familiar objects, mothers may have been more likely to choose alternative topics to be the focus of utterance while preserving the overall predictability of the intonation as compared with utterances discussing unfamiliar words.

To test this hypothesis, the first author manually segmented all keywords from the IDS recordings and the comparison was repeated for the likelihood trajectories and original F0 values measured only during the keywords. Even in this case, no statistically significant differences between familiar and unfamiliar objects were observed. This suggests that the mothers were not altering their speaking style based on object familiarity. However, these findings should be considered with caution due to a number of factors: First of all, the names of the familiar and unfamiliar objects were not phonetically balanced and the number of naming occurrences per object was not balanced across different mothers, potentially biasing the results. In addition, the infants were 4–8 months old, but even
the presumably familiar words are actually understood\(^8\) by most infants only around 13 months of age and produced much later (CDI lexical norms; Dale & Fenson, 1996; Fenson et al., 2007). In other words, it is possible that the mothers were treating both types of objects as potential learning targets for their children, consciously or unconsciously, and despite the intended recording scenario manipulation.

**5.4 Other control experiments**

We also repeated the main analyses shown in Fig. 5 using a linear instead of a 2\(^{nd}\)-order model for the F0 contours (i.e., encoding only the direction and rate of change in F0 during each segment). This replicated all the main findings. In addition, the predictability difference is not simply due to a larger quantization error for IDS parameters, since the reported pattern of results persisted also if only the IDS data were used for the k-means clustering, leading to a lower quantization error (RMSE) for the IDS F0 trajectories. Together with the use of scale-free F0 representation, speaker-specific matched data normalization in the analyses, and analyses conducted in Sections 5.2 and 5.3, the tests support the finding that the intonation contours in IDS are less predictable over time than in ADS, at least for the present data and modeling approach in question.

**6. Discussion and conclusions**

Since stimulus-driven attention is related to the predictability of the stimulus (see the introduction), it is of interest whether the predictability characteristics of IDS prosody would somehow differ from ADS, as one proposed role of IDS is to increase infants’ attentiveness to the speech stream. To shed light on this issue, the present study aimed to test whether the exaggerated intonation in IDS also translates into less predictable prosody over time when compared to normal adult-directed speech when the learner has previous experience from both speaking styles. The present results support this idea, even when the actual mean and variance of F0 values in the predictive analysis were normalized between the IDS and ADS utterances. More detailed analyses also confirmed that the difference between the speaking styles cannot be explained solely by the inherent differences in utterance durations, and that the lower predictability of IDS intonation does not critically depend on the proportion of IDS in the total experience with speech. However, prosodic predictability and utterance duration were still found to be coupled, short utterances being less predictable in general. We also found that short IDS utterances (i.e., the majority of the IDS data) have less predictable intonation contours towards the ends of the utterances.

---

\(^8\) To be precise, CDI receptive lexicon norms describe the age when the *caregivers start to believe* that their infants understand the words. However, it is likely the caregiver’s beliefs, not the infant’s actual underlying knowledge, that would drive word familiarity effects in caregiver speech.
than ADS utterances of the same length, matching with the typical position of content words at utterance-final positions. Taken together, these findings provide initial support for the idea that one reason why IDS is attentionally more attractive could be because it is more surprising. This would allow IDS to tap to generic cognitive mechanisms for orienting towards aspects of the environment that violate prior predictions based on earlier experience.

However, one key question is whether the IDS predictability corresponds to a level of uncertainty that is optimal for capturing infant attention, as characterized by the so-called Goldilocks-effect (Kidd et al., 2012, 2014). What the Goldilocks-effect says is that infants prefer to attend to less likely stimuli over highly predictable stimuli, as long as the predictability is not too low. This suggests that stimulus-driven attention operates in a region where there is sufficient structural regularity to differentiate relative probabilities of different patterns given the current predictive context. In computational terms, a prerequisite for evaluating the information value of different sensory inputs (and hence prioritizing their processing) is that the perceiver’s brain must be able to compare each stimulus against an existing predictive distribution for the input (cf. also Friston, 2010). This is because the highest potential information gain\(^9\) is generally associated with inputs that violate well-established prior predictions, not just any stimuli that are difficult to predict. If the predictive context preceding a stimulus is always highly complicated compared to the number of examples available to the learner, it is also difficult for the subject to learn predictive dependencies for the situation. As a result, it is also challenging to evaluate the likelihood of a stimulus in a highly volatile context.

The main challenge in relating the present findings to the existing studies on Goldilocks-effect is that the earlier works have used stimuli that can be considered as categorical, such as sequences of pictures in the original study of Kidd et al. (2012) or sequences of different natural sounds in Kidd et al. (2014). In these cases, the probabilistic structure of the stimuli can be explicitly defined using discrete mathematics and the structure of the predictive contexts can be also measured accordingly. In contrast, F0 trajectories of speech are inherently continuous-valued and temporally contiguous. This means that there is no unanimous way to determine whether two F0 trajectories or their parts are the same or different. Even if a perceptual auditory model could be used to define just-noticeable differences in F0 frequencies, it is substantially more difficult to incorporate the model with the type of representations and metrics infants might use to analyze, learn, and distinguish intonation patterns at different stages of their language development. For instance, we would have to know how factors such as absolute vs.

\(^9\)For a mathematical treatment, see Shannon (1948) or the concepts of Kullback-Leibler divergence and expected self-information.
relative F0, rate of F0 change, or potential speaker-normalization mechanisms might impact perceptual judgments of prosodic similarity in infants whose auditory system is still undergoing developmental changes.

The present study has circumvented the issue of non-categorical input by quantizing the F0 values in frequency and time, and then investigating the differences between IDS and ADS across different resolutions in both domains. In addition, we z-score normalized logarithmic F0 values for all utterances to ensure that any observed differences arise from temporal predictability of intonation instead of inherent differences in F0 range or the quantization errors that would result from such differences. The drawback of this approach is that it is not possible to define an “absolute” measure of probability for the observed intonation patterns that would allow us to relate the current findings to the typical complexity scales observed in Goldilocks-studies. Instead, our approach allowed us to probe the relative predictability of IDS and ADS using as comparable settings as possible. The absolute likelihood values reported for the predictive models are dependent on the choice of the analysis resolution for time and frequency, lower F0 resolution and shorter temporal distances leading to higher average likelihoods. However, the experiment described in Section 5.2 shows that listening to IDS leads to better prosodic learning outcomes than listening to the equal amount of ADS, other factors fixed, and that learning from the more variable IDS also generalizes to ADS intonation patterns. This suggests that the lower predictability of IDS is not just due to highly random input with little functional value (i.e., too low-probability non-attractive stimuli in the context of Goldilocks-effect), but because the increased variability in IDS actually carries more information per time unit on how intonation can behave in speech. However, further experiments on more extensive and ecologically valid data are required to confirm these initial findings.

Overall, the present study cannot answer the question whether infants are actually learning regularities at the level of prosodic acoustic features and whether complexity of these statistical patterns is responsible or suitable for attentional capture. Instead, the study simply provides the first evidence that statistical properties of IDS differ from ADS in a manner that is compatible with the idea of stimulus-driven attention being oriented towards surprising aspects of the environment. That is, more attention would get directed at sensory events that have higher information gain with respect to the current model of the perceptual world (Zhang et al., 2008; Itti & Baldi, 2009; Zarcone et al., 2016). In addition, low probability intonation patterns have been earlier linked to perceived prominence in speech (Kakouros & Räsänen, 2016) similarly to low-probability words (e.g., Cole, Mo & Hasegawa-Johnson, 2010). The current results therefore link informal descriptions of IDS as more salient or prominent (e.g.,
Garnica, 1977; Fernald et al., 1989; Soderstrom, 2007 and references therein) to measurable properties of the speech signal that are also related to learning from the input.

Importantly, the role of prosodic statistical learning in IDS is something that can be tested behaviorally in future experiments by carefully manipulating statistical properties of prosodic contours while controlling for other factors such as absolute magnitudes of acoustic prosodic features and lexical content of the stimuli. If the predictability hypothesis for attentional capture is correct, infant attention, as modulated by the predictability of the prosodic contours, should be separable from the presence of absolute physical cues such as F0 or energy peaks. However, this should only take place if the statistics of the prosody are not too simple or too complicated for the infants to capture during a familiarization stage (see also Kakouros, Salminen & Räsänen, 2018, for a related study on adult subjects where statistical predictability of intonation was causally related to the subjective impression of sentence prominence in speech).

In addition, it was found that human adult ratings of IDS-likeness on a subset of the studied utterances could be largely explained in terms of F0 maximum frequency and duration of the utterances. This was observed even though temporal predictability of the intonation was generally found to be an efficient cue for automatically classifying speech into IDS and ADS. In fact, the predictability-based account to prominence and auditory attention in speech implies that the attention capturing properties of speech segments do not necessarily go hand-in-hand with specific acoustic features such as high or quickly changing pitch, as long as these features are to be expected in the given context. More specifically, it can be argued that the perceptual system should allocate processing resources to the aspects of the input that are not yet predicted by the brain independently of the absolute properties of the input. In the context of speech, this means that the talker can control the listener’s attention by freely using non-canonical prosodic forms or words without changing the semantics of the utterance, leading to the subjective impression of emphasis also referred to as prominence (Kakouros et al., 2018). The present study suggests that caregivers may (implicitly) utilize a similar strategy to maintain infants’ attention on the speech stream, either overall, or by highlighting certain segments of the speech stream. In contrast, highly predictable inputs, by definition, have low information value and are therefore low priority targets for sensing and learning even if they have large magnitudes on some scale such as loudness or pitch (e.g., Kakouros et al., 2018; see also, e.g., Friston & Kiebel, 2009). However, the surface properties of speech could be more accessible to conscious analysis of the speaking style than the actual attention triggering properties of the signal that, by definition, should operate pre-attentively. In addition, acoustic cues still communicate other kinds of information, such as caregiver affection that
is generally associated with IDS (see also below). These may partially explain why adult ratings of IDS-likeness seem to be biased towards superficial acoustic features.

Also, we want to emphasize that even if the present study focuses on the predictability at the level of prosody, the general idea of attention and learning being driven by (statistical) information seeking should not be considered as specific to prosody, but should take place at any level where statistical regularities are accessible to the listener. Until proven otherwise, it is parsimonious to assume that experience-based attentional preferences at the prosodic level, at the syllabic and lexical levels (e.g., Saffran et al., 1996), and between multiple representational levels such as acoustic words and their visual referents (e.g., Smith & Yu, 2008) would be all based on the same fundamental cognitive mechanism for attending to information. If this is the case, then increased input variability could also have consequences to attentive processes during other aspects of language learning such as phonetic learning from IDS or learning from synthesized versus natural speech. Future research should therefore consider how learning from more variable input is potentially supported by increased attention to the input, and contrast this with the question of how the additional variability actually adds to the ecological usefulness of the learned representations. In the present study, the higher variability of IDS intonation also led to more useful models of intonation (Section 5.2), but this does not always have to be the case. For instance, McMurray et al. (2013) have suggested that the higher variability of voice onset times (VOTs) and formant frequencies in IDS may be counter-productive to phonetic learning from speech, as the variability does correspond to that observed in typical ADS (see also Kirchhoff & Schimmel, 2005). However, this does not exclude the possibility that the increased variability at the segmental level may still support attentional processing of the input, suggesting that general representativeness of the input may sometimes become traded for increased attention towards the speech stream.

5.1 Open questions and concluding remarks

One largely untouched aspect of the work relates to the fact that intonation (and prosody in general) also plays other roles in speech beyond the hypothesized attentional control. For instance, suprasegmental features of speech are closely coupled to the lexical and syntactic properties of the language, and intonation is used to mark stress at the level of words and sentences or to create phonemic contrasts in tone languages. In addition, prosodic features such as F0, timing, and energy also carry information on the affective state of the talker (e.g., Banse & Scherer, 1996; Schuller et al., 2011). One of the hypothesized roles of IDS is therefore to convey positive feedback and encouragement to the child (e.g., Fernald, 1989, Penman, Cross, Milgrom-Friedman & Meares, 1983; Trainor, Austin & Desjardins,
2000; see also Spinelli et al., 2017, and references therein). This means that the attention-capturing prosodic contours cannot be produced independently of the literal messages, communicative intents, or underlying affective states. Instead, all the different roles of prosody must share the same acoustic signal available to the listener, who then decodes it back into its potential constituents. However, this does not have to mean that the different roles of prosody have to always compete in priority to shape the signal. For instance, it is known that sentence stress and prominence are related to the information and syntactic structure of the discourse (Calhoun, 2010; Shattuck-Hufnagel & Turk, 1996) with new or otherwise important information receiving emphasis (also in intended contrasts such as “No, I went home” vs. “No, I went home”), thereby serving communicative intents. In addition, some evidence suggests that stressed or accentuated words are processed faster and more deeply (Cutler & Foss, 1977; Sanford et al., 2006; Wang et al., 2011; Li & Ren, 2012), implying that the prosodic emphasis alters the mode of semantic processing for the input.

Earlier research (Kakouros and Räsänen, 2016; Kakouros et al. 2018) has proposed that unpredictable prosody may actually cause an impression of prominence (similarly to unpredictable words; see Cole et al., 2010) by triggering attentional resources in exactly the same way as surprising IDS intonation is proposed to capture infant attention in the present study. Less likely intonation was also found to alter semantic processing of the prominent words, as measured by electrophysiological recordings (Kakouros et al. 2018). In the context of IDS, the apparent prominence (saliency) of the signal, the enhanced attentional capture, the prosodic highlighting of important words, and improved learning from the input (e.g., Song, Demuth & Morgan, 2010; Ma et al., 2011; and Graf Estes & Hurley, 2013) could be therefore all based on one and the same domain-general mechanism for selective information processing instead of multiple competing goals and processes (see also Kakouros et al., 2018, for a discussion). If the acoustic cues for such communicative intents also convey positive affect, thereby further encouraging the infant to engage in social interaction, all these factors would jointly serve the purpose of boosting language learning of the child. This also leads to the question whether there are in fact any “core” defining properties of IDS that would separate it from any speech with high effort for communicative success (in terms of intended information structure, listener attention, and high signal-to-noise ratio) while simultaneously conveying positive affect (cf. Singh et al., 2002) and taking the language skills of the listener into account (cf. Snow, 1977; Phillips, 1973; Stern, Spieker, Barnett & MacKain, 1983), and if so, what is the functional role of these additional properties.

Despite being a highly relevant topic for language acquisition research, disentangling the different factors and mechanisms underlying IDS prosody and its perception is beyond the scope of the
present study. The primary goal of this paper has been to bring forth a formal and testable hypothesis about the link between predictability and attention in IDS, and to initially study the hypothesis using a computational modeling approach. In addition, the purpose is to encourage other researchers in the field to work towards better understanding of the cognitive underpinnings of IDS and how it relates to learning and attention mechanisms of the human cognition, providing the community with an initial hypothesis to be discarded in favor of a stronger one. Overall, much more work is needed, including the need to replicate the present investigation using different modeling techniques and on more extensive speech data, and testing of the related hypotheses in actual behavioral experiments. In addition, the differences in IDS and ADS are not limited to intonation, and therefore aspects such as timing, utterance duration, intensity, and timbre should be investigated from the predictability point of view independently and in conjunction with F0. Finally, the potential disparity between acoustic and statistical cues that differentiate ADS from IDS and cues used by listeners to evaluate IDS-likeness of speech warrants further research, as it might inform us about any potential differences between what IDS does and how IDS sounds.
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Appendix A: Full results for the MOCM and LSTM models on syllabic and fixed-frame F0 representations.

Figure A1: Mixed-order Markov chain model (MOCM) results for syllabic (left) and uniform segments (right).

Figure A2: Long short-term memory (LSTM) results for syllabic (left) and uniform segments (right).

Figure A1 shows the results from the comparison between IDS and ADS in terms of F0 predictability and raw F0 values using the MOCM model, while Figure A2 shows the corresponding results for LSTM. In both figures, **left panel** shows the results from syllabic segments and **right panel** shows the corresponding results using fixed 100-ms segments for F0 modeling. **Top panel**: Utterance-level statistical descriptors of F0 predictability, averaged across all ADS/IDS utterances. **Bottom panel**: F0 predictability after controlling for the amount of matching training data for each utterance. Error bars denote ±1 SE across all talkers. Significant differences between IDS and ADS are denoted with asterisks and related t-values (paired t-test, $df = 10$, and using significance level $p < 0.05$; Holm-Bonferroni correction for the ten comparisons is used in order to maintain compatibility with the main analyses in Fig. 4 that also include tests for standard F0 descriptors).